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Temporal Correlation in
Cat Striate-Cortex
Neural Spike Trains

he existence of long-duration temporal

correlation (i.e., memory) in the spike
trains of certain sensory-system neurons
is well established. Such correlation, ex-
tending to at least hundreds of seconds,
has been demonstrated in cat retinal-gan-
glion (RGC) and lateral-geniculate (LGN)
neurons [1, 2]; and in primary afferent
auditory neurons of the cat [3-7], chin-
chilla {8], and chicken [9]. 1t is also pre-
sent in the spike train of an insect visual
interneuron, the descending contralateral
movement detector (DCMD) of the locust
[10]. Long-duration correlation is mani-
fested at many levels in biological sys-
tems, from the microscopic to the
macroscopic; examples include neuro-
transmitter exocytosis at the synapse [11]
and fluctuations in the sequence of human
heartbeats [12, 13]. In many cases, the
upper limit of the observed correlation
time is imposed by the duration of the
recording,.

In this article we draw on point-process
theory and wavelet analysis to examine
the variability and correlation properties
of spike trains from single neurons in the
cat striate cortex, under conditions of
spontaneous and stimulated (driven) fir-
ing. Itis not possible to infer the long-term
correlation properties of a spike train from
measures that reset at short times; thus,
often-used spike-train measures, such as
the interevent-interval histogram (IIH)
and post-stimulus time (PST) histogram,
cannot serve this purpose [14].

Rather, we make use of the event-
number histogram (ENH), also called the
spike-number or spike-count distribution.
This measure affords the experimenter the
opportunity of externally controlling the
counting time, 7, and therefore the dura-
tion over which spike correlations can be
viewed. A useful and relatively simple
gauge of the correlation properties is ob-
tained from the first two moments of the
ENH. In particular, the Fano factor (FF),
defined as the ratio of the spike-count
variance to the spike-count mean [15]:

IEEE ENGINEERING IN MEDICINE AND BIOLOGY

F(T)=var(N)/N 1

plotted as a function of the counting
time, 7, serves this purpose quite well.
The FF is a special case of the wavelet
Fano factor (WFF) implemented using
the Haar wavelet basis [1].

Spike-number mean and variance
measurements have been previously col-
lected for visual-cortex neurons, both in
the absence and in the presence of a stimu-
lus. But they have always made use of a
single, fixed counting time (typically ~ 1 s).
Under these conditions, as summarized
below, the FF generally lies between 1 and
5 (see Table 1). This is true whether the
preparation is cat or monkey, anesthetized
or unanesthetized, paralyzed or behaving;
whether the cells are from striate or non-
striate cortex, simple or complex, sponta-
neously firing or stimulus-driven; and
whether the independent stimulus vari-
able is contrast, spatial frequency, or ori-
entation.

However, the shape of the FF curve as
a function of the counting time permits the
nature of the temporal correlation to be
determined [3, 4, 16]. We report Fano-fac-
tor curves for spontaneous and stimulus-
driven striate-cortex spike trains over a
broad range of counting times (10> s < T
<770 s). Substantial long-duration corre-
lation is present in all of them.

The unusual statistical properties in- -
herent in the firing patterns of these neu-
rons share some similarities with those
observed from other sensory-system neu-
rons, but the cortical-cell patterns are also
unique in some respects. F(T) clearly dis-
tinguishes spontaneous and driven neural
firing patterns. In particular, the FFs for
driven activity reveal several phenomena,
some more well-known than others: qua-
sithythmic (so-called “40-Hz”) activity,
the presence of phase locking, and a re-
duction of fluctuations at very low fre-
quencies relative to those present in
spontaneous activity. Several other fea-
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tures of the firing patterns emerge from
our study.

Prior Measurements

In 1959, Hubel [17] qualitatively ob-
served that the discharge of striate-cortex
cells was highly irregular. In one of the
earliest quantitative studies of cortical-
cell statistics, in 1965, Smith and Smith
[18] reported event-number histograms
for cat forebrain cells that were light-re-
sponsive, but remote from the striate cor-
tex. These researchers found that the
action-potential occurrences were more
clustered than expected according to the
Poisson distribution, under both spontane-
ously firing and light-driven conditions.
However, their measurements were con-
ducted with a short counting (averaging)
time fixed at 7 = 50 ms, so that the mean
and variance they measured were neces-
sarily small [13]. The actual values were
not explicitly provided in their paper.
Shortly thereafter, in 1966, Griffith and
Horn [19] examined the mean firing rate
and its fluctuations for spontaneously fir-
ing cat striate-cortex cells, again using a
single averaging time (which in their case
was based on the spontaneous firing rate
of the cell). Qualitatively, the firing rate
they observed exhibited long-term irregu-
larities; these were particularly large for
cells whose rate was determined using a
large averaging time. However Griffith
and Horn did not provide quantitative
estimates for the magnitude of the
fluctuations.

In an important study conducted a few
years later in 1973, Sanseverino, et al.
[20], obtained the mean firing rate, R , and
its standard deviation, Og, (using an aver-
aging time 7 = 1 s) from 20-min record-
ings of cells in cat visual-cortex areas 17
(striate cortex), 18, and 19. Using the nu-
merical values reported in their paper for
R and Og, we have determined the FFs for
three of their representative cells to be F(T
=1s)=25, 3.1, and 4.4, in areas 17, 18,
and 19, respectively. (The measures used
by Sanseverino, et al. [20], are readily
converted to count mean and variance by
using the relation R = N/T, where R is the
firing rate and N is the number of spikes
in the counting time 7: thus, the mean
firing rate, R = N/T, and var(R) =
var(N)/T%, so that F(T) = var (NN =
TVar(RYR = Tog*/R.) Schiller, et al.
[21], subsequently showed that the re-
sponse variability of simple and complex
monkey striate-cortex cells (in their case,
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measured by the standard-deviation-to-
mean ratio of the count, or event-number
coefficient of variation, in a 1-s counting
time), systematically decreased as deeper
layers in the cortex were probed. Unfortu-
nately, these researchers did not provide
sufficient data in their paper to allow nu-
merical values for the FF to be extracted.

A number of subsequent studies re-
ported event-number variance versus
mean measurements using 7 of the order
of 1 s, and the results were all in substan-
tial agreement with those of Sanseverino,
et al. [20]. In particalar, Tolhurst, et al.
[22], obtained F(T = Y2 s) ~3-5 using 20-
min data sets from anesthetized-cat stri-
ate-cortex simple and complex cells,
using contrast as an independent variable.
Dean [23] obtained F(T = V2 s) ~1.5 using
50-s data sets from cat striate-cortex sim-
ple cells, using both spatial frequency and
contrast as independent variables. Tol-
hurst, et al. [24], obtained F(T'=Y or V2 5)
~3 using 20-min data sets, and F(T = Y4 or
V3 5) ~1.5 using 5-min data sets, from cat
simple and complex cells, again varying
the contrast. Legéndy and Salcman [25]
confirmed the bursty nature of the sponta-
neous firing patterns in unanesthetized-
cat striate-cortex neurons, first observed
by Hubel [17], but they did not report
statistics for the event number. Bradley, et
al. [26], obtained F(T = Y2 or 1 s) ~1.5
using 80-s data sets from anesthetized,
paralyzed-cat complex cells, varying spa-
tial frequency and contrast. Vogels, et al.
[27], reported F(T = 0.48 s) ~ 2 using
10-min data sets from unanesthetized-
monkey striate-cortex neurons while the

Table 1. Fano factor (spike-number variance-to-mean ratio) and conditions
of measurement for various response-variability studies of visual-cortex
neurons.
Year | Author Cat/ Spont/ | Counting Data-Length | Fano
Monkey | Driven | Time T (s) L (min) Factor A(T)
1959 | Hubel C S/D
1965 | Smith & Smith | C S/D 0.05
1966 | Griffith & C S 5-33
Horn
1973 | Sanseverino, | C S 1 20 2-45
et al.
1976 | Schiller, et al. D 1 4
1981 Tolhurst, etal. | C D Ve 20 3-5
1981 | Dean C D Yo 0.83 15
1983 | Tolhurst, etal. | C/M D Y or Vs 20 3
C/M D Y or V2 5 1.5
1987 | Bradley, etal. | C D Y2 or 1 1.33 1.5
1989 | Vogels, etal. | M D 0.48 10 2
1992 | Snowden, et | M D 1 selected 1-1.5
al. segments
1993 | Softky & M D 1or2 selected 1-2
Koch segments
EQQG THIS PAPER | C S/D 0.001-770 5-128 1-80
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1. Stochastic processes used in the analysis of neural spike-train data. The continu-
ous membrane-voltage waveform is idealized to a point process in which the occur-
rence times of action potentials are represented as unitary events (impulses) on the
time axis. The sequence of interevent times is constructed from this point process by
specifying the magnitude of each interval as a function of its index, thereby forming
a positive real-valued discrete-time stochastic process. Real time is distorted in the
formation of the sequence of intervals. The sequence of counts is constructed by
specifying the number of nerve spikes (events) that occur in successive counting peri-

ods, each of duration 7, as a function of the count index. The sequence of counts
forms a positive integer-valued discrete-time stochastic process. Its time axis is di-
rectly related to that of the point process.

animal was performing an orientation-dis-
crimination task. Snowden, et al. [28],
observed F(T=1s) ~ 1.1 for striate-cortex
neurons and F(7' =1 s) ~ 1.4 for middle-
temporal (MT) visual-cortex neurons in
the awake behaving monkey in response
to random dot patterns, but these estimates
were determined from brief action-poten-
tial segments. Most recently, in 1993,
Softky and Koch [29] obtained F(T =1 s)
~ 1 for striate-cortex neurons and F(T =
2 s) ~ 2 for MT visual-cortex neurons in
the awake behaving monkey; however,
their estimates were determined from ac-
tion-potential segments selected for “con-
stant firing rate.” Such selection
artificially suppresses long-duration cor-
relation and results in a reduction of the
observed variance and FF, as discussed
subsequently (and illustrated in Fig. 3).

Statistical Methods
It is generally accepted that the occur-
rence times of the action potentials carry
all of the information contained in a spike
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train. For purposes of analysis, therefore,
a sequence of idealized impulses (a point
process) is formed from the continuous
waveform of the membrane voltage, as
shown in the upper portion of Fig. 1.

The construction of two useful subsidi-
ary processes, the sequence of intervals
and the sequence of counts (event num-
bers) [30], is illustrated in the lower por-
tion of Fig. 1.

Sequence of Intervals

The sequence of intervals is used to cal-
culate interval-based statistical measures
such as the interevent-interval histogram
[30], the joint interevent-interval histogram
[31] (also called the interval return map; see
{32]), and the interval-based periodogram
[13]. This sequence is a random process that
has an amplitude specifying the magnitude
of the interevent interval and an abscissa
specifying the interval index. One inconven-
ient aspect of the sequence of intervals is the
distortion of real time that occurs in the
mapping from the point process to the ab-
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scissa; the interval index increases by
unity whether the interval is long or short.
Interval-based statistics are most often
used to investigate the short-term behav-
ior of a spike train [13].

Sequence of Counts

The sequence of counts is used for
count-based statistical measures such as
the rate function, event-number histo-
gram [14, 30], and count-based perio-
dogram [13, 30]. This sequence is also a
random process, but with an amplitude
given by the number of events in (usually
contiguous) counting times of duration 7,
and the abscissa is the count index. In this
case, the real time of the point process is
preserved in the mapping to the sequence,
since the count index increases by unity
for every T seconds in the point process.
As a result, the interpretation of count-
based correlation measures is straightfor-
ward.

Fano Factor

The FF is a useful count-based meas-
ure of correlation for a point process [3, 4,
7, 16). The FF provides a direct measure
of the relative clustering of a spike train
over a broad range of time scales deter-
mined by the counting time. Positive cor-
relation (relative to the benchmark
Poisson point process) is dominant over
those time scales where F(T) > 1; whereas
negative correlation is dominant over time
scales where F(T) < 1 (e.g., when refrac-
toriness is operative). The FF is related to
the autocorrelogram (coincidence rate)
and to the count-based power spectral
density through simple integral trans-
forms [3, 4, 16, 30]. The Allan factor and
its wavelet counterpart are closely related
to the FF, and are also of use in examining
long-range dependence in a point process
1,7, 13

Renewal Surrogate Data

Long-range correlation in a spike train
can be inherent in the form of the ITH
itself, or it can arise from the ordering of
the sequence of intervals, or both. Ran-
domly shuffling (reordering) the sequence
of intervals of a point process provides a
data set with an ITH identical to that of the
original point process, but with no corre-
lation among intervals (a renewal proc-
ess). This procedure is therefore useful to
determine whether the correlation that
might be present in a FF arises from the
form of the ITH.

This determination is made as follows:
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Table 2. Characteristics of the spontaneous recordings for the four cat
striate-cortex cells whose Fano factors are shown in Fig. 2. The behavior
of cell 3 is examined in detail in Figs. 3 and 4.
Cell No. Description Duration of Number of Average Firing
Recording (s) Intervals Rate A (3'1)
4 Layer-li 6022 487 0.081
(complex)
19 Layer-VI 4804 2220 0.462
(complex)
7 Layer-VI 7700 13763 1.79
(complex) “
3 Layer-VI 1265 2300 1.82
(complex)

In the limit of large counting times, a
renewal process obeys:

F(T —e)=0,/1=C", (2

where ¢ and o, represent the mean and
standard deviation of the IIH, respec-
tively, and C= o/ ¢ is the coefficient of
variation (CV) [33]. A shuffled data set
exhibiting a FF in excess of unity for large
counting times, therefore, indicates that C
> 1. This, in turn, means that the form of
the ITH for the renewal process gives rise
to (at least some of) the long-duration
correlation, since the zero-correlation
(Poisson) renewal process has C=1,
which is characteristic of an exponentially
distributed IIH.

Results

Using standard electrophysiological
recording techniques [32, 34], nerve-
spike trains were extracellularly recorded
from individual cells in the striate cortex
of the cat, along the medial bank of area
17. The animal was anesthetized with so-
dium pentothal (20 mg/kg intravenous;
intraperitoneal supplementation as
needed) and paralyzed with succinyl-
choline (10 mg/kg-h intravenous). Indi-
vidual action potentials were recorded
using tungsten electrodes and, after dis-
crimination on the basis of their amplitude
and time course, measured with 0.1-ms
precision.

Fano Factor for
Spontaneous Discharge
In Fig. 2, we display the FFs con-
structed from the spontaneous discharge
of four different cat striate-cortex cells
(solid curves). The background illumina-
tion was at a low level (about 0.25 cd/mz)
in all cases, so that the cortical firing pat-
terns were essentially spontaneous. Cell 4
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(upper-left quadrant) is a layer-III com-
plex cell whereas cell 19 (upper-right
quadrant) is a layer-VI standard complex
cell [35] with a receptive field of 0.5°x2°.
Cell 7 (lower-left quadrant) is a layer-VI
standard complex cell with a large recep-
tive field. Cell 3 (lower-right quadrant) is
also alayer-VI standard complex cell; it is
strongly contralateral monocular (left
eye) and strongly directionally tuned, with
a5°x3°receptive field. The characteristics
of the spontaneous recording for each cell
are presented in Table 2.

The spontaneous FFs for all four cells
bear a number of characteristics in com-
mon. For very short counting times
(I'2107 5), the FFs all assume a value
close to unity. In principle, refractoriness
requires that the FFs lie below unity for
very short counting times; however the
low spontaneous firing rates of these units
renders the effects of refractoriness negli-
gible [10, 36]. As T increases, the curves
rise a bit, but they remain quite close to
unity for 7' <100 ms.

As the counting time increases further,
the curves rise to values appreciably in
excess of unity, but the nature of the in-
crease differs from cell to cell. The FFs for
some cells saturate at a particular counting
time 7 that is of the order of seconds,
whereas those for other cells continue to
rise as the counting time becomes yet
larger. As an example of the former be-
havior, the FF for cell 4 rises to a value of
about 3 at 7 = 10 s and remains in that
vicinity for T as large as 600 s (the FFs are
only displayed to T = 40 s in Fig. 2). Of
course, the longer the data set, the larger
the value of 7 out to which the FF can be
reliably determined. (As a rule of thumb,
a satisfactory estimate of F(T) can be ob-
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2. Fano factors (FFs) constructed from the spontaneous discharges recorded from
four cat striate-cortex cells (solid curves). A description of the cell types and the
characteristics of the recordings is provided in Table 2. Variance-time curves are ob-
tained by multiplying the FFs by N = AT. Also shown are the mean (dashed) and

the mean = standard deviation (dotted) FFs calculated from 10 successive shufflings

of the original data.
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3. Sequence of counts in contiguous 2-s time windows for the spontaneous spike
train from striate-cortex cell 3 (upper left panel, left ordinate, top abscissa, dots)
and evolution of the Fano factor Fr(T = 2 s) as the length of the data set L increases
(upper left panel, right ordinate, bottom abscissa, solid curve). The particular data
segment illustrated extends from 400 to 1200 s after the beginning of the data set.
FL(T = 2 s) executes jumps when spike clusters or absences (relative to the mean)
are added to the data set. The Fano factor for the entire data set is F(T = 2s) ~ 5.8,
Clusters are also revealed in the large variance of the event-number histogram
(ENH) associated with the entire data set (upper right panel), which has a long tail.
Sequence of counts for the shuffled data (middle panel) shows the elimination of
large clusters and reduction of the Fano factor. The tail in the ENH is substantially
diminished. Sequence of counts for a simulated dead-time-modified Poisson point
process (DTMP) of mean N= 3.64 and dead time 7z = 1 msec (lower panel)

shows smaller fluctuations and a FF near unity. The event-number histogram is

nearly Poisson.

tained provided that T < L/10, where L is
the length of the data set; F(T) then com-
prises at least 10 samples at the largest
value of T)

The FF for cell 19, in contrast, exhibits
avalue of about 5 at T= 10 s, but continues
to rise to a value in excess of 80 at T =
480 s. Large FFs at large counting times
are consistent with the large rate fluctua-
tions qualitatively observed by Griffith
and Horn [19] for large averaging times.
They also indicate that the power-spectral
density estimate of the spike train in-
creases as frequency decreases. The FF for
cell 19 resembles those observed for spon-
taneously firing cat RGC and LGN neu-
rons [1, 2]. -

Nature of the Temporal Correlation

To ascertain whether the temporal cor-
relation in the spike train has its origin in
the form of the interevent-interval histo-
gram or in the ordering of the sequence of
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intervals (or in both), we turn to the re-
newal surrogate data sets discussed above.
The sequence of intervals of the original
point process were shuffled 10 times,
thereby generating an ensemble of 10 re-

alizations of a renewal point process with .

an ITH identical to that of the original data.
The FF was then computed for each of
these surrogate data sets. The resulting
mean (dashed) and mean + standard de-
viation (dotted) FFs are presented in each
panel of Fig. 2, along with the original
unshuffled data (solid).

For all counting times greater than a
few hundred ms, the original data gener-
ally lie many standard deviations above
the mean FF of the renewal ensemble.
This result provides a clear demonstration
that the ordering of the sequence of inter-
vals contributes to the correlation, so that
the original spike train is distinctly nonre-
newal in nature. Moreover, for all of the

data sets that we have investigated, even
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the renewal (shuffled) FFs remain well
above unity for large counting times. Ex-
amining the dashed curves in Fig. 2, for
example, we find that 1.8 < F(T = 40 sec)
<3 for these four cells. Since
F(T—e0)=C?, this means that 1.3<C<
1.7. Because this value is greater than
unity, there is positive correlation inherent
in the IIH, as discussed above. Similar
results have been obtained for RGC and
LGN neurons at low firing rates [2].

We conclude that the correlation ob-
served in the spontaneous striate-cortex-
cell spike trains is of dual origin: the
ordering of the sequence of interevent in-
tervals and the form of the ITH itself.

Dependence of Fano-Factor
Magnitude on Length of Data Set

To investigate the dependence of the
FF on the length of the data set, we choose
cell 3 for detailed study. The results are
representative of the other striate-cortex
cells we have examined and are consistent
with the data collected by others.

Figure 3 illustrates the sequence of
counts; Nj, for the spontaneous discharge
recorded from cell 3 (upper left panel, left
ordinate, top abscissa, dots) in contiguous
2-s time windows (see Fig. 1 for an expla-
nation). The variation in the heights of the
dots shows how the spike numbers in 2-s.
intervals wax and wane. Also plotted in
the same panel is a version of the FF, Fi(T
=2 s), that is continuously updated as the
length of the data set L increases (upper
left panel, right ordinate, bottom abscissa,
solid curve). Spike clustering in the data
set is revealed by a sizable number of
counting windows with large numbers of
counts. These large-count windows often
lie near each other because the counts are
correlated. As expected, FL(T = 2 s) exe-
cutes jumps at those data lengths L when
additions to the data set arise from spike
clusters above the mean, or from spike
absences below the mean, because such
events increase variability. The FF grows
in this manner until the amount of data
incorporated is sufficient to insure that the
large spike clusters, which occur rela-
tively rarely, have been adequately sam-
pled. The presence of clusters is also
revealed in the event-number histogram
PpN(N; T) associated with the entire data set
(upper right panel); the distribution has a
long tail and therefore large variance.

This behavior is in general accord with
the data collected by others for a fixed
counting time; comparing the results in
Table 1 shows that longer data sets usually
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Table 3. Characteristics of four recordings from a cat striate-cortex
standard-complex cell (cell 3) driven by a stimulus with different
modulation periods. This particular layer-VI cell is strongly contralat-
eral monocular (left eye), and strongly directionally tuned with a 5°x3°
receptive field. The first row represents the spontaneous discharge
(background level ~ 0.25 cd/mz). The remaining three rows represent
driven data; the stimulus was an illuminated light bar projected during
the first half of each modulation period. The Fano-factor curves are
displayed in Fig. 4.

Fig. Modulation Duration of Number of Average Firing
Period T (s) Recording (s) Intervals Rate A (3"1)

4A spontaneous 1265 2300 1.82

4B 1.0 545 19607 36.0

4C 0.2 560 21298 38.0

4D 0.1 339 10529 31.1

have greater values of F(7). It is also clear
that using too few samples to compute the
FF will generally result in its underestima-
tion. This is because contiguous values of
the count random variable often lie close
to each other because they are correlated,
as is evident in Fig. 3. Thus, the selection
of specific action-potential segments for
“constant firing rate,” a technique used by
Snowden, et al. [28], and by Softky and
Koch [29], artificially reduces the vari-
ance and, therefore, the FF [11].

A similar plot for the shuffled surro-
gate is presented in Fig. 3 (middle panel).
The large spike clusters are dissolved by
the random rearrangement of the interval
ordering, and the magnitude of the FF is
substantially reduced. The PND loses its
long tajl. The residual fluctuations (above
the Poisson) in this renewal process arise
purely from the form of the interevent-
interval histogram.

An analogous plot for a simulated
dead-time-modified Poisson point proc-
ess (DTMP) is presented in the lower
panel of Fig. 3. In this case, the fluctua-
tions are even smaller than those of the
shuffled surrogate (the FF is very near
unity) since neither correlation associated
with the IIH, nor with the interval order-
ing, is present. The PND assumes a nearly
Poisson form.

Fano Factor for Driven Discharge

We now examine the alteration in the
FF for cell 3 in the presence of a stimulus.
An illuminated light bar was periodically
projected onto the receptive field of the
cell at its optimal angle. Square-wave
modulation with a 50% duty cycle was
used; the stimulus was projected during
the first half of the modulation period Ty
while only the residual background level
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(~ 025 cd/mz) was present during the
second half. The characteristics of the re-
cordings are summarized in Table 3. The
Fano-factor curves are displayed in Fig. 4.
The upper left-hand panel of Fig. 4 repre-
sents the spontaneous discharge (A),
whereas the other panels represent driven

data (modulation period Tyr=1.0, 0.2, and
0.1sin B, C, and D, respectively).

The FFs for the driven and spontane-
ous data differ in several significant re-
spects. The distinctions are most clearly
drawn by comparing the behavior of the
spontaneous curve (Fig. 4A) with the
driven curve presented in Fig. 4C (Ty =
0.2 s).

The spontaneous FF in Fig. 4A re-
mains essentially constant at unity, until it
begins to slowly increase when T reaches
20 ms. The FF exceeds 2 at about T'= 400
ms, indicating the onset of measurable
clustering (positive temporal correlation)
in the spike train. The FF continues to rise
with increasing 7, in this case attaining a
value of 20 at a counting time of 40 s. The
approximately straight-line behavior on
log-log coordinates indicates power-law
growth for this particular FF, mandating
that the power spectral density (PSD) of
the spike train exhibits 1/f~type behavior
for frequencies below about 1/0.4 =2.5Hz
[3, 4, 16].

FANO FACTOR
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4. Fano factors (FFs) constructed from four recordings obtained from a cat striate-
cortex cell (cell 3, solid curves). The characteristics of the recordings are indicated in
Table 3. Also shown are the mean (dashed) and the mean = standard deviation (dot-
ted) FFs calculated from 10 successive shufflings of the original data. The upper lefi-
hand panel (A) represents the spontaneous FF whereas the other panels represent
driven data (modulation period Ty = 1.0, 0.2, and 0.1 s in B, C, and D, respectively).
Successive-interval return maps (joint interval histograms) for these same data are
presented by Siegel [32, Fig 5]. The behavior of the shuffied surrogate data sets re-
veals that both the ordering of the intervals, and the form of the ITH, contribute to
the long-duration correlation, as with the spontaneous data.
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The driven FF in Fig. 4C, on the other
hand, lies just below unity for 7= 1 ms, as
aresult of refractoriness. Refractoriness is
not entirely negligible in the driven case
because of the increased average firing
rate. The driven FF rises more quickly
than its spontaneous- counterpart. It al-
ready exceeds 2 at T = 20 ms, rises to a
local maximum at 70 ms, and then falls
below 2 at 150 ms. It then reaches a local
minimum at 7= 200 ms, which is equal to
the modulation period.

In brief, the driven FF exhibits a clear
“bump” extending from about 20 to 150
ms. The linear-transform relationship be-
tween the FF and the PSD [3, 4, 16] indi-
cates that there must, therefore, be a
corresponding bump in the PSD stretch-
ing from f=1/0.15 to 1/0.02 Hz, i.e., from
6 to 50 Hz. This excess power is, no doubt,
a manifestation of the quasirhythmic (so-
called “40-Hz™) activity that appears in
striate-cortex cells when a visual stimulus
is presented [37, 38].

The dip at T=Ty= 0.2 s reflects
phase locking to the stimulus. Variability,
and therefore the FF, is reduced when the
counting time is adjusted so that it cap-
tures similar numbers of spikes on succes-
sive trials [13]. A moment’s thought
reveals that this happens when T = Ty.
Although the driven FF resumes its
growth for larger values of T, its value
remains suppressed relative to that of the
spontaneous FF, a result of the pattern
imposed on the spike train by the modu-
lated stimulus. Thus, 1/f-type behavior of
the PSD at very low-frequencies, corre-
sponding to power-law growth of the FF
at large counting times, is diminished by
the presence of the stimulus.

The results presented in Fig. 4 show
that the values of F(T =12 or 1 s) range
between 2.5 and 5, which accord perfectly
with the values obtained by others (see
Table 1). Clearly, the form of the FF as a
function of T conveys far more informa-
tion than the FF value at a single counting
time.

Discussion

We have quantitatively examined the
spontaneous firing patterns exhibited by
cat striate-cortex neurons, and the modifi-
cations of these patterns induced by the
presence of a visual stimulus. We have
used the FF to gain insight into the nature
of the correlation present in these spike
trains. Wavelet-based generalizations of
the FF, and its close cousin the Allan
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factor [1], provide results similar to those
presented here.

It is of interest to compare the statisti-
cal characteristics of the striate-cortex
spontaneous patterns with those of other
sensory neurons for which count-based
variability has been extensively studied.

Cat striate-cortex FFs bear reasonable
similarity to those obtained from locust
DCMD interneurons. The upper panel of
Fig. 5 presents the spontaneous-discharge
FFs for four cat striate-cortex cells (replot-
ted from the solid curves in Fig. 2). The
FFs for four DCMD cells are shown [10]
on the same scale in the middle panel of
Fig. 5. Although the two sets of FFs are
rather similar, there is substantially more
variability among the cortical-cell spike
trains than among those from the DCMD
cells. For both preparations, the growth of
the FF with increasing counting time is not
steady and in some cases saturates.

The lower panel of Fig. 5 displays the
mean (solid) FF bracketed by one standard
deviation on either side (dotted) FFs ob-
tained from 10 simulations of a DTMP.
The Poisson point process has a FF pinned
at unity, whereas the DTMP remains
slightly below unity as a result of the
anticorrelation introduced by refractori-
ness [33, 36]. It is clear that both the
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striate-cortex and the DCMD FFs reveal
substantial positive correlation and are not
well described by the DTMP.

Comparison of the striate-cortex FFs
with those observed from primary audi-
tory nerve fibers [4, 7] shows that al-
though they both grow with increasing
counting time, they differ in character for
counting times 7 > 100 ms. The auditory
FFs grow steadily, rising in fractional-
power-law form out to the largest time
scales permitted by the length of the data
set (typically hundreds of seconds), with
no hint of saturation. Another significant
distinction is that the FFs for shuffled
auditory neural spike trains cannot be dis-
tinguished from those arising from the
DTMP, whereas the FFs for shuffled stri-
ate-cortex spike trains (see Figs. 2 and 4)
retain correlations arising from the form
of the ITH. The striate-cortex FFs are quite
similar to those obtained from LGN cells
[1,2], in the presence of a stimulus as well
as in its absence.

The sequence of action potentials at
these cortical cells can likely be modeled
by an integrate-and-fire construct [13] or
by a doubly-stochastic point process [16]
(A fractal version of such a doubly sto-
chastic point process, the fractal binomial-
noise-driven gamma-» point process
(FBNDG), leads to a nonsaturating FF
that grows in fractional power-law form
with the counting time 7, and satisfacto-
rily describes the spontaneous neural fir-
ing patterns of cat RGC and LGN neurons
[1,2]). An early suggestion along these
lines was made by Smith and Smith [18].
The driving stochastic-rate process might
be associated with slow cortical fluctua-
tions {39, 40]. Indeed Hubel’s [17, Figs. 3
and 4] measurements reveal that the bur-
stiness of the cortical spike trains and the
variability in the electrocorticogram in-
crease together as the animal moves from
sleep to waking and vice versa.

The biophysical locus of these fluctua-
tions (or their transfer from one neuron to
another) may reside at the synapse. Neuro-
transmitter packets released from the
presynaptic membrane in a number of
preparations form highly variable se-
quences that exhibit long-duration corre-
lation [11]. A large momentary
fluctuation could enhance the firing prob-
ability, thereby providing a mechanism
through which the statistical (and correla-
tion) properties of presynaptic excocy-
tosis are transferred to a cortical-cell spike
train. Mainen and Sejnowski [41] have
suggested that such a transfer occurs in a

86

neocortical neuron when it is stimulated
by white Gaussian-noise current, a stimu-
[us that is, however, devoid of correlation.
How such fluctuations might relate to in-
formation transmission is a different
question.
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