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A Comparative Analysis of Server Selection in
Content Replication Networks

Tao Wu and David Starobinski

Abstract— Server selection plays an essential role in content
replication networks, such as peer-to-peer (P2P) and content
delivery networks (CDNs). In this paper, we perform an ana-
lytical investigation of the strengths and weaknesses of existing
server selection policies, based initially on anM/G/1 Processor
Sharing (PS) queueing-theoretic model. We develop a theoretical
benchmark to evaluate the performance of two general server
selection policies, referred to as EQDELAY and EQ LOAD,
which characterize a wide range of existing server selection
algorithms. We find that EQ LOAD achieves an average delay
always higher than or equal to that of EQ DELAY. A key
theoretical result of this paper is that in an N -server system,
the worst-case ratio between the average delay of EQDELAY
or EQ LOAD and the minimal average delay (obtained from
the benchmark) is preciselyN . We constructively show how this
worst-case scenario can arise in highly heterogeneous systems.
This result, when interpreted in the context of selfish routing,
means that the price of anarchy in unbounded delay networks
depends on the topology, and can potentially be very large.
Our analytical findings are extended in asymptotic regimes to
the G/G/1 First-Come First-Serve and multi-classM/G/1-PS
models and supported by simulations run for various arrival and
service processes, scheduling disciplines, and workload exhibiting
temporal locality. These results indicate that our analysis is
applicable to realistic scenarios.

Index Terms— Content delivery networks, peer-to-peer net-
works, load balancing, distributed systems, price of anarchy,
game theory.

I. I NTRODUCTION

Content replication has emerged as one of the most useful
paradigms for the provision of scalable and reliable Internet
services [1]. With content replication, the same data (e.g., Web
pages, multimedia files, etc.) is stored at multiple geograph-
ically distant servers. Requests by clients are then forwarded
to one of these servers. Because of its inherent scalabilityand
fault-tolerance, content replication has become a cornerstone
of most modern networking architectures, including content
delivery networks (CDNs) and peer-to-peer (P2P) networks [2,
3].

One of the key issues arising with content replication is
that of server selection. In most content replication networks,
a number of server-selection nodes(e.g., enhanced DNS
servers in CDNs [2, 4] or supernodes in P2P networks [3])
are responsible for aggregating incoming client requests and
forwarding them to one of the servers. Given the geographical
span and the scale of content replication networks, server
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selection is fundamentally different from traditional load bal-
ancing problems, which usually assume that servers are co-
located [5].

Because server response time is an increasing function of
the load, the best server selection solution is usually not the
one that directs all the requests to a single server (e.g., the
fastest), which would slow down or even crash the server [6].
Thus, a number of server selection policies have been proposed
in the literature or implemented in commercial products.
Several of these policies fall within one of the following
two categories: (i) Equal load (EQLOAD), where the access
probabilities to the servers are set so that all servers have
the same utilization. Examples of policies following this ap-
proach include round-robin, or weighted-round-robin (WRR)
for heterogeneous servers [5], and certain adaptive algorithms
such as Least Loaded [4] and WebSeAl [7]; (ii) Equal delay
(EQ DELAY), where the access probabilities are set so that the
average delay at all the selected servers is equal or at leaston
the same order. SPAND [8] and the application layer anycast
architecture of [6] implement variations of this approach.

Although server selection is key to content replication net-
works’ performance, existing evaluations of the above server
selection policies have mostly been obtained from parameter-
ized simulations (e.g., [9, 10]) due to the inherent complexity
of modeling such networks. However, in the absence of theo-
retical guidelines, it is unknown to what extent experimental
results obtained from a specific network configuration can be
applied to other settings. Such guidelines can provide essential
analytical understanding of the following important questions:
1) How do the above server selection policies compare to
each other in terms of system-level performance (e.g., average
delay)? 2) How do factors such as network size, server
capacities and network utilization affect their performance?
3) What are the theoretical performance limitations and bounds
of these policies?

In this paper, we develop an analytical benchmark to
address these questions. We first model the behavior of the
servers using anM/G/1-PS (Processor Sharing) queueing-
theoretic model [11], and deriveclosed-formsolutions for
a theoretical benchmark policy called OPT that minimizes
the average delay. We analytically compare EQDELAY and
EQ LOAD’s average delays against OPT, and asymptotically
extend the results (at high load) to more general arrival
processes and service disciplines, includingG/G/1-FCFS and
multi-classM/G/1-PS. Additionally, we simulate the policies
performance under various service discipline and workload
conditions, e.g., based on synthetic traces generated by the
ProWGen Web workload generator [12].

The main results of this paper are as follows: 1) The average
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delay of EQLOAD is always higher than or equal to that of
EQ DELAY. In a system consisting ofN servers, EQLOAD’s
average delay can be as much asN times that of EQDELAY.
However, the difference between the performance of these two
policies vanishes when the load increases. 2) Both EQDELAY
and EQLOAD perform sub-optimally compared to the bench-
mark policy, OPT. A key analytical result developed in this
paper is that, for anN -server system, the worst-case ratio
between the average delay of EQDELAY or EQ LOAD and
the minimal average delay achieved by the OPT policy is
exactlyN . Thus, the potential inefficiency of EQDELAY and
EQ LOAD increases with the number of servers and can be
very large. 3) The highest inefficiency of EQDELAY and
EQ LOAD occurs in heterogeneous systems. Thus, networks
whose nodes tend to have very different processing power and
connectivity may benefit from more efficient server selection
policies. 4) The above results appear to be quite insensitive to
inter-arrival and service time distributions, service disciplines
and multi-class network settings. They are validated by asymp-
totic analysis as well as simulations with correlated arrivals,
various service disciplines and multi-class networks.

Our results have an interesting game-theoretic interpretation.
In the context of selfish routing, EQDELAY is the equilibrium
outcome (i.e., the Wardrop equilibrium) of a large number of
selfish clients competing for server resources with the goalof
minimizing their own respective delays [13–16]. The worst-
case ratio between the average delays of the EQDELAY
policy and OPT is often referred to asthe price of anarchy
as a key indicator of system inefficiency induced by selfish
behavior. Most existing bounds of the price of anarchy are
based on bounded or constant delay functions, and indicate
modest performance degradation that istopology indepen-
dent[14, 17]. For unbounded delay functions that characterize
most computer networks, the price of anarchy is much more
difficult to determine [18]. In this paper, we show that the
price of anarchy withM/G/1-PS networks depends on the
topology in the sense that it is exactly the number of servers
(or links) N . Compared to known results [18], our result is
both tight (i.e., the lower and upper bounds match each other)
andgeneral(the result holds for any feasible load condition).

The remainder of the paper is organized as follows. In Sec-
tion II, we introduce our model and notations. In Section III,
we derive the benchmark server selection policy and obtain
a closed-form expression for the minimal average delay. We
also analyze the performance of EQDELAY and EQLOAD
policies. In Section IV, we analytically compare the three
policies, and derive matching upper and lower bounds of the
ratio of EQDELAY and EQLOAD’s average delays to that of
the benchmark policy. In Section V, we extend our analytical
results toG/G/1-FCFS and multi-classM/G/1-PS models.
We present our simulation results in Section VI, and conclude
the paper in Section VII.

II. M ODEL AND PROBLEM

A. Notation

We consider a network consisting of a number of clients,
M server selection nodes (SSNs) andN servers. Each server
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Fig. 1. System Model.

selection nodej forwards requests generated by its clients fol-
lowing a Poisson process with rateλj . Further, we assume that
the requests generated by different server selection nodesare
independent. Therefore, the aggregate request process is also
Poisson with rateλ =

∑M
j=1 λj . Each server selection nodej

assigns request to serveri with probability pi, independently
of other requests. Therefore, the arrival process to each server
i, i = 1, 2, . . . , N , is an independent Poisson process with rate
piλ. This scenario is illustrated in Fig. 1.

We assume that the service time distribution at each server
i is arbitrary with mean̄xi. The mean service rate of server
i is µi = 1/x̄i. In Sections III and IV, we assume that each
server implements aProcessor Sharing(PS) scheduling policy,
where all the requests share the server’s capacity equally and
continuously [19].

Under the above assumptions, each server behaves as an
M/G/1-PS queue. In such a network, the average delay of
a request forwarded to serveri is therefore given by the
following expression [19]

T i(pi) =
1

µi − piλ
. (1)

We note that the average delay depends on the service time
distribution only through its mean.

Let p = (p1, p2, . . . , pN )′ denote the server access proba-
bility vector. Then, for a given vectorp, the average delay of
a request in the system is

T (p) =
N
∑

i=1

piT i(pi) =
N
∑

i=1

pi

µi − piλ
. (2)

Any feasible vectorp must satisfy several conditions. First,
to be a legitimate probability vector, the coordinates ofp must
be non-negative and sum to one, that ispi ≥ 0 for all i and
∑N

i=1 pi = 1. In addition, the coordinates ofp must satisfy the
individual stability conditions, i.e., pi < µi/λ, to guarantee
that the arrival rate of requests is smaller than the service
rate at each serveri. We denote byP the set of vectorsp
that satisfy all the above constraints. It is straightforward to
show that the setP is non-empty if and only if theaggregate
stability conditionλ <

∑N
i=1 µi is satisfied.

B. Model Justification

The Poisson arrival assumption is theoretically justified by
the fact that it represents the aggregation of requests madeby
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a large population of clients [20]. Measurements of requestar-
rivals to Web servers have been shown to match well a Poisson
process, at least over small to moderate timescales [11].

Processor Sharing is an idealization of the round-robin pol-
icy implemented by most existing Web servers, whereby each
request is given an equal share of the service capacity [21].
Indeed, one can derive Processor Sharing from round-robin by
decreasing the quantum of time allocated to each request at
each round to an infinitesimal value [11, 19].

Perhaps the most notable assumption we make is that the
end-to-end delay that a request experiences is dominated by
server delays. This assumption is made to maintain the model’s
analytical tractability, but it also offers a reasonable abstraction
for many practical scenarios in content replication networks.
For example, recent studies have shown that, with backbone
over-provisioning, end-to-end bottlenecks increasinglyoccur
in servers rather than in the backbone [10, 22–25].

It is important to point out that several of the above assump-
tions are going to be relaxed in Sections V, where we will
consider the case of general inter-arrival time distributions,
another service discipline, namely, First-Come First-Serve, and
multi-class settings that capture the fact that different SSNs
may favor different servers. We will show that, in certain
asymptotic load regimes, the results derived for theM/G/1-
PS apply to these extended models as well.

III. A NALYZING THE BENCHMARK, EQ DELAY AND

EQ LOAD POLICIES

In this section, we derive closed-form expressions for the
average delay and probability vector for the benchmark policy,
as well as those for EQDELAY and EQLOAD, under the
M/G/1-PS model.

A. Derivation of The Benchmark Policy

Our benchmark policy, denoted as OPT, achieves the mini-
mal average delay in the network introduced in Section II. The
problem of deriving OPT can be formally stated as follows:

Problem 1 (OPT):Find the optimal server access probabil-
ity vector

p∗ = arg min
p∈P

T (p),

whereT (p) is as defined in Eq. (2).
Problem 1 is an optimization problem, and has already been

the subject of studies in the literature under the general context
of load sharing in queueing networks [26–28] as well as flow
assignment [29]. Our contribution here is to provideclosed-
form expressions for the optimal server access probabilities for
the specific case ofM/G/1-PS servers. These expressions will
be used to prove our main results in Sections IV and V that
compare between the performance of EQDELAY, EQ LOAD
and OPT.

As a first step to obtain the server access probabilities for
Problem 1, we note that there exists a unique solution since
T (p) is strictly convex overP . Next, in order to solve the
constrained optimization problem, we make use of Lagrange

multiplier techniques [30]. We start by defining the Lagrangian
function

L(p, l,m) = T (p) + l(

N
∑

i=1

pi − 1) −
N
∑

i=1

mipi

=

N
∑

i=1

pi

µi − piλ
+ l(

N
∑

i=1

pi − 1) −

N
∑

i=1

mipi, (3)

where l and m = (m1, m2, · · · , mN ) are the so-called
Lagrange multipliers. The Lagrange multiplierl enforces the
equality constraint

∑N
i=1 pi = 1, while the multipliersmi

enforce the inequality constraintspi ≥ 0. In the sequel, we
denote byI(p) the set ofinactive servers to which requests
are never forwarded, that is,I(p) = {i | pi = 0}.

SinceT (p) is strictly convex and the set of constraints is
convex as well, the well-known Karush-Kuhn-Tucker (KKT)
conditions are both necessary and sufficient for the existence
of a global minimump∗, assuming that the individual stability
conditions are satisfied [30].

Without loss of generality, we assume that the service rate
vectorµ = (µ1, µ2, . . . , µN )′ is descending, i.e.,µ1 ≥ µ2 ≥
. . . ≥ µN . We now observe that in OPT, a faster server should
always serve a larger fraction of requests than a slower server.
Therefore, the access probabilities must satisfy the following
orderingp∗1 ≥ p∗2 ≥ · · · ≥ p∗N . As a result, the set of inactive
serversI(p∗) must be one of the following:∅, {N}, {N −
1, N}, . . . , {2, 3, . . . , N}.

Let us denote the slowest active server in OPT asN∗,
that is, I(p∗) = {N∗ + 1, N∗ + 2, . . . , N}. The following
theorem establishes the value ofN∗ and provides a closed-
form expression for the optimal solutionp∗. This theorem is
proven by showing that the optimal solution satisfies all the
KKT conditions as well as the individual stability conditions.
Due to space limitation, the complete proof is omitted here
but can be found in [31].

Theorem 1: The optimal solutionp∗ to Problem 1 can be
obtained as follows. Define

αi =
µi

λ
−

(

∑i
j=1 µj − λ

)√
µi

λ
∑i

j=1

√
µj

, 0 ≤ i ≤ N. (4)

Then,

1) N∗ is the maximum indexi for which αi > 0,
2) I(p∗) = {N∗ + 1, N∗ + 2, . . . , N},

3) p∗i = µi

λ
−

[

∑

N∗

j=1
µj−λ

]

√
µi

λ
∑

N∗

j=1

√
µj

, ∀i 6∈ I(p∗),

4) p∗i = 0, ∀i ∈ I(p∗).
We can now determine the average delay achieved by the

optimal policy, by substituting the derived expression ofp∗

into Eq. (2):

T (p∗) =

N∗

∑

i=1

p∗i
µi − p∗i λ

=

(

∑N∗

i=1

√
µi

)2

λ
(

∑N∗

i=1 µi − λ
) − N∗

λ
. (5)
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B. Performance Analysis of the EQDELAY Policy

The goal of the EQDELAY policy is to set the probability
access vector such that the average delay at all active servers
is the same and minimal. To formalize the problem, define the
set

S = {p | T i(pi) = T j(pj), ∀i, j 6∈ I(p)}. (6)

We can then formulate the optimization problem for the
EQ DELAY policy as follows:

Problem 2 (EQDELAY): Find the server access probability
vector

p̂ = arg min
p∈(P∩S)

(

T (p)
)

.

As with Problem 1, it is fairly easy to verify that the
set of inactive serversI(p̂) must be one of the following:
∅, {N}, {N − 1, N}, . . . , {2, 3, . . . , N}. Denote the slowest
active server in the minimal solution of Problem 2 asN̂ . The
following theorem, which is the analog of Theorem 1, provides
expressions forN̂ and p̂:

Theorem 2: The solutionp̂ to Problem 2 can be obtained
as follows. Define

βi =
λ + iµi −

∑i
j=1 µj

iλ
, 0 ≤ i ≤ N. (7)

Then,

1) N̂ is the maximum indexi for which βi > 0,
2) I(p̂) = {N̂ + 1, N̂ + 2, . . . , N},

3) p̂i =
λ+N̂µi−

∑

N̂

j=1
µj

N̂λ
, ∀i 6∈ I(p̂),

4) p̂i = 0, ∀i ∈ I(p̂).
The average delay of requests for the EQDELAY policy is

obtained by inserting the derived expression ofp̂ into Eq. (2):

T (p̂) =

N̂
∑

i=1

p̂i

µi − p̂iλ
=

N̂
∑N̂

i=1 µi − λ
. (8)

C. Performance Analysis of the EQLOAD Policy

The EQLOAD policy aims at achieving the same utilization
at each of the servers in the system. The problem can be
formally stated as follows:

Problem 3 (EQLOAD): Find a server access probability
vector p̃ ∈ P such that

p̃i

µi

=
p̃j

µj

, ∀i, j = 1, 2, . . . , N.

The solution to this problem is straightforward and is given
by

p̃i =
µi

∑N
j=1 µj

, ∀i = 1, 2, . . . , N. (9)

The average delay for EQLOAD satisfies the following ex-
pression

T (p̃) =
N

∑N
i=1 µi − λ

. (10)

IV. B ENCHMARKING THE EQ DELAY AND EQ LOAD
POLICIES

In this section, we compare the performance of the
EQ DELAY, EQ LOAD and OPT policies. We first show
that the average delay of EQLOAD is always larger than or
equal to that of EQDELAY. At low load, the ratio between
the average delays of the two policies can be as high as
N , for an N -server system. At high load, however, when
all servers are active, EQDELAY and EQLOAD have the
same average delay. More importantly, we show that, in the
worst case, the average delay of EQDELAY is exactly N
times larger than the average delay of the OPT benchmark.
We show constructively how this worst-case ratio can be
achieved in a highly loaded, heterogenous system. From a
game-theoretic standpoint, this result indicates that, inthe
context of selfish routing, the price of anarchy is topology-
dependent and can potentially be very large for unbounded
delay networks. Finally, we show that, in the worst case, the
average delay of EQLOAD is also exactlyN times larger
than the average delay of the OPT benchmark.

A. Comparing the Average Delay and the Number of Active
Servers

We first establish some basic comparative relations among
EQ DELAY, EQ LOAD, and the OPT benchmark. We find
that OPT always has the lowest average delay while
EQ LOAD always has the highest. In fact, EQLOAD’s aver-
age delay is the same as EQDELAY at high load but can be
N times as high as the latter at low load. We also find that
EQ DELAY utilizes the same number or fewer active servers
than OPT.

Theorem 3: 1) For any given service rate vectorµ =
(µ1, µ2, . . . , µN )′ and aggregate arrival rateλ, the aver-
age delays of OPT, EQDELAY and EQLOAD satisfy
the following relation:

T (p∗) ≤ T (p̂) ≤ T (p̃).

2) If N̂ = N , then EQDELAY and EQLOAD have the
same average delay:

T (p̂) = T (p̃).

This situation happens when the load is high enough, so
that EQDELAY uses all the servers.

3) EQ LOAD’s average delay can beN times higher than
that of EQDELAY:

sup
µ,λ

T (p̃)

T (p̂)
= N. (11)

This situation may be realized with arbitrarily small
error at low load, i.e., whenλ → 0.

Proof: We prove the above statements in order.

1) From the definition of the OPT policy, we already know
that T (p∗) ≤ T (p̂).
Next, we prove thatT (p̂) ≤ T (p̃). If N̂ = N , then from
Eqs. (8) and (10), it is clear thatT (p̂) = T (p̃). Now,
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suppose that̂N < N . Sinceβi ≤ 0 for all i ≥ N̂ + 1,
we deduce from Eq. (7) that

N̂µi ≤
N̂
∑

i=1

µi − λ, ∀i ≥ N̂ + 1. (12)

By summing both sides of Eq. (12) over all indicesi
from N̂ + 1 to N , we obtain

N̂

N
∑

i=N̂+1

µi ≤
(

N − N̂
)





N̂
∑

i=1

µi − λ



 . (13)

Adding
(

N̂
∑N̂

i=1 µi − N̂λ
)

to both sides of Eq. (13),
we have

N̂

(

N
∑

i=1

µi − λ

)

≤ N





N̂
∑

i=1

µi − λ





or
N̂

(

∑N̂
i=1 µi − λ

) ≤ N
(

∑N
i=1 µi − λ

) .

So we have proved thatT (p̂) ≤ T (p̃).
2) This is a direct result of Eqs. (8) and (10).
3) We only consider the non-trivial case ofλ > 0. We can

first upper boundT (p̃)

T (p̂)
as follows, noting thatN̂ ≥ 1:

T (p̃)

T (p̂)
=

N

N̂

∑N̂
i=1 µi − λ

∑N
i=1 µi − λ

< N. (14)

On the other hand, this bound is realized with arbitrarily
small error at low load (i.e., the aggregate arrival rate
λ is close to 0), by constructing a service rate vectorµ

such thatµ1 � ∑N
i=2 µi. In this case, the number of

active serversN̂ = 1 for EQ DELAY, and Eq. (14) is
infinitesimally close toN . Thus, Eq. (11) holds.

Note that it is possible that when a new server is added to
the network, EQLOAD’s average delay increases (see [31]
for an example).

Next, we compare the number of active servers in
EQ DELAY and OPT. This result will be used later in this
section.

Lemma 1:For any service rate vectorµ, loadλ and number
of serversN , EQ DELAY has the same or smaller number of
active servers than OPT:

N̂ ≤ N∗ ≤ N.
Proof: It suffices to show thatβN∗+1 ≤ 0 for all N∗ <

N :

λ(N∗ + 1)βN∗+1

= λ −
N∗+1
∑

j=1

µj + (N∗ + 1)µN∗+1

≤ λ −
N∗+1
∑

j=1

µj +
√

µN∗+1

N∗+1
∑

j=1

√
µj

= (αN∗+1)λ





N∗+1
∑

j=1

√
µj



 /
√

µN∗+1. (15)

SinceαN∗+1 ≤ 0, the proof of the lemma follows.

B. Bounding the Inefficiency of EQDELAY

We next show that, the worst-case ratio of EQDELAY’s
average delay to that of OPT is exactlyN . This is achieved
by developing matching lower- and upper-bounds of the delay
ratio.We relate these results with the price of anarchy in selfish
routing.

To improve readability, we first present this section’s con-
clusion in the following theorem:

Theorem 4:The worst-case ratio between EQDELAY’s
average delay and that of OPT is exactlyN :

sup
µ,λ

T (p̂)

T (p∗)
= N. (16)

Proof: This theorem is the direct result of Lemma 2
(which lower-bounds the ratio) and Lemma 3 (which upper-
bounds the ratio), and noting thatN∗ ≤ N from Lemma 1.

Remark 1:Before moving to the derivation of Lemmas 2
and 3, we note that the above result has an important
game-theoretic interpretation. In the field of selfish routing,
EQ DELAY is of particular interest because it is the equi-
librium outcome of selfish and uncoordinated agents trying
to optimize their own performance. On the other hand, OPT
represents the social optimum under centralized control. The
left hand side of Eq. (16), referred to asthe price of anarchy,
represents the worst-case loss of efficiency when the central-
ized, system-level control is replaced by decentralized control
designed for individual optimization [15, 16]. For bounded
delay functions, the price of anarchy is often modest and
independent of the network topology [14, 17]. Theorem 4
shows that, in networks with unbounded delay functions such
asM/G/1-PS, the price of anarchy istopology dependentin
the sense that it is exactly the number of the serversN , and this
result holds for any service rate and load condition. It implies
that the price of anarchy increases with the number of servers
and can be potentially very large. Note that forM/G/1-PS (or
M/M/1) type delay functions, Roughgarden derived an upper
bound of the price of anarchy [14]. This bound is useful only
when the aggregate traffic load is smaller than the capacity of
the slowest server, otherwise it becomes infinite.

Now, as a first step of proving Theorem 4, we derive a lower
bound of the delay ratio between EQDELAY and OPT.

Lemma 2:For any givenN , we have

sup
µ,λ

T (p̂)

T (p∗)
≥ N. (17)

Proof: For anyN , we derive an example with a particular
configuration of arrival rate and service rates parameters such
that the ratio of the average delays tends toN . Assume the sum
of service rates of all the servers is 1. Furthermore, assume
µ1 is close to 1 andµ1 � µ2 = µ3 = · · · = µN . Thus, we
have

µi =
1 − µ1

N − 1
, 1 < i ≤ N. (18)
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In addition, assume
∑N−1

i=1 µi < λ < 1. ThenN∗ = N̂ = N
andT (p̃) = T (p̂). The ratio of Eq. (8) to Eq. (5) yields

T (p̂)

T (p∗)
=

Nλ
(

∑N
i=1

√
µi

)2

− N
(

∑N
i=1 µi − λ

)

≥ Nλ
(

∑N
i=1

√
µi

)2

=
Nλ

(√
µ1 +

√

(N − 1)(1 − µ1)
)2 . (19)

Note that for any givenN , the expression(N − 1)(1 − µ1)
appearing in the denominator of Eq. (19) becomes arbitrarily
small asµ1 → 1. Sinceµ1 < λ < 1, we also have thatλ → 1
as µ1 → 1. Therefore, Eq. (19) becomes arbitrarily close to
N asµ1 → 1 and the theorem is proven.

The major difficulty in proving Theorem 4 is to develop a
tight upper bound. In Lemma 3, we provide an upper bound
that matches the lower bound of Lemma 2, based on the
construction of two auxiliary systems.

Lemma 3:For a given system loadλ and associated number
of active servers in OPT,N∗, the following inequality holds:

T (p̂)

T (p∗)
< N∗. (20)

Proof: . From Lemma 1, we knowN∗ ≥ N̂ for any
given λ. We prove the theorem in two steps. In the first step,
we show that Eq. (20) holds whenN∗ = N̂ . In the second
step, we construct two auxiliary systems to show that Eq. (20)
holds whenN∗ > N̂ .

Step 1: The case ofN∗ = N̂ . We observe that in order for
serverN̂ to be active, we must haveβ

N̂
> 0 or

λ + N̂µ
N̂
−

N̂
∑

i=1

µi > 0. (21)

We now define thethreshold service rateµT as

µT =

(

∑N̂
i=1 µi − λ

)

N̂
. (22)

From Eq. (21), we can show thatµ
N̂

> µT .
Becauseµ1 ≥ µ2 ≥ · · · ≥ µ

N̂
, we have

√
µiµj > µT , ∀ 1 ≤ i, j ≤ N̂ . (23)

By summing both sides of Eq. (23) over all indicesi between
1 andN̂ , we have

N̂(N̂ − 1)µT <

N̂
∑

i=1

N̂
∑

j=1

j 6=i

√
µiµj . (24)

We combine Eqs. (22) and (24) and obtain

N̂2µT + λ <





N̂
∑

i=1

√
µi





2

. (25)

Note that the derivation of Eq. (25) only assumes there are
N̂ active servers in EQDELAY and does not require that
N∗ = N̂ . Hence it can be used in Step 2 of the proof as well.

Now we prove Eq. (20) whenN∗ = N̂ , which is equivalent
to

N̂λ
(

∑N̂
i=1

√
µi

)2

− N̂
(

∑N̂
i=1 µi − λ

)

< N̂. (26)

Taking into account thatµT =

(

∑

N̂

i=1
µi−λ

)

N̂
, we find that

Eq. (26) is equivalent to Eq. (25).
Step 2: The case ofN∗ > N̂ . Our original system hasN

servers with service rates(µ1, µ2, . . . , µN )′. We first remove
all inactive servers in OPT from the original system. The
resulting system, denoted as theu system, has a service rate
vector

u = (u1, u2, . . . , uN∗)′ = (µ1, µ2, . . . , µN̂
, . . . , µN∗)′.

Clearly, theu system’s average delay under the OPT policy,
T (p∗

u) , is the same as that of the original system,T (p∗).
Furthermore, according to Lemma 1, all removed servers are
inactive in EQDELAY too, so we have the same relation for
EQ DELAY: T (p̂u) = T (p̂). Consequently, the ratioT (p̂)

T (p∗)
of

the original system is the same asT (p̂u)

T (p∗
u
)

of the u system.
The key of upper-bounding the delay ratio is constructing

another auxiliary system, called thev system, which also has
N∗ servers. In thev system, the fastest̂N servers have the
same rates as those in theu system, but the remainingN∗−N̂
servers are assigned the threshold service rate,µT . The service
rate vector of thev system is thus

v = (v1, v2, . . . , vN∗)′ = (µ1, µ2, . . . , µN̂
, µT , µT , . . . , µT )′.

BecauseµT < µ
N̂

, v is also descending. More importantly,
theu andv systems have the same EQDELAY average delay,
i.e.,T (p̂u) = T (p̂v). This is because in thev system, at load
λ, all servers with the threshold service rateµT are inactive
as shown in Theorem 2. Since the two systems have the same
service rates for the activêN servers, they must have the same
average delay when the EQDELAY policy is used.

Before we evaluateT (p∗
v), we need to show that all servers

in thev system are active under OPT. This is achieved by first
observing from the derivation ofN∗ in Theorem 1, that in the
u system,

√
uN∗

N∗

∑

j=1

√
uj >

N∗

∑

j=1

uj − λ.

BecauseuN∗−1 ≥ uN∗ , we have

√
uN∗−1

N∗−1
∑

j=1

√
uj >

N∗−1
∑

j=1

uj − λ.

Repeating this procedure, we obtain

√
ui

i
∑

j=1

√
uj >

i
∑

j=1

uj − λ, i = 1, 2, . . . , N∗.

In particular,

√

u
N̂+1

N̂+1
∑

j=1

√
uj >

N̂+1
∑

j=1

uj − λ
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or

√

u
N̂+1

N̂
∑

j=1

√
uj >

N̂
∑

j=1

uj − λ.

Becausev
N̂+1 = µT ≥ u

N̂+1, we have

√

v
N̂+1

N̂
∑

j=1

√
uj >

N̂
∑

j=1

uj − λ

or

√

v
N̂+1

N̂+1
∑

j=1

√
vj >

N̂+1
∑

j=1

vj − λ. (27)

According to Eq. (4) in Theorem 1, Eq. (27) guarantees that
serverN̂ +1 is active under OPT in thev system. Because all
servers with indices larger than̂N in the v system have the
same service rate, they must have the same access probability.
Thus all servers in thev system must be active under OPT.

On the other hand, thev system achieves the smallest OPT
delay among allN∗-server systems whose fastestN̂ servers
have the ratesµ1, . . . , µN̂

and who haveN̂ active servers
under EQDELAY under loadλ. To see this, we observe that in
all systems meeting the above requirements, we haveri ≤ µT

for N̂ < i ≤ N∗, whereri is the service rate of thei-th server
in any system under consideration; otherwise the system would
have more thanN̂ active servers under EQDELAY. Each
server in thev system has the largest possible service rate
among all systems meeting the above two requirements. As a
result, it achieves the same or smaller average delay under OPT
than any other system meeting the above two requirements. So
we haveT (p∗

v) ≤ T (p∗
u).

Combining the above analysis in both EQDELAY and OPT,
we see that

T (p̂)

T (p∗)
=

T (p̂u)

T (p∗
u)

≤ T (p̂v)

T (p∗
v)

. (28)

Now we upper bound T (p̂)

T (p∗)
by evaluatingT (p̂v) and

T (p∗
v). By definition and the structure ofv, we know that

N̂µT =

N̂
∑

i=1

µi − λ =

N̂
∑

i=1

vi − λ

and

N∗µT =

N∗

∑

i=1

vi − λ.

Hence, thev system’s average delay under EQDELAY is

T (p̂v) = T (p̂) =
N̂

∑N̂
i=1 vi − λ

=
1

µT

. (29)

For T (p∗
v), we have

T (p∗
v) =

(

∑N∗

i=1

√
vi

)2

λ
(

∑N∗

i=1 vi − λ
) − N∗

λ

=

[

∑N̂
i=1

√
µi + (N∗ − N̂)

√
µT

]2

− (N∗)
2
µT

λN∗µT

.

Combining the expressions forT (p̂v) and T (p∗
v) and

incorporating Eq. (25), we have

T (p̂v)

T (p∗
v)

<
λN∗

λ + 2
(

N∗ − N̂
)√

µT

(

∑N̂
i=1

√
µi − N̂

√
µT

)

< N∗.

From Eq. (28), we have

T (p̂)

T (p∗)
< N∗,

which completes the proof of the second step.

C. Bounding the Inefficiency of EQLOAD

In this section, we prove that the maximum ratio between
EQ LOAD’s and OPT’s average delays is exactlyN . Thus,
somewhat surprisingly, this worst-case ratio for EQLOAD is
the same as that for EQDELAY.

Theorem 5:The worst case delay ratio between EQLOAD
and OPT is exactlyN :

sup
µ,λ

T (p̃)

T (p∗)
= N. (30)

Proof: From Theorem 3, we know thatT (p̃) ≥ T (p̂).
Thus, according to Lemma 2, we must have

sup
µ,λ

T (p̃)

T (p∗)
≥ N.

To complete the proof, we only need to show that

T (p̃)

T (p∗)
< N. (31)

First, from Eq. (10), we note that

T (p̃) ≤ N
∑N∗

i=1 µi − λ
.

Taking OPT’s average delay expression, Eq. (5), into account,
we can prove Eq. (31) by showing that the following expres-
sion holds

N
∑

N∗

i=1
µi−λ

(
∑

N∗

i=1

√
µi

)

2

λ
(
∑

N∗

i=1
µi−λ

) − N∗

λ

< N,

which can be simplified to
(

N∗

∑

i=1

√
µi

)2

− N∗

(

N∗

∑

i=1

µi − λ

)

− λ > 0. (32)

Now, we consider EQDELAY under the same parameters
µ andλ. If N̂ = N∗, then Eq. (32) is the same as Eq. (25),
so Eq. (31) is proved.

Next, we note that Eq. (25) also holds when̂N < N∗. To
prove this, consider a hypotheticalw system where all the
serversN̂ + 1, N̂ + 2, . . . , N are removed. In thew system,
OPT and EQDELAY have the same number of active servers,
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N̂ , and Eq. (25) must be satisfied. Because Eq. (25) only
provides a relation between the parameters

(

µ1, µ2, . . . , µN̂

)′

and λ, it must hold as well for the original system withN
servers.

We are now ready to use induction on the variableN ′

to prove that the following inequality holds for our original
system:




N ′

∑

i=1

√
µi





2

− N ′





N ′

∑

i=1

µi − λ



− λ > 0, N̂ ≤ N ′ ≤ N∗.

(33)
First, we already know that Eq. (33) holds whenN ′ = N̂ ,
which proves the induction basis. Now suppose Eq. (33) holds
for someN ′, whereN̂ ≤ N ′ < N∗. We want to show




N ′+1
∑

i=1

√
µi





2

− (N ′ + 1)





N ′+1
∑

i=1

µi − λ



− λ > 0, (34)

which is in fact the case since




N ′+1
∑

i=1

√
µi





2

− (N ′ + 1)





N ′+1
∑

i=1

µi − λ



− λ

=





N ′

∑

i=1

√
µi





2

+ 2
√

µN ′+1

N ′

∑

i=1

√
µi + µN ′+1

−N ′





N ′

∑

i=1

µi − λ



− N ′µN ′+1

−





N ′+1
∑

i=1

µi − λ



− λ

> 2
√

µN ′+1

N ′

∑

i=1

√
µi − N ′µN ′+1 −





N ′

∑

i=1

µi − λ



(35)

>





N ′

∑

i=1

µi − λ



− N ′µN ′+1 (36)

≥ 0. (37)

Note that Eq. (35) holds because of the induction hypothesis.
Eq. (36) holds since

√
µN ′+1 >

(

∑N ′

i=1 µi − λ
)

∑N ′

i=1

√
µi

, for all N ′ < N∗

according to Theorem 1. Eq. (37) holds since

µN ′+1 ≤

(

∑N ′

i=1 µi − λ
)

N ′ for all N ′ ≥ N̂

according to Theorem 2. Thus, Eq. (32), being a special case
of Eq. (33), is proven and the proof is complete.

Remark 2:Theorems 4 and 5 reveal that EQLOAD and
EQ DELAY have the same worst-case ratio against OPT in
terms of average delay. However, it is worth noting that
EQ DELAY can achieve this ratio only at high load while
EQ LOAD can achieve it at both low and high loads. Indeed,

according to Lemma 3, the ratio between EQDELAY’s and
OPT’s average delays is always smaller thanN∗. Thus, it
can become large only at high load. On the other hand,
at low load, the ratio between EQLOAD’s and OPT’s (or
EQ DELAY’s) average delays can be as large asN , as
indicated by Theorem 3.

V. EXTENSIONS FORM/G/1-FCFS,G/G/1-FCFSAND

MULTI -CLASS M/G/1-PS MODELS

In this section, we consider scenarios more general than
the one studied so far. We will study theM/G/1-FCFS
andG/G/1-FCFS models as well as multi-classM/G/1-PS
networks where each SSN-server pair has its own service time.

A. TheM/G/1-FCFS Model

We consider the same model as the one introduced in
Section II, except that the scheduling policy at each serveri is
First-Come First-Serve instead of Processor Sharing. Follow-
ing the notations of [32], we denoteσ2

i as the variance of the
service time at serveri, CS(i) = σi/x̄i as the coefficient of
variation of the service time, where we remind thatx̄i = 1/µi

is the mean service time at serveri. In addition, we denote by
di the network delay to each serveri. We assume thatdi is a
random variable with mean̄di.

Using the above notation, we can express the average
waiting time of a request at serveri using the well-known
Pollaczek-Khinchin (PK) formula [32]

W i(pi) =
Kipiλ

µi (µi − piλ)
, (38)

whereKi ≡ 1+C2

S(i)
2 .

The total average delay of a request forwarded to server
i consists of the sum of the waiting time, service time, and
network delay. Thus,

T i(pi) = W i(pi) +
1

µi

+ d̄i

=
Kipiλ

µi (µi − piλ)
+

1

µi

+ d̄i

=
Ki

µi − piλ
+

1 − Ki

µi

+ d̄i. (39)

Our optimization problem can then be formalized as follows:
Problem 4: Find the optimal server access probability vec-

tor
p∗ = arg min

p∈P
T (p), (40)

whereT (p) =
∑N

i=1 piT i(pi) andT i(pi) is given by Eq. (39).
It is generally infeasible to obtain a closed-form solution

to Problem 4 and numerical approaches must be used to
derive the optimal solution [26, 30, 33]. However, by analyzing
the system behavior at high load, we can derive closed-form
expressions for the optimal access probabilities in this regime.
Our simulations in Section VI show that the asymptotically
optimal server selection policy actually provides a solution
close to the minimum average delay for a wide range of server
utilizations.
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B. High Load Analysis

In this section, we study Problem 4 under high load. High
load is defined as the regime where for any feasible probability
vectorp ∈ P , each coordinate satisfiespiλ

µi
→ 1, for all i =

1, 2, . . . , N . Under this regime, the second and third terms in
Eq. (39) become negligible compared to the first term and the
total average delay becomes

T (p) ∼=
N
∑

i=1

Kipi

µi − piλ
. (41)

Minimizing Eq. (41) is similar to obtaining the minimum
average delay in Section III. We can compute the optimal
server access probabilityp∗i and the corresponding average
delayT (p∗) as the following:

p∗i =
µi

λ
−

(

∑N
j=1 µj − λ

)√
Kiµi

λ
∑N

j=1

√

Kjµj

, 0 ≤ i ≤ N ; (42)

T (p∗) =

(

∑N
i=1

√
Kiµi

)2

λ
(

∑N
i=1 µi − λ

) −
∑N

i=1 Ki

λ
. (43)

The access probabilities and average delays for the
EQ DELAY and EQLOAD policies can be derived in a
similar manner.

The following lemma generalizes Lemma 2 and provides a
lower bound on the worst-case ratio between EQDELAY’s (or
EQ LOAD’s) and OPT’s average delays for theM/G/1-FCFS
case:

Lemma 4:For any givenN servers, there exist parame-
ters λ and µi, i = 1, 2, . . . , N , such thatT (p̃)/T (p∗) =

T (p̂)/T (p∗) →
∑

N

i=1
Ki

K1

.
The proof is similar to that of Lemma 2. BecauseK1 is finite

(assuming the second moment exists) andKi ≥ 1
2 for any

M/G/1 queue,
∑

N

i=1
Ki

K1

becomes arbitrarily large asN → ∞.

C. TheG/G/1-FCFS Model

Consider the same model as in Section V-A, but assume
now that the inter-arrival time between requests at each server
follows a generali.i.d. distribution. Under such assumptions,
each server can be modeled as aG/G/1-FCFS queue [32].
Unfortunately, there exists no simple, general expressionfor
the mean waiting time in aG/G/1-FCFS and, therefore,
even a numerical derivation of the optimal access probabilities
becomes difficult.

However, in the high load regime, whenpiλ
µi

→ 1, for all i =

1, 2, . . . , N , a simple, asymptotically exact expression forW i

can be provided. Specifically, define the coefficient of variation
of the inter-arrival time at serveri asCA(i), then [34]

W i(pi) ∼=
C2

A(i) + C2
S(i)

2 (µi − piλ)
. (44)

As discussed earlier, at high load, the service time and
network delay are negligible compared to the waiting time in

Fig. 2. A multi-class network with 2 SSNs and 2 servers

the server. Using the notationKi =
C2

A(i)+C2

S(i)
2 , we therefore

have

T (p) ∼=
N
∑

i=1

Kipi

µi − piλ
, (45)

which is the same as Eq. (41). Therefore, all the results derived
in Section V-B can directly be applied toG/G/1-FCFS server
selection as well.

D. The Multi-ClassM/G/1-PS Model

In this section, we extend our results to a multi-class
M/G/1-PS model where each class is associated with a dif-
ferent SSN. Under this model, requests coming from different
SSNs may have different average service times when accessing
a given serverj. Hence, the access probabilities may also differ
for different SSNs. This model qualitatively captures the fact
that requests originating from a SSN geographically close to
a certain server experience smaller average delay than those
originating from a remote SSN.

The model is defined by an arrival rate vectorλ, a service
time matrix t, and a server access probability matrixP. As
in Section II, we denote SSNi’s request arrival rate asλi.
The arrival rate vector in this multi-class network is defined
as λ = (λ1, λ2, . . . , λM )

′. Suppose the service time for a
request forwarded by SSNi to serverj is tij . We denotet
as the service time matrix, withtij at its i-th row andj-th
column. The probability that SSNi selects serverj is denoted
by pij . Similar to the definition oft, we defineP as the server
access probability matrix. Obviously, we have

∑N
j=1 pij = 1,

1 ≤ i ≤ M .
We use the notation ofM × N to represent a multi-class

network with M SSNs andN servers. Fig. 2 illustrates the
simplest network in this model, a2 × 2 multi-class network,
with the corresponding average service times and access
probabilities.

The utilization of serverj is computed by summing all
SSNs’ request rate on serverj, weighted by individual service
times:

ρj =
M
∑

k=1

pkjλktkj . (46)

Then, SSNi’s average delay at serverj is [35, 36]

T ij(P) =
tij

1 − ρj

. (47)
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The average delay of anM ×N networkT (P) is given by
the following expression:

T (P) =
1

∑M
i=1 λi





M
∑

i=1

N
∑

j=1

pijλiT ij(P)





=
1

∑M
i=1 λi





N
∑

j=1

1

1 − ρj

− N



 (48)

Deriving an analytical solution for the server access prob-
ability matrix P in multi-class networks is far more difficult
than computing the server access probability vectorp as done
in Section III, because the numbers of variables and boundary
conditions increase significantly. For example, even in simple
2 × 2 networks, there exist nine possible configurations de-
pending on whether specific network links connecting SSNs
and servers are active or not [31]. To overcome this difficulty,
we focus on the three policies’ asymptotic performance at low
load and high load, because as indicated in Section IV, these
are the situations where EQDELAY and EQLOAD exhibit
their largest inefficiencies in single-class networks.

For low load conditions, the following theorem demon-
strates that the ratio of the average delays of EQLOAD to
OPT in multi-class networks is always smaller thanN . This
result is consistent with single-class networks (i.e., multi-class
does not perform worse). The proof of this theorem can be
found in [31].

Theorem 6:Consider a generalM × N M/G/1-PS net-
works, whereλi → 0, 1 ≤ i ≤ M . Then,

T (P̃)

T (P∗)
< N. (49)

Next, consider the case of high load conditions in2 × 2
multi-class networks. We first letR1 represent the service rate
available to SSN 1 when SSN 2’s arrival rateλ2 is fixed at a
constanta2. Formally,R1 is defined as follows:

R1 = sup
ρ1<1

ρ2<1

λ2=a2

λ1, (50)

where0 ≤ a2 < 1
t21

+ 1
t22

. Recall thatρi (i = 1, 2) is serveri’s
utilization as defined in Eq. (46).

We refer to all the cases whereλ1 approachesR1 as high
load with respect to SSN 1. The following theorem states that
at high load with respect to SSN 1 (or SSN 2), the ratio of
average delays of EQDELAY or EQ LOAD to OPT does not
exceed 2, as in the single-class case.

Theorem 7:In 2 × 2 M/G/1-PS networks, at high load
with respect to SSNi, wherei = 1 or 2, we have:

T (P̂)

T (P∗)
< 2, and

T (P̃)

T (P∗)
< 2. (51)

The above high load results (i.e., the ratio of the average
delays does not exceed the number of servers in the network)
can be extended to generalM × N networks, under more
specific conditions [31].

These results suggest that the largest ratio of the average
delays of EQDELAY (or EQ LOAD) to OPT in multi-class

networks is the same as in single class ones. This conjecture
is numerically verified in Section VI-E.

VI. SIMULATIONS

In this section, we perform extensive simulations to ex-
perimentally compare EQDELAY and EQLOAD versus the
benchmark OPT policy. We first consider the case where the
workload conforms to theM/G/1-PS model. We assume that
the file size (and hence the service time) follows a heavy-tailed
Pareto distribution with cumulative distribution function

F (x) = 1 − 1

(1 + ax)b
x ≥ 0, (52)

where b is the Pareto tail index. This choice is justified by
the large number of experimental studies showing that Web
file size distributions follow a Pareto distribution [37, 38].
Using this workload model, we compare the three policies’
average delay and standard deviation of the delay (which
relates to fairness). Next, we evaluate the performance of
the three policies using synthetic traces generated by a Web
workload generator, called ProWGen [12]. These traces exhibit
temporal locality in file popularity and, therefore, differfrom
theM/G/1-PS model. Our simulations show that EQLOAD
and EQDELAY are substantially suboptimal in both cases.

In addition, we simulate server selection for the case where
servers are modeled byM/G/1-FCFS queues. We compare
the average delay achieved by the (asymptotically optimal)
OPT policy to the minimum average delay obtained through
a numerical optimization procedure. The simulation results
indicate that our analysis approximates the minimum average
delay closely for a wide range of server utilizations.

Finally, we provide numerical results of a representative
multi-class network setting, where each server has different
service times for different SSNs. Our experiments indicatethat
the largest ratio of EQDELAY’s (or EQ LOAD’s) average
delay to that of OPT is likely to be the same as in single-
class networks, in which case the general and tight bounds in
Section IV can be used.

The simulations described in this section are representative
of a variety of simulations that we performed for different
network sizes (from 5 to 500 servers) and utilizations (from
0.05 to 0.95). Further, by Little’s Law, we note that if the
service rates of all servers are changed by a multiplicative
constant, then the ratio of the average delays between the three
policies remain the same.

A. Average Delay

In this section, we compare the three policies in the
M/G/1-PS model using both analysis and simulations. The
purposes of this experiment are to validate the correctnessand
accuracy of our analysis and to quantify the difference between
the three policies at different load conditions. We define the
aggregate utilizationρ as ρ = λ/

∑N
j=1 µj . We simulate a

content replication network with ten servers, with the service
rate vector(12, 12, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5) req/sec.
In this scenario, servers 1 and 2 are eight times faster than the
other eight servers, which, when interpreted using Moore’s
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Fig. 3. Average delays of the three policies by simulation and analysis.

Law, roughly represents the situation of adding two servers
built with the latest hardware to an eight-server network built
four or five years ago. The selection of the service rates is
consistent with measurement results of Web sites that serve
heavily dynamically generated content or large amount of
multimedia content [22, 39].

In this experiment, we consider Pareto job size distribution
with b = 2.2. We solve respectively Eqs. (5), (8), and (10)
to analytically obtain average delays for the three policies
and depict them in Fig. 3. Furthermore, we run anM/G/1-
PS simulator 50 times for each of the three policies at each
utilization point. We also depict the average delay for the 50
runs and the 95% confidence interval in Fig. 3 for the three
policies.

From Fig. 3, we observe that the analysis and simulation
results match very well. When comparing the three polices, we
find that both OPT and EQDELAY perform much better than
EQ LOAD at low load. The reason is that, in this regime,
OPT and EQDELAY forward requests only to the fastest
server, while EQLOAD always sends a third of the requests to
the slower servers. At high load, EQLOAD and EQDELAY
achieve the same average delay, as proved in Section IV, and
significantly underperform the OPT benchmark. For instance,
at utilization ρ = 0.9, the average delay of EQDELAY and
EQ LOAD is approximately 30% higher than the optimal
average delay.

B. Standard Deviation of Delay and Fairness

An apparent advantage of EQDELAY is to serve each
request with the same average delay (at the cost of higher
overall average delay). This might lead to the belief that it
has better fairness properties than the other server selection
policies. However, we show that this is actually not the case,
at least with respect to OPT.

In the following set of simulations, we evaluate the standard
deviation of the delay obtained with each policy. This metric
has been recognized as one of the best ways to measure
fairness in queues [40]. We consider a system consisting
of N = 40 servers withM/G/1-PS queues. Among these
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Fig. 4. Standard deviation of delay

servers, two have service rates of 20 req/sec, four at 10 req/sec,
fourteen at 2 req/sec and twenty at 0.5 req/sec. The Pareto tail
index isb = 2.2.

Fig. 4 depicts the deviation of delays of the three policies
with 95% confidence interval of the 50 runs. We observe
that OPT and EQDELAY perform very similarly, while the
standard deviation of EQLOAD is noticeably higher at all
utilization values. A few comments are in order here. First,
even though the average delay at each server is the same for
EQ DELAY, the actual delay of a request is still a random vari-
able. In particular, this delay depends on the number of other
requests concurrently being served, which obviously varies
over time. Therefore, the standard deviation of EQDELAY is
non-zero and turns out to be on the same order as that of OPT.
Second, the standard deviation of EQLOAD is higher than
that of EQDELAY, even at high load. This result is somewhat
surprising since the average delay of these two policies is
identical in this regime. This discrepancy is resolved by noting
that the average delay of requests at different servers is not the
same for EQLOAD. Therefore, EQLOAD and EQDELAY
are not statistically identical even at high load.

C. ProWGen Simulations

Our analytic model and solutions are based on the assump-
tion that the service time of different requests is independent.
On the other hand, some experimental studies have shown
that Web requests exhibits temporal locality, see e.g. [41]. In
this section, we compare the performance of EQDELAY and
EQ LOAD to that of OPT when request streams have short-
term temporal correlation.

We use the Web workload generator ProWGen [12] to pro-
duce synthetic Web workload that exhibits temporal locality
in file popularity. ProWGen, originally developed for Web
cache performance evaluation, models the file popularity using
the Zipf distribution, and the file size distribution using a
combination of a lognormal body and a Pareto tail. It can also
model positive or negative correlation between file size and
popularity if needed. Furthermore, it can use an LRU stack to
model request temporal locality.
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Fig. 5. Average delay with ProWGen traces

In our simulations, we use default values for most ProWGen
parameters, with a Zipf slope of 0.75, Pareto Tail index of 1.2,
lognormal mean of 7KB, standard deviation of 11KB, and tail
cutoff size of 10KB. We also have a “dynamic” stack with a
depth of 1000 requests to introduce temporal locality. Finally,
the correlation between file size and popularity is set to zero,
which is consistent with literature findings [42].

We find that a peculiarity of ProWGen is that popular
files tend to be generated at the end of the trace, and “one-
timers” (files accessed only once) are more likely to be
generated earlier in the trace. To mitigate this artifact while
still maintaining most of the short-term temporal locality, we
divide the trace generated by ProWGen into segments each
consisting of 4,000 requests and reshuffle the segments to
obtain the trace used in our simulations. We scale the mean
file size to 11 KB, and use the same service rate array as in
Section VI-B. Each run contains about 550,000 requests, and
the results are averaged over 50 runs.

The simulation results (with 95% confidence intervals) are
shown in Fig. 5 together with analytical values based on
our M/G/1-PS model. We observe that the average delays
achieved by EQDELAY and EQLOAD are still higher than
OPT, especially at high load. Other performance characteristics
of EQ DELAY and EQLOAD observed in Section VI-A are
also present in this figure. Overall, the simulation resultsmatch
the analysis fairly well for all the studied policies.

D. Performance of the OPT Policy forM/G/1-FCFS Servers

In Section V, we have shown that the OPT policy derived
for M/G/1-PS queues is asymptotically optimal at high load
for G/G/1-FCFS queues. The goal of this experiment is to
evaluate the performance of the OPT policy for FCFS servers
at light and moderate loads. We compare between the average
delay achieved using the OPT policy and the minimum average
delay. The value of the minimum average delay is obtained by
solving Problem 4 using thefmincon routine of MATLAB.

In the following simulation, we use the service rate vector
of (6.06, 0.757, 0.757, 0.757, 0.757) req/sec. We consider two
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Fig. 6. Average delay of OPT forM/G/1-FCFS servers with deterministic
and Pareto file-size distributions: analytical results vs.numerical results.

special cases ofM/G/1-FCFS queues. In the first case, servers
are modeled asM/D/1-FCFS queues. Thus, the file size is
fixed andKi = 0.5, for each serveri. In the second case,
the file size distribution is Pareto with tail indexb = 2.2. In
this case, it can be verified thatKi = 1 + 1

b−2 = 6, for each
serveri. We denote byda the average delay of OPT anddn

the minimum average delay computed numerically, and depict
them in the above two cases in Fig. 6.

We observe from Fig. 6 that the OPT policy achieves delay
close to the minimum over a wide range of server utilizations.
We observe that the difference betweendn and da is quite
small at both low- and high-loads. At its maximum, the
difference between the two methods is 5% forM/D/1 (at
utilization of 0.5) and 13% forM/G/1 with Pareto service
distribution (at utilization of 0.4). This results illustrates the
robustness and generality of our analytical model for a wide
range of service distributions and queueing disciplines.

E. Multi-Class Networks

Now we examine multi-class networks that explicitly model
delays specific to each SSN-server pair. To highlight the dif-
ference between single- and multi-class networks, we consider
a 2 × 2 network with the service time matrix

t =

[

1 2
3 1

]

sec. (53)

This means that for SSN 1, server 1’s service time is only
half that of server 2. Similarly, for SSN 2, server 2’s service
time is only one third that of server 1. In practice, this setup
could represent the situation where SSN 1 is physically close
to server 1, and SSN 2 is physically close to server 2.

We evaluate the average delays of the three policies as SSN
1’s request rate increases from 0.01 to 1.5 req/sec, and SSN 2’s
increases from 0.01 to 1.33 req/sec. Fig. 7 depicts the ratios of
EQ DELAY’s average delay (and that of EQLOAD) to OPT
at different request rates.

Fig. 7(a) depicts the ratio of the average delay of
EQ DELAY to that of OPT. We observe that if SSN 1 and
SSN 2 have comparable request rates, then they only access
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Fig. 7. Average delay ratio for the multi-class service timematrix defined
in Eq. (53).

their most efficient server (i.e., servers 1 and 2 respectively).
In this case, EQDELAY and OPT use the same one server for
each SSN, and have the same delay. The largest difference of
the policies occurs when one SSN has very low request rate
and the other SSN’s access probabilities are different. In this
case, the system degenerates to a single-class network. In this
experiment, a maximum difference of 15% is achieved when
SSN 1’s rate is 0.02 req/sec and SSN 2’s rate is 0.67 req/sec.
When both SSNs generate substantial amount of traffic, the
performance difference between the two policies decreases
compared to the above single-class case.

For the case of the ratio between EQLOAD and OPT,
depicted in Fig. 7(b), it also appears that the largest difference
occurs when one of the SSNs generates little traffic. When
this SSN’s request rate increases, the difference becomes
less significant. Additionally, the observation we made in
Section VI-A about EQLOAD’s inefficiency at low load is
also evident in the figure. The largest difference of 39% is
achieved when SSN 1’s rate is 0.01 request/sec and SSN 2’s
rate is 0.14 request/sec.

The above results are representative to2× 2 networks with
t11 < t12 and t22 < t21. Additional numerical results for
different network parameters can be found in [31]. They all
indicate that in multi-class networks, the largest ratio between

the average delay of EQDELAY (or EQ LOAD) and that of
OPT is likely to occur when the network degenerates to the
single-class case.

VII. C ONCLUSIONS

In this work, we analytically compared the performance
of server selection policies in content replication networks.
This problem has gained significant importance in recent years
with the emergence of large-scale content delivery and peer-
to-peer network architectures over the Internet. We introduced
a mathematical framework, based on theM/G/1 Processor
Sharing queueing model, which allowed us to provide quan-
titative, yet non-trivial, insight into the performance ofserver
selection policies. Furthermore, we proved that our results are
also applicable to theG/G/1-FCFS and multi-classM/G/1-
PS queueing models, in certain asymptotic regimes.

Based on our model, we derived closed-form solutions for
a hypothetical benchmark policy, called OPT, that achieves
the minimum average delay. We used this benchmark policy
to evaluate the performance of two server selection policies,
generically referred to as EQDELAY and EQLOAD, which
are representative of a large class of existing algorithms.We
proved that EQLOAD’s average delay is always larger than
or equal to that of EQDELAY.

A major contribution of this paper is in the analytical
quantification of the performance difference of EQDELAY
and EQLOAD with regard to the minimal average delay. We
analytically proved that, in anN -server system, the worst-
case ratio of EQDELAY’s (or EQ LOAD’s) average delay
to the minimal average delay is exactlyN . Moreover, we
have provided analytical evidence that the same worst-case
ratio is likely to prevail in multi-class settings, where different
SSNs may favor different servers. We have shown that large
inefficiency tends to occur in highly heterogeneous systems,
but only under moderate and high utilization for the case of
EQ DELAY.

Simulations using our workload model as well as the ProW-
Gen Web workload generator show substantial inefficiency,
up to 30%, in realistic scenarios. This result is relatively
insensitive to arrival and service time distributions as well
as service disciplines. Other simulation results for workload
exhibiting temporal locality, FCFS service models and multi-
class settings show that our analytical results are general
enough for a number of practical situations. Finally, we have
provided a game-theoretic interpretation to our results, i.e.,
the price of anarchy in unbounded delay networks depends
on the network topology, and the potential inefficiency of
EQ DELAY (or EQ LOAD) grows with the scale of the
network.

The purpose of the benchmark policy developed in this
paper was to study the theoretical strengths and limitations
of existing server selection policies. Clearly, to developa
comprehensive understanding of server selection, additional
benchmarks related to other metrics (e.g., tail probabilities
of delay) ought to be investigated. Another important open
research area is to leverage the analytical insights provided by
this work into the development of more efficient and robust
server selection policies.
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