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Abstract—Synchronization of transaction pools (mempools)
has shown potential for improving the performance and block
propagation delay of state-of-the-art blockchains. Indeed, various
heuristics have been proposed in the literature to this end,
all of which incorporate exchanges of unconfirmed transactions
into their block propagation protocol. In this work, we take
a different approach, maintaining transaction synchronization
outside (and independently) of the block propagation channel.
In the process, we formalize the synchronization problem within
a graph theoretic framework and introduce a novel algorithm
(SREP - Set Reconciliation-Enhanced Propagation) with quan-
tifiable guarantees. We analyze the algorithm’s performance for
various realistic network topologies, and show that it converges
on any connected graph in a number of steps that is bounded
by the diameter of the graph. We confirm our analytical
findings through extensive simulations that include comparison
with MempoolSync, a recent approach from the literature. Our
simulations show that SREP incurs reasonable overall bandwidth
overhead and, unlike MempoolSync, scales gracefully with the size
of the network.

Index Terms—Blockchains, Overlay networks, Peer-to-peer
computing

I. INTRODUCTION AND RELATED WORK

Block propagation represents a fundamental aspect of many
blockchain networks in which blockchain nodes forward newly
created blocks to their neighbors. Historically, block prop-
agation has been performed by sending all the transactions
belonging to the block alongside the block’s metadata. Often,
a substantial number of the block’s transactions are present on
the receiving end, resulting in unnecessarily high bandwidth
overhead. To cope with such overhead, more advanced block
propagation protocols such as CompactBlock [1], Xtreme Thin
Blocks [2], Graphene [3], and Gauze [4] have been introduced.

Yet, it has recently been demonstrated through in-situ
measurements in live blockchains, including Bitcoin, that the
performance of these advanced block propagation protocols
can significantly degrade when transaction pools go out of
sync [5]-[8]. One approach to prevent such performance
degradation is to have neighboring nodes regularly synchro-
nize their pools of unconfirmed transactions. Toward this end,
the recent work in [6] proposes a heuristic, called Mempool-
Sync, that is shown to reduce the average block propagation
delay by 50% in the Bitcoin network. Yet, MempoolSync does
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not provide any quantifiable guarantees on overall communi-
cation or delay performance.

In this work, we study the problem of transaction pool
synchronization (sync) from a fundamental, graph-theoretic
perspective, which allows us to analyze synchronization per-
formance metrics in various network topologies. Our main
contributions are as follows:

« We introduce a novel transaction pool sync algorithm,
called SREP, which functions in an assistive capacity
outside of the existing block propagation protocols.

o We analyze the performance of SREP in general network
topologies, including a more specialized model that cap-
tures topological properties of actual blockchains (e.g.,
the “small-world” property) as well as the statistics of
transaction pools.

e We develop a simulation approach based on realistic
transaction pool data from measurement campaigns, and
confirm our analytical findings through simulations.

o« We show that SREP has significantly lower bandwidth
overhead than MempoolSync.

The rest of this paper is organized as follows. In Section II,
we overview the related work. In Section III, we introduce
SREP. In Section IV, we analyze the properties of SREP
and validate our findings through simulations in Section V.
We compare SREP with a transaction pool synchronization
approach from the literature in Section V-C. Finally, we give
a conclusion and propose future work in Section VI.

II. BACKGROUND

To the best of our knowledge, SREP is a unique distributed
algorithm that explicitly tackles the problem of network-wide
synchronization of unconfirmed transactions — transaction
pools [9]. To achieve its goals, SREP relies on communication-
efficient solutions to the set reconciliation problem [10], which
is defined as follows. Given two remote parties with their
corresponding data sets Sy and Sp, each party needs to
discover the elements local to the other. Communication-
efficient solutions to this problem exchange only messages of
size proportional to the number of mutual differences defined
as (S4\ Sp)U (Sp \ Sa) and often denoted as S4 & Sp.

In fact, there has been several communication-efficient set
reconciliation algorithms proposed in the literature includ-
ing Characteristic Polynomial Interpolation [11] (CPI), BCH



codes [12], and Invertible Bloom Lookup Tables (IBLT) [13]-
[15]. For instance, CPI incurs a communication cost equal
to the number of mutual differences plus a small constant,
which makes it nearly optimal in communication [11]. On
the other hand, IBLT-based solutions typically offer better
computational complexity at the cost of increasing their
communication cost by a constant factor. To further reduce
this communication overhead, Lazaro and Matuz [15] have
recently proposed an IBLT-based solution that brings the
communication cost closer to that of CPI while keeping the
computational complexity low.

On the other hand, when it comes to our analytical
model and simulations, we make use of the findings from
the blockchain topology-discovering literature. In particular,
Wang et al. [16] and Gao et al. [17] independently verified
that the Ethereum network exhibits “small-world” property.
Recently, Shahsavari et al. [18] used a random graph model
to simulate Bitcoin network and Ma et al. [19] proposed
a topology generation based on Watts-Strogatz [20] random
graph model to capture the Bitcoin network in their CBlockSim
simulator.

III. SREP ALGORITHM

We propose a novel distributed algorithm for network-
wide transaction pool synchronization called SREP (Set
Reconciliation-Enhanced Propagation). The core building
block of SREP is a concept that we denote as primal sync —
a set reconciliation protocol with communication complexity
linear in the number of symmetric differences (e.g., CPI [11]).
Given the local transaction pool as a set of globally unique
identifiers [21], SREP invokes one primal sync per each
neighbor in parallel.

One way to support many parallel invocations of primal
syncs is to create one transaction pool replica per each neigh-
bor. Then run primal syncs in parallel using the corresponding
replicas to avoid write collisions. Upon the completion of all
parallel tasks, we can reuse the primal sync to incorporate new
elements into the local transaction pool. We describe SREP in
Algorithm 1 using S,, to denote the transaction pool at node
n, d;y, to denote the differences between \S; and S,, that reside
in .S;, and Sync to denote a primal sync. As an illustration, in
Fig. 1, we depict one iteration of SREP’s main loop (line 2),
assuming that each node n holds only one transaction whose
hash is also n.

Avoiding Full Replication

SREP from Algorithm 1 has a significant memory overhead
caused by transaction pool replication for each neighbor.
However, certain primal syncs allow us to implement SREP
without replication, thus mitigating this memory overhead. In
particular, multiple set reconciliation algorithms mentioned in
Section II use data set sketches to perform synchronization
and modify the underlying data sets only at the end of the
protocol.

For instance, CPI reads from the set only once, at the
beginning of the protocol, and writes to it only once at the

Algorithm 1: SREP Algorithm.

Input: Network G = (V, E) as adjacency list.
1 At each node n € {0, |V|— 1}

2 Loop
3 for i in G[n] do // Neighbors of n
4 SfL < Sn;// Replicate data set
5 Do in parallel
// Network sync
6 din < Syne ( S, S; ) ;
7 St SLUdin ;
8 for i in G[n] do
// Local sync
9 Si\ Sy < Syne ( Sn, S5 )
10 | Sn < SnU(Sh\ Sn) s
G=(V,E) Network of |E| edges and |V| nodes
Sn Transaction pool at node n € {0..|V| —1}
dij =S \'S; Differences between ¢ and j that reside in @
deg Average node degree
Time node n spends to synchronize with all
tn its neighbors once
Tro Time until £% of G is synchronized
PR Number of primal sync invocations
C. Overall communication cost

TABLE I: Summary of notation.

end of the protocol. Suppose that we choose CPI as the primal
sync in SREP. Then we can construct the characteristic poly-
nomial [10] of S;, as the very first step in each iteration (after
line 2 in Algorithm 1). Instead of using the neighbor replicas,
we can now use the same characteristic polynomial in all
neighbor threads. As no thread will modify the polynomial, the
procedure is thread-safe and the threads can now write directly
to the underlying set. Although the write operation will need to
acquire the corresponding lock, since set union is commutative
and associative, the order in which the threads update the
set does not matter. As we now avoid replication, the local
synchronization step can be safely eliminated altogether.

Note that this implementation improvement does not change
the functional properties of SREP. That is, each thread still
operates on its own version of the sketch and will update
its sketch only at the beginning of the subsequent iteration.
Hence, a difference that arrives in iteration ¢ via some neighbor
thread will only get acknowledged by other threads in iteration
i + 1. For that reason, we use the notion of “replicas” in the
subsequent analysis.

IV. SREP PERFORMANCE ANALYSIS

Several aspects affect the performance of SREP, including
the network topology and the statistics of transaction pools.
To aid our analysis, we first define an explicit network model,
and then analyze SREP in a step-by-step fashion. In each
stage of our analysis, we describe a SREP variant with the
corresponding set of simplifying assumptions and analyze
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Fig. 1: One iteration of SREP

its performance. By successively relaxing these assumptions,
we arrive at the final version of SREP. Table I summarizes
notation used throughout this work.

Definition 1: We use T, >4, and C,y to denote time, total
number of primal sync invocations, and total communication
cost until 2% of transaction pools in the network are equal.
When x = 100, we say that full network synchronization is
achieved — the ultimate goal of SREP.

A. Network Model

Watts-Strogatz [20] random graphs allow us to describe a
wide range of realistic blockchain network topologies reason-
ably well [16], [17], [19], [22]. A typical set of parameters to
Watts-Strogats model are the number of nodes in the network
|V|, average node degree deg, and rewire probability p [20].

For instance, each Bitcoin node selects 8 random neighbors
upon joining the network [23]-[25], which has been shown to
yield an unstructured random graph [18]. We can capture this
in the Watts-Strogatz model by setting deg = 8 and p = 1.
Ethereum’s neighbor selection mechanism, on the other hand,
relies on a Kademlia distributed hash table (DHT) [26], and
yields a network with more structure [17]. Notwithstanding
this, multiple recent measurement results have independently
confirmed that the generated network exhibits the ‘“‘small
world” property and fits the Watts-Strogatz model [16], [17],
[22]. That is, the average shortest path between any two nodes
can be reasonably approximated by O (logE|V|>, and the
diameter of the network is small [27].

Besides the graph topology, our network model also cap-
tures the states of transaction pools across the network. In
particular, we define the pool assignment A as a collection of
sets Sp..S|y|—1 where set S; represents the transaction pool at
node i. We model the statistical properties of A through the
following pool parameters:

S: sizes distribution. A discrete random variable describing
the sizes of transaction pools S; for i € {0...|V| — 1},

s: sizes vector. A |V|-size vector where elements are drawn
from S,
‘P: differences distribution. A discrete random variable de-

scribing the sizes of mutual differences between the pairs
of transaction pools (i.e., |S; & ;).

(3.) Local Sync
So=1{0,2}

(2.) Exchange differences
5¢7 = {0.2}

S4] = {49]}

S42 = {4>2}

S4 = {17253s4} S1 = {1’294}

S34 = {374}

on a tractably small network.

M: mutual differences matrix. A |V| x |V| upper triangular
matrix of mutual differences. For the given topology G =
(V, E), the elements of the matrix are defined as:

mij:{

Non-zero elements are drawn from P.

: universe. A discrete random variable from which we draw
transaction IDs. We choose U{0,u} to be a uniform
random variable for some u > |V|.

|Si@5j|
0

when (4,7) € E and ¢ < j,

otherwise.

B. Elementary SREP (E-SREP)

The starting point for our build up of SREP is called ele-
mentary SREP (Algorithm 2). We summarize its simplifying
assumptions as follows:

(A1) All nodes have global view of the network.

(As) Initially, the transaction pools at each node contain only
one element (transaction) that is unique across all network
nodes (e.g., index of the node). Strictly speaking, we set
the pool parameters as: S =1, P =2, and u > |V|.

(A3) No new transactions arrive to the network after the
initialization.
In one iteration of elementary SREP (line 1), nodes take
turns to perform their synchronization duties such that
no two nodes invoke primal sync at the same time. For
instance, nodes with smaller indices go first. An iteration
ends when all nodes have invoked synchronization once
for all their neighbors.

Nodes synchronize with their neighbors sequentially. For

instance, the neighbors with smaller indices get synchro-

nized first (line 3).

(Ag) All synchronizations are two-way (lines 7 and 8), mean-
ing that the differences are exchanged in both directions.

(A7) All synchronizations take equally long.

(As)

(As)

In the context of E-SREP, the following special case is
particularly significant for the analysis.
Lemma 1: For E-SREP over a complete graph G = (V, E),
the communication cost to sync the entire network is

Cro0%(G) = [V[- (V] = 1).



Algorithm 2: Elementary SREP.

Input: Network G = (V, E) as adjacency list.
1 while network is not fully synchronized do

2 for n + 0 to {0..|V| — 1} do

3 neighbors < sort ( G[n] ) ;
4 for i in neighbors do

5 din < Sync ( Sn, S ) ;
6 dni < Sync ( Si, Sn ) ;
7 Sn < Sn U dzn 5

8 Si +— S;Udni

C. Elementary Parallel SREP (EP-SREP)

The main aim of the elementary parallel SREP is to relax
(A1), (Ay) and (As). Instead of invoking synchronization in
order, EP-SREP invokes synchronization for all neighbors at
once (i.e., Algorithm 1). In addition to that, we also relax (A7).
The synchronization between nodes v and v now takes time
equal to the number of their mutual differences (i.e., |dy, U
dyy]). As discussed earlier in Section II, this is a reasonable
assumption to make (e.g., CPI has such a property).
Theorem 1: In EP-SREP and for any connected network
G = (V,E), we have the following bounds on the overall
communication cost until the network is fully synchronized:

V- ([V]=1) < Cipo% < [V]- (V> = 1).

Proof: The lower bound is obtained similarly as in
Lemma 1. The least amount of communication to achieve
full synchronization is equivalent to each node sending its
element to all the other nodes directly. On the other hand,
we get the upper bound by observing that there cannot be
more than |V |- (|V|—1) redundant element transmissions on
top of the lower bound. Redundant transmissions happen when
a node receives an element via multiple replicas in the same
iteration. To count all redundant transmissions, we observe
that, in each iteration, each node either receives some new
elements or does not receive any. In the latter case, obviously,
no redundant transmissions happen. Otherwise, if there are
some new elements received, the following holds: (1) there
will be no more than |V| new elements arriving at the node
across all iterations, as there is only that much elements in the
network, and (2) for each element, there cannot be more than
|V| — 1 redundant transmissions, as there cannot be more than
that much replicas at any node. Thus, there cannot be more
than |V|? - (]V| — 1) redundant transmissions at all nodes in
all iterations. ]

As in Watts-Strogatz networks we have deg replicas at each
node on average, the same counting argument from above
applies in the following form.

Corollary 1: For EP-SREP in Watts-Strogatz networks:

Croo% < V] ([V]-deg +|V] - 1).

On the other hand, to infer the upper bound on the time that
EP-SREP needs to complete a full sync (T7gp%), we rely on
following definition.

Definition 2: 1,4 (G) is the maximal number of EP-SREP
iterations (line 2 in Algorithm 1) at any node to achieve x%
network synchronization.
Theorem 2: In EP-SREP and for any connected network G =
(V, E), with the shortest path between nodes u and v denoted
as dist(u,v), the maximum number of iterations required for
a full network synchronization is equal to the diameter of the
network:
I100%(G) = max dist(u,v).
u, eV

Proof: By the definition of full synchronization, all elements
need to reach every other node. Without a loss of generality,
suppose that we follow the propagation of some element
1 € V during the execution of EP-SREP. Since the graph
is connected, in each iteration of EP-SREP, i will progress
exactly one step further through the network. The number of
iterations required to synchronize the entire network is then
equivalent to the maximum distance between any two nodes
in the network (i.e., diameter). |
Lemma 2: In EP-SREP over complete graphs G = (E,V):

Lpo%(G) = 1 and Cigon, = V|- (V] —1).

The former holds as the diameter of complete graphs is 1.
The latter is a consequence of the former; as no element
traverses more than one edge, there cannot be any redundant
transmissions.
Corollary 2: For EP-SREP and Watts-Strogatz networks,
the maximal number of iterations at any node to synchronize
the entire network (/1gge;) is logarithmic in the size of the
network.

Counting the number of nodes that have heard about an
element n € V in iteration 7 of EP-SREP over a Watts-Strogatz
network, we get the following sum:

1+deg+deg +...+deg.

By equating it to |V|, we can express i, the number of itera-
tions until all nodes have heard of n, as a logarithmic function
of |V| [27]. Practically speaking, EP-SREP will complete in
logarithmically small number of iterations (~ 4logz-(10)))
for the blockchain networks of realistic sizes (e.g., Blockchain
and Ethereum [24], [25]).

Theorem 3: 1In general graphs G = (V| E), the following
holds for EP-SREP:

Tio0% < Too%(G) -rirggcti < T100%(G) - [V,
Y100% < Ti00% (G) - |E|.

Proof: Since synchronizations happen in parallel, the overall
elapsed time is proportional to the number of iterations. Any
sync invocation at any node will take strictly less than |V,
as no two data sets can differ in more than |V| — 1 elements
(each data set keeps exactly one element at the beginning).
Since in each iteration nodes sync with all their neighbors
and each sync is two-way by (Ag), there will be no more than
|E| syncs in each iteration. |
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Fig. 2: Amount of redundant transmissions in EP-SREP over
a network of 100 nodes (p = 0.24).

The deg Dilemma: Due to the counting argument from
Theorem 1, the upper bound on overall communication cost
is not tight; there must be at least some elements that will not
generate redundant transmissions in any connected network.
On top of that, the topology of the network plays a complex
role in generating redundant transmissions. Intuitively speak-
ing, the impact of deg in Watts-Strogatz networks is twofold,
and conflicting: (1) the larger deg, the larger the average
number of replicas per node, which may cause redundant
transmissions, and (2) the larger @, the shorter the average
pair-wise shortest path among the nodes in the network, which
makes each element traverse less intermediate nodes to reach
the entire network, thus reducing the probability of redundant
transmissions. We plot this non-monotonic effect that deg has
on the amount of redundant transmissions in Fig. 2 for a
tractably small network. Up to a point, the first effect (replicas
count) prevails and drives the overall communication cost up.
After that point, the second effect (path shortening) prevails
and drives the overall communication cost down all the way
to the point when the network becomes a complete graph and
there is no redundant transmissions at all.

D. Multi-element SREP

The final stage in building SREP is multi-element SREP.
We build it by relaxing (A;) — transaction pools can now
initially contain multiple elements. In terms of our network
model, this means that our S (sizes distribution) and P
(differences distribution) are no more constant. Thus, SREP
is a generalization of EP-SREP.

Definition 3: Function f : (G, A) — Z maps a pair of a
topology G and a pool assignment A to a non-negative integer
via first constructing the corresponding mutual differences
matrix M, then computing  m;;.

Definition 4: Function g : (G, A) — (G, A(peqt)) Maps a pair
of a topology G and a pool assignment A to the same topology
G and a transformed pool assignment A (... We define the
transaction pools in the transformed pools assignment A, c.¢)
as:

S(nea:t)i =S5 U ( U S])
JEGI]

We use [J;cqp; S to denote the union of all transaction
pools S; corresponding to the neighbors of node ¢ in the
previous iteration.

Definition 5: For some function h, we write h(")(z) to denote
the composition of function A with itself n times, starting with
argument x:
™ (z) =hoh---h(x).
N—_——

n

Definition 6: A,y is the assignment resulting from n
compositions of g with itself starting with the initial pool
assignment that we denote as A = Ag).

Lemma 3: For a network model (G,A) where G is a
connected graph and A the initial pool assignment, the number
of SREP iterations to achieve the full network synchronization
I100% (G, A) is given as a solution to the following equation:

f(g(lloo%(G1A))(G’A)) =0.

Note that by Definition 4, g exactly corresponds to one
iteration of SREP. That is, the transformed pool assignment
A(next) reflects the state of the transaction pools after an
iteration of SREP at all nodes in the network. Composing
g with itself n times corresponds to repeating an iteration
of SREP at all nodes n times. By a similar argument as
in Theorem 2, all elements will reach all nodes after some
number of iterations. Since this implies that no two sets
have any differences, M will be an all-zeros matrix. That is,
(f 0 g'™)(G, A) has at least one zero. Thus, the number of
times we need to compose g with itself until f(G, A(,)) =0
gives us the maximal number of SREP iterations to achieve
full network synchronization.

Theorem 4: For a connected graph G = (V, E') and an initial
pool assignment A, the number of SREP iterations to achieve
the full network synchronization is bounded by the diameter
of the network:
Too% (G, A) < max dist(u,v).
u,veV

Proof: As SREP is a generalization of EP-SREP, the argu-
ment here is similar to that of Theorem 2. To achieve the full
network synchronization, elements need to traverse at most
the diameter of G. As opposed to EP-SREP, in SREP each
element may initially appear at more than one node, dictated
by the differences distribution P. Thus the diameter is an upper
bound on SREP iterations. |
Lemma 4: For a connected graph G = (V, E) and initial
pool assignment A with the corresponding mutual differences
matrix M, the communication cost of SREP is:

IIOO% (G7A)
F(G, Agy)
i=0

< Ligo% (G, A) - max{f(G, A),...

ClOO(Gv A) =

s f(G7 A(hoo%(G,A)))}'

In ith iteration of SREP, we transmit exactly as much
elements as there are in the differences matrix that corresponds
to Ag;y. Given I g% (G, A) from Lemma 3, we get the overall
communication cost of SREP.



Lemma 5: In SREP over a connected network G = (V, E)
with the given initial pool assignment A and the largest order
statistics of differences distribution 7 denoted as P,):

Ti00% < T100% (G, A) -I}éa‘gcti = Lioow (G, A) - Py,
E100% < Ti00% (G, 4) - |E].

The argument is similar to that of Theorem 3.

Finally, note that the assumptions in our analysis such
as (A3) — no new transactions arrive after SREP starts, are
artificial in that they simplify our analysis, but they do not
constrain SREP in practice. The properties such as the overall
communication cost (Ciggy) and time (T799y%) to sync the
entire network relate to the transactions that have arrived
before SREP begins.

V. SIMULATIONS

To validate our analytical findings about SREP, we construct
an event-based simulator called SREPSim [28] that shares
the topology generation procedure with CBlockSim of Ma et
al. [19] and adds the other parameters of our network model
described in Section IV-A.

In the rest of this section, we first describe a method to
parameterize our network model. Then, we use such param-
eterized model to validate the main analytical properties of
SREP. We then compare the overall communication cost of
SREP with a similar approach from the literature. At the end,
we present a SREPSim optimization that allows for easy SREP
communication cost calculation over large-scale networks.

A. Configuring Network Model Parameters

Unlike the simulation approaches from the literature (e.g.,
SimBlock [29]), our network model can seamlessly integrate
real-world transaction pool data. For instance, the empirical
distributions of & and P can be generated for some small
subset of all nodes in the network using the measurement
software such as log-fo-file of Imtiaz et al. [30], [31]. This
software instruments adjacent Bitcoin nodes and periodically
serializes the snapshots of their transaction pools. From these
transaction pool snapshots, we can measure transaction pool
sizes and their mutual differences to construct the empirical
distributions for S and P.

For the purpose of this work, we have conducted a 3-
day long measurement campaign on two time-synchronized
Bitcoin nodes and requested the transaction pool snapshots
each minute. Fig. 3 depicts the results that we obtained.
Roughly speaking, the set sizes fit the Maxwell distribution
reasonably well, while the number of mutual differences
fits the Hyperbolic distribution. Next, given the empirical
distribution of S, we need to configure the rest of our network
model’s pool parameters'. Ultimately, we need to construct a
pool assignment A that conforms to the differences distribution
P.

In SREPSim, we construct such assignments through Pro-
cedure 1. For the given network topology G = (V, E) and

IDirect usage of P is also possible but perhaps harder.
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Fig. 3: Empirical distributions of transaction pool sizes S for
two adjacent Bitcoin nodes (up) and their mutual differences
‘P (down). Best distribution fits in red (using Error Sum of
Squares).

the sizes distribution S, we need to configure the parameter
1 such that the resulting assignment A produces a differences
distribution that resembles P. As shown in Fig. 4, ¢» = 0.35
works reasonably well with our empirical sizes distribution.
Note that by increasing 1, we can decrease the average sim-
ilarity among the transaction pools (i.e., increase the number
of their mutual differences).

Procedure 1: Network parameterization in SREPSim.
Input: Network G = (V, E).
Input: Sizes distribution S.
Input: Parameter ).
Output: Pool assignment A.

u< [YE[S] ]

U{0,u — 1} ; // Uniform distribution
sizes «— sample |V| elements from S ;

A—T1];

for i < Oto |[V|—1do
S; < sample sizes[i] elements from I/ ;
A.append ( S; ) ;

N R W N =

B. SREP Properties Validation

The main analytical properties that we want to validate
through simulations are SREP’s communication cost to achieve
full network sync (C'gp%) and the time required to achieve this
state (17gg%)- In particular, we want to show how these two
quantities change as a function of the network topology and
the measure of difference among the transaction pools.

In Fig. 5, we plot the maximal number of SREP iterations
I1po9% and the network diameter as functions of the average
network degree deg. In Fig. 6, we plot the communication
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cost and time to full network sync as a function of deg. The
main observation is that the overall communication increases
with the average node degree as a consequence of using more
replicas per node, which increases the number of redundant
transmissions (see Fig. 2). On the other hand, the time to
achieve full network sync does not exhibit such a trend.
Since primal syncs run in parallel, it is the maximal number
of differences among any two nodes in the network that
dominates the total time to sync the network (see Lemma 5).

C. Comparison with MempoolSync

MempoolSync of Imtiaz et al. is a transaction pool syn-
chronization protocol that can improve the average transaction
propagation delay by 50% in the event of churn in the Bitcoin
network [6]. Here we describe this protocol and compare
its communication efficiency with our newly proposed SREP
through simulations.

As pointed out in [6], the main reason for slow block
propagation times is a large number of missing transactions
in the transaction pools of the block-receiving nodes. This
effect occurs in the legacy block propagation protocols such
as CompactBlock [1] and the more recent improvements such
as Graphene [3], [5]. Thus, the goal of MempoolSync is to
supply the nodes with potentially missing transactions, and it
does so through an ancestor score-based heuristics [32]. The
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Fig. 6: Relative communication cost (Cgg%) and time to fully
synchronize the network (7}gg%). Network with 1000 nodes
(p = 0.24).
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Fig. 7: Normalized overall communication cost of SREP
(Ci00%) and MempoolSync as a function of network size.
Data from Section V-A. DefT XtoSync = 1000. Y is the
MempoolSync heuristic constant.

protocol uses a small constant DefTXtoSync as the default
number of transaction hashes that the transmitting node will
select from its transaction pool in descending order of ancestor
score. The transmitting node will send exactly DefTXtoSync
selected transaction hashes unless one of the following holds:

1) Transmitting node’s transaction pool is much larger than
DefTXtoSync (e.g., 10 times). In this case, the node
will send Y x DefTXtoSync top rated transactions,
where Y is a constant between 0 and 1, or
Transmitting node’s transaction pool is smaller than
DefTXtoSync. In this case, the node will send its
entire transaction pool. Because DefTXtoSync is a
small constant, this is a quite rare event. It occurs only
when the node has just joined the Bitcoin network or has
just propagated a large block that triggered a massive
transaction pool cleanup [6].

2

~

In Fig. 7, we compare the overall communication costs of
MempoolSync and SREP. For SREP, we plot the communi-
cation cost to sync the entire network (C1ggy). For Mem-
poolSync, we plot the communication cost that MempoolSync
incurs until SREP would achieve a full sync.

Note that this kind of comparison gives an advantage to
MempoolSync. While SREP’s C' gy, implies that the network
is fully synced, MempoolSync’s communication cost does not.



deg P Diameter I Cio0% (GB)
average average average

0.355 2.5 1.214397

4 0.5 16 3.0 3.165879
0.6 31 4.801665

0.355 17 2.428649

8 0.5 9 2.0 6.317304
0.6 2.0 9.569259

0.355 1.0 3.642738

12 0.5 7 15 9.485572
0.6 2.0 14.347242

0.355 1.0 4.876714

16 0.5 6 1.0 12.649385
0.6 1.0 19.135943

0.355 1.0 6.065679

20 0.5 5 1.0 15.804836
0.6 1.0 23.886079

0.355 1.0 7.294909

24 0.5 5 1.0 18.966694
0.6 1.0 28.672272

0.355 1.0 8.465624

28 0.5 5 1.0 22.156316
0.6 1.0 33.446278

TABLE II: SREP over a 10,000 nodes network. p = 0.24.

In fact, MempoolSync has no guarantees about the commu-
nication (or time) needed to sync the entire network. Note
also that MempoolSync uses Bitcoin internals to calculate the
ancestor score of the transactions and later uses this score
to determine which transactions to transmit. As opposed to
MempoolSync, SREP is a general approach that does not rely
on any Bitcoin internals and can be seamlessly integrated into
other blockchains that keep transaction pools.

D. Communication Cost in Large-Scale Networks

Event-based simulators such as SREPSim may consume
prohibitive amounts of memory and take a long time to com-
plete simulations when the simulated network is large [19].
To address this issue, we designed a SREPSim module that
computes SREP’s performance metrics analytically. In partic-
ular, we implement the functions from Definitions 3 and 4,
and rely on the results from Lemma 4 to compute Ciggy
and I;gpy. We describe the SREPSim’s analytical module in
Procedure 2. Using this module, we can easily compute the
desired performance metrics for the networks of realistic sizes
(e.g., Bitcoin and Ethereum) [24], [25].

In Table II, we summarize the results for a 10,000 nodes
network with various average node degrees (deg) and the
measure of similarity among transaction pools (¥). As we
report the communication cost, we assume that the transaction
pools represent each transaction as a 32-byte long globally
unique hash [21]. All simulations complete in tens of minutes.

VI. CONCLUSION

In this work, we have developed and analyzed SREP, an in-
dependent protocol that assists block propagation in large-scale
blockchains. This new protocol synchronizes transaction pools

Procedure 2: SREPSim’s analytical module.

Input: Network G = (V, E).
Input: Initial pool assignment A as So..S|v|—1.
Output: Overall network communication cost Cggo.
Output: Maximal number of iterations 109%.
1 function CalculateM(A):
2 M < zeros(|V| x |V]) ;
3 for i < 0to |V|—1do
4 for j<—i+1to|V|—1do
5 L if i € G[j] then // i neighbor of j
‘ | MG« 1S ® S5l :

// Zero matrix

7 return M

8 Cioon < 0;

9 Tioo% < 0

10 M < CalculateM (A) ;
11 while > m;; > 0 do

12 for i<~ 0to |V|—1do

13 S Sis // New assignment
14 for j € G[i] do

15 | Si+SiuS;;

16 Chio0% = Croon + 2 mij ;

17 Toow < Toow + 1 ;

18 A+ A,

19 M <+ CalculateM (A) ;

of nodes in the blockchain network using communication-
efficient set reconciliation approaches from the literature.
However, rather than inserting itself directly into the block
propagation process, as previous works have done, SREP
operates in a distributed manner outside the block propagation
channels of the network. As a result, it is easier to formally
analyze its performance, and, indeed, we have shown that
it completes in time bounded by the network diameter (or
logarithmic in network size for the “small-world” networks
that reasonably model blockchain networks).

We have also validated our analytical findings against a
novel event-based simulator that we have developed. We run
the simulator on real-world transaction pool statistics drawn
from our own measurement campaign. In our simulations,
SREP incurs only tens of gigabytes of overall bandwidth
overhead to synchronize networks with ten thousand nodes,
which is several times better than the current approach in the
literature.

For future work, we propose to consider multi-party set
reconciliation [33], [34] in the context of transaction pool sync.
Though the main benefit may be further reduction in overall
communication cost, it is not clear whether an advantage
over pairwise approaches can be achieved when an average
pairwise intersection is large compared to the total intersection
(N:S) [33].
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