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Abstract
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1 Introduction

People often make choices with limited information. People also pay limited attention to process different pieces of information. To study such decision problems, Sims (1998, 2003) introduces a rational inattention (RI) framework by modeling information costs using the Shannon (1948) entropy-based mutual information (henceforth the Shannon model). While Sims focuses on continuous choices in dynamic settings, Caplin and Dean (henceforth CD) (2013, 2015), Matějka and McKay (henceforth MM) (2015), and Caplin, Dean, and Leahy (henceforth CDL) (2019, 2020) adopt the RI framework to study discrete choice problems in static settings.

Discrete choice problems have wide applications in labor economics, industrial organization, macroeconomics, and political economy. Understanding how RI affects discrete choices is important in both theory and application. While the Shannon model is a standard approach in the literature, it may suffer from a problem of model misspecification. Specifically, the Shannon mutual information is defined as the difference between the entropies of the prior and the posterior. The prior is assumed to be exogenously given to the decision maker (DM). This assumption is similar to the rational expectations hypothesis that imposes a communism of models: the people being modeled, the econometrician, and nature share the same model, i.e., the same probability distribution over the state of the world (Hansen and Sargent (2010b)).

Model misspecification is not innocuous in the standard Shannon model because CDL (2019) show that different specifications of the prior can generate very different consideration sets (sets of alternatives chosen with positive probabilities). Once acknowledging that all models are approximations to the real world, the DM may be concerned about model misspecification. They then want to seek robust decision making under model uncertainty. The goal of our paper is to robustifying the Shannon model by integrating the robust control approach of Hansen and Sargent (2001, 2008) and Hansen and Miao (2018) into the RI framework in a static discrete choice setting.

The robust control approach has a decision theoretic foundation axiomatized by Klibanoff, Marinacci, and Mukerji (2005), Maccheroni, Marinacci, and Rustichini (2006), and Strzalecki (2011). Intuitively, the DM does not have a single prior about the state of the world. They have other priors in mind that may be different from a baseline or reference prior. The deviation of any prior from the baseline prior is penalized by a cost modeled by the relative entropy. The cost is scaled in utility units by a robustness parameter. This parameter can also be interpreted as an ambiguity aversion parameter related to the literature on ambiguity motivated by the Ellsberg paradox (Ellsberg (1961)). The DM adopts the worst-case prior that minimizes the sum of expected utility evaluated at that prior and the associated penalty cost. In this paper we adopt both robust control and ambiguity aversion interpretations interchangeably.

We make three contributions to the literature. First, we provide necessary and sufficient con-
ditions to characterize the solution to the robust RI problem. Mathematically, this is a minimax problem that admits a zero-sum game interpretation. We show that the worst-case prior distorts the baseline prior by putting more weight on the state with lower payoffs. These payoffs are determined by a standard RI problem as in MM (2015), CD (2013, 2015), and CDL (2019) when the worst-case prior is taken as given.

Applying the posterior-based approach of CD (2013) and CDL (2019, 2020), we provide a geometric interpretation of the robust RI solution. We find that the invariant likelihood ratio (ILR) property discussed in those papers also holds for the robust Shannon model. We argue that testing the ILR property using misspecified priors can generate Type I errors. CD (2013) also show that posterior beliefs are invariant to local changes in prior beliefs – the locally invariant posteriors (LIP) property. We find a similar invariance property but in a different sense: as long as local changes of the baseline prior still leave the worst-case prior in the convex hull of the tangency points of the supporting hyperplane and net utilities, the optimal posteriors do not change.

Our second contribution is to propose an efficient algorithm to solve the robust RI problem numerically. This algorithm generalizes the Arimoto-Blahut algorithm in the engineering literature (Arimoto (1972) and Blahut (1972)) and is an application of the general block coordinate descent (BCD) algorithm (Bertsekas (2016)). The BCD algorithm solves general multivariate optimization problems in which the constraint sets have a Cartesian product property. Our robust RI problems can be transformed into this form.

Our final contribution is to apply our model to the three consumer problems studied by CDL (2019). We show that introducing robustness to these problems generates some interesting and surprising results not available in the literature.

In consumer problem 1, the consumer chooses between a number of alternatives, one of which is of high quality and the remainder are of low quality. The identity of the high quality alternative is unknown ex ante, but can be learned by the consumer. We show that, when the consumer is concerned about model misspecification, consideration sets are determined by a threshold strategy as in CDL (2019): the consumer will consider only alternatives with a baseline prior probability of being high quality which is above an endogenously determined threshold. Alternatives below this threshold will never be chosen even though there is a chance that this set includes the high-quality good. Unlike in CDL (2019), the threshold in our model depends on the ambiguity aversion parameter and ambiguity aversion lowers this threshold. The size of the consideration set increases with the degree of ambiguity aversion. When the consumer becomes infinitely ambiguity averse as in the maxmin expected utility model of Gilboa and Schmeidler (1989), all alternatives are in the consideration set and the worst-case prior becomes a uniform distribution. Moreover, each alternative is chosen with an equal probability for any positive information cost.

In consumer problem 2 we assume that the payoffs to different alternatives are independent.
under the baseline prior. We show that they are not independent under the worst-case prior. Nevertheless, the consideration set is still determined by a threshold strategy. The ranking of alternatives is determined by the expectation of a convex transformation of the payoffs, taken with respect to the worst-case prior, but not the baseline prior as in CDL (2019). Ambiguity aversion lowers this expectation, causing more alternatives to be included in the consideration set. Using numerical examples we show that ambiguity aversion acts like risk aversion in determining the consideration set for any fixed information cost parameter: an ambiguity averse DM wants to consider a safe alternative.

In consumer problem 3 we study an example with arbitrarily correlated payoffs under the baseline prior. There are three options: a safe option with constant payoffs, two risky options with negatively correlated payoffs. In this case no simple threshold strategy determines the consideration set. There is a hedging motive even under risk or ambiguity neutrality: the rationally inattentive consumer chooses the two risky options only. Introducing risk aversion or ambiguity aversion changes the result dramatically. With risk aversion only, the consumer will choose the safe option and one of the risky options only.

By contrast, with ambiguity aversion only, the consumer will always choose the two risky options only. As the degree of ambiguity aversion gradually rises to a sufficiently high level, the consumer reverses their unconditional choice probabilities of the two risky options: the consumer is more likely to choose the risky option with lower (higher) payoffs, when their degree of ambiguity aversion is sufficiently high (low). Intuitively, the consumer's specification doubts induce them to slant their beliefs pessimistically toward worse outcomes. They are willing to choose the worse risky option with a higher probability when they believe that this option is much more likely to pay off.

Based on consumer problem 3, we study an example to illustrate that an ambiguity averse DM may not select an action with a higher unconditional probability if that action is improved in the sense of first-order-stochastic dominance under the baseline prior. This result is in contrast to Proposition 3 of MM (2015). The intuition is that the ambiguity averse DM slants their beliefs toward to the state with worse outcomes and hence may select another action that gives a higher payoff in that state with a higher unconditional probability.

Our paper is related to two strands of literature. First, in addition to the aforementioned studies, our paper is related to a growing literature on RI. Most studies on discrete choices under RI are set up in static models. Steiner, Stewart, and Matějka (2017) extend the static model of MM (2015) to a dynamic setting. Woodford (2009) studies a dynamic binary choice problem under RI (the problem of a firm that decides each period whether to reconsider its price). CD (2013) and CDL (2020) extend the static Shannon model to general information cost functions. Miao and Xing (2020) extend their models to a dynamic setting using the posterior-based approach of CD (2013).
Most existing work on RI has focused on models with continuous choices, which are typically set up in the linear-quadratic-Gaussian framework (e.g., Peng and Xiong (2006), Luo (2008), Maćkowiak and Wiederholt (2009), Mondria (2010), Van Nieuwerburgh and Veldkamp (2010), Kőszegi and Matějka (2019), Miao (2019), and Miao, Wu, and Young (2019)). Jung et al (2018) show that rationally inattentive agents can constrain themselves voluntarily to a discrete choice set even when the initial choice set is continuous. See Sims (2010) and Maćkowiak, Matějka and Wiederholt (2018) for surveys and references cited therein.

Our paper is also related to the large literature on robustness and ambiguity. Most studies in this literature focus on applications in finance and macroeconomics with continuous choices. Instead of citing all relevant papers, we refer the reader to Epstein and Schneider (2010) and Hansen and Sargent (2008, 2010b) for surveys. Here we mention most closely related papers by Hansen (2007), Hansen and Sargent (2007, 2010a), and Hansen and Miao (2018) who combine robustness and learning. These papers introduce robustness to both models given hidden states and priors about these states. In this case there are two pessimistic belief adjustments. In both robust control and RI models, Shannon entropy is an important ingredient.

To the best of our knowledge, our paper is the first that introduces robustness to the Shannon model in a discrete choice setting. Previous applications of robust control models often suffer from the critique that ambiguity aversion and risk aversion have qualitatively similar effects on behavior. By contrast, we show that ambiguity aversion and risk aversion can generate qualitatively different choice behaviors under RI.

2 Model

We first introduce the model setup and then provide a recommendation lemma to simplify the decision problem.

2.1 Setup

We start by presenting the standard Shannon model in a discrete choice setting studied by CD (2013), MM (2015), and CDL (2019). Uncertainty is represented by a finite state space \( X = \{x_1, x_2, \ldots, x_M\} \) and a prior \( \mu \in \Delta(X) \), where \( \Delta(Y) \) denotes the set of probability distributions on any finite set \( Y \). We use a bold letter \( \mathbf{x} \) to denote a random variable and a normal letter \( x \) to denote its realization.

The DM does not observe the state, but can acquire a signal about the state. Based on the signal they select an element from a finite action set \( A \) to maximize expected utility of \( u(x, a) \), where \( u : X \times A \to \mathbb{R} \) is a bounded function. They can also choose an optimal information structure by paying a cost modeled by the Shannon mutual information.
Formally, let $S$ denote a finite set of signal realizations. For simplicity suppose that $|A| = |S|$. A strategy is a pair $(d, \sigma)$ composed of

1. an information strategy $d$ consisting of a system of signal distributions $d(s|x)$, for all $s \in S$, $x \in X$;

2. an action strategy $\sigma : S \rightarrow A$, which gives an action $a = \sigma(s)$ when observing a signal $s$.

Let $\Sigma$ denote the set of all strategies. An information strategy $d$ and the prior $\mu$ induce a joint distribution $d \otimes \mu$ over $X \times S$: $(d \otimes \mu)(x,s) \equiv d(s|x)\mu(x)$. Given this joint distribution, we can define the mutual information as

$$I_{d \otimes \mu}(x;s) = \sum_{x,s} d(s|x)\mu(x) \ln \frac{d(s|x)}{\sum_x d(s|x)\mu(x)} = H(\mu) - H(\mu(\cdot|s)), \tag{1}$$

where $(x,s)$ is a random vector on $X \times S$ with distribution $d \otimes \mu$, $\mu(x|s)$ denotes the posterior given by

$$\mu(x|s) = \frac{\mu(x)d(s|x)}{\sum_x \mu(x)d(s|x)} \text{ if } \nu(s) \equiv \sum_x \mu(x)d(s|x) > 0,$$

and $H(\mu) (H(\mu(\cdot|s)))$ denotes the Shannon (conditional) entropy defined as

$$H(\mu) = -\sum_x \mu(x) \ln \mu(x), \quad H(\mu(\cdot|s)) = -\sum_s \nu(s) H(\mu(\cdot|s)).$$

Equation (1) gives two equivalent definitions of the mutual information. See Cover and Thomas (2006) for a textbook introduction.

Entropy $H(\mu)$ measures the amount of prior uncertainty. After observing signals $s$, the amount of uncertainty becomes $H(\mu(\cdot|s))$. The mutual information measures the reduction of uncertainty after observing signals. Since entropy is a concave function, the mutual information is always nonnegative.

We are ready to state the standard RI problem in the signal-based form:

**Problem 1 (Signal-based standard RI problem)**

$$V(\mu) \equiv \max_{(d,\sigma) \in \Sigma} \mathbb{E}_{d \otimes \mu}[u(x,\sigma(s))] - \lambda I_{d \otimes \mu}(x;s),$$

where $\lambda > 0$ denotes the shadow cost of information and $\mathbb{E}_{d \otimes \mu}$ is an expectation operator given distribution $d \otimes \mu$.

We use $V(\mu)$ to denote the value function for the standard RI problem. As is well known in the literature, the solution to this problem is sensitive to the specification of the prior $\mu$. If the decision maker is concerned about model misspecification, they want to seek robust decision making.
We follow Hansen and Sargent (2008) and Hansen and Miao (2018) to introduce robustness. Let \( \hat{\mu} \in \Delta (X) \) denote a baseline prior. For simplicity, suppose that \( \hat{\mu}(x) > 0 \) for any \( x \in X \). This prior may not be the ‘true’ distribution of the state of nature. The DM thinks another prior \( \mu \in \Delta (X) \) as possible. Whenever \( \mu \) and \( \hat{\mu} \) are different, the DM is subject to a penalty measured by the relative entropy

\[
R(\mu||\hat{\mu}) = \sum_x \mu(x) \ln \frac{\mu(x)}{\hat{\mu}(x)}.
\]

We can then formulate the robust RI problem in the signal-based form:

**Problem 2** (Signal-based robust RI problem)

\[
W(\hat{\mu}) = \min_{\mu \in \Delta(X)} \max_{(d,\sigma) \in \Sigma} \mathbb{E}_{d \otimes \mu} [u(x, \sigma(s))] - \lambda I_{d \otimes \mu}(x; s) + \theta R(\mu||\hat{\mu}),
\]

where \( \theta > 0 \) denotes a robustness parameter.

Since the constraint sets are compact and the objective function is continuous, the robust RI problem has a solution. The minimization in (2) reflects the DM’s pessimistic behavior. They want to consider the worst-case scenario. The parameter \( \theta \) plays a critical role. There are several interpretations. First, we may assume that the deviation of \( \mu \) from \( \hat{\mu} \) is restricted by the constraint \( R(\mu||\hat{\mu}) \leq \eta \) for some \( \eta > 0 \). The DM solves the following so called constraint problem (Hansen and Sargent (2008)):

\[
\min_{\mu \in \Delta(X)} \max_{(d,\sigma) \in \Sigma} \mathbb{E}_{d \otimes \mu} [u(x, \sigma(s))] \quad \text{subject to} \quad R(\mu||\hat{\mu}) \leq \eta.
\]

Then \( \theta \) is related to the Lagrange multiplier of this constraint. Treating \( \theta \) as a fixed penalty parameter, the minimization problem in (2) is a multiplier problem (Hansen and Sargent (2008)). We can interpret \( \theta \) as the shadow cost of belief distortions. A larger value of \( \theta \) means that the DM is penalized more when their beliefs deviate from \( \hat{\mu} \) and thus the DM will trust the baseline prior \( \hat{\mu} \) more.

Second, we follow Maccheroni, Marinacci, and Rustichini (2006) and interpret \( 1/\theta \) as an ambiguity aversion parameter. The idea is that the DM has ambiguous beliefs about the state of nature and has a set of priors in mind with \( \hat{\mu} \) being one of them. The DM with a larger value of \( 1/\theta \) is more ambiguity averse. Maccheroni, Marinacci, and Rustichini (2006) provide a decision theoretic foundation for this interpretation. In this paper we use both interpretations interchangeably.

### 2.2 Revelation Principle

Problem 2 is difficult to analyze. To simplify the analysis, we transform it into an equivalent full information problem in which the choice is random and represented by a (state-dependent) choice rule.
Formally, we say that a strategy \((d, \sigma) \in \Sigma\) generates a choice rule \(p \in \Delta (A|X)\), where \(\Delta (A|X)\) denotes the set of conditional distributions \(p(\cdot|x)\) on \(A\) given \(x \in X\), if

\[
p(a|x) = \Pr(\sigma(s) = a|x) = \sum_{s \in S: \sigma(s) = a} d(s|x).
\]  

(3)

Then \(p\) and \(\mu\) induce a joint distribution \(p \otimes \mu\) over \(X \times A\): \(p \otimes \mu(x,a) \equiv p(a|x)\mu(x)\). Given this joint distribution, we can define the mutual information as

\[
I_{p \otimes \mu}(x; a) = \sum_{x,a} p(a|x) \mu(x) \ln \frac{p(a|x)\mu(x)}{\sum_x p(a|x)\mu(x)} = H(\mu) - H(\mu(\cdot|a)),
\]

(4)

where \(H(\mu(\cdot|a))\) is the conditional entropy defined as

\[
H(\mu(\cdot|a)) = \sum_a q(a) H(\mu(\cdot|a)).
\]

Here \(\mu(\cdot|a) \in \Delta (X)\) and \(q \in \Delta (A)\) denote the posterior and marginal distributions induced by the joint distribution \(p \otimes \mu\):

\[
q(a) = \sum_x p(a|x)\mu(x),
\]

(5)

\[
\mu(x|a) = \frac{p(a|x)\mu(x)}{\sum_x p(a|x)\mu(x)} \text{ if } q(a) > 0.
\]

(6)

Conversely, a choice rule \(p \in \Delta (A|X)\) can induce a strategy \((d, \sigma)\). Specifically, let \(|S| = |A|\) and fix any bijection \(\phi : A \to S\). Define

\[
d(s|x) = p(a|x), \enspace \sigma(s) = a, \text{ for } s = \phi(a).
\]

(7)

**Problem 3** (Choice-based robust RI problem)

\[
J(\hat{\mu}) \equiv \min_{\mu \in \Delta(X)} \max_{p \in \Delta(A|X)} \mathbb{E}_{p \otimes \mu} [u(x,a)] - \lambda I_{p \otimes \mu}(x;a) + \theta R(\mu||\hat{\mu}),
\]

(8)

where \(\mathbb{E}_{p \otimes \mu}\) is an expectation operator given distribution \(p \otimes \mu\).

We have the following recommendation lemma or the revelation principle similar to MM (2015).

**Lemma 1** Let \((\mu^*, d^*, \sigma^*)\) solve Problem 2. Then \((d^*, \sigma^*)\) generates a choice rule \(p\) such that \((\mu^*, p)\) solves Problem 3. Conversely, let \((\mu^*, p^*)\) solve Problem 3. Then \(p^*\) induces a strategy \((d, \sigma)\) such that \((\mu^*, d, \sigma)\) solves Problem 2. Moreover, \(W(\hat{\mu}) = J(\hat{\mu})\).

By this lemma, we will focus our analysis on Problem 3. Before providing solutions to this problem in the next section, we first present some special limiting cases. First, when \(\theta = \infty\),
Problem 3 is reduced to the standard RI problem. In this case the worst-case prior is the baseline prior. Second, when \( \theta = 0 \), Problem 3 is reduced to the following one:

\[
\min_{\mu \in \Delta(X)} \max_{p \in \Delta(A|X)} E_{p \otimes \mu} [u(x, a)] - \lambda I_{p \otimes \mu} (x; a).
\]

This is the extreme case in which the DM thinks any prior in the feasible set \( \Delta(X) \) is possible and the penalty cost is zero. Third, when \( \lambda = 0 \), the DM can acquire signals to fully observe the state. The DM will select the highest-payoff action with probability one conditional on each state. Finally, when \( \lambda = \infty \), the DM does not acquire any information about the state and selects an action to maximize expected utility given the worst-case prior.

3 Model Solution

We first present the solution to the standard RI problem with \( \theta = \infty \) and then analyze the robust RI problem with \( 0 < \theta < \infty \). We also discuss algorithms to solve these problems.

3.1 A Benchmark

MM (2015) present necessary conditions for the standard RI problem. CD (2013) and CDL (2019) characterize the complete necessary and sufficient conditions and argue that these conditions are important for identifying the consideration set.

The consideration set is defined as the set of actions chosen with positive probabilities. Formally, for any \( q \in \Delta(A) \), the associated consideration set is defined as \( B(q) = \{ a \in A : q(a) > 0 \} \).

**Proposition 1** Fix a prior \( \mu \in \Delta(X) \). The choice rule \( p^* \in \Delta(A|X) \) is an optimal solution to the standard RI problem if and only if it satisfies the following conditions

\[
p^*(a|x) = \frac{q^*(a) \exp \left( u(x, a) / \lambda \right)}{\sum_b q^*(b) \exp \left( u(x, b) / \lambda \right)} \text{ for } \mu(x) > 0,
\]

and

\[
\sum_x \mu(x) \exp \left( u(x, a) / \lambda \right) \leq 1 \text{ for all } a \in A,
\]

with equality if \( a \in B(q^*) \), where

\[
q^*(a) = \sum_x \mu(x) p^*(a|x) \text{ for all } a \in A.
\]

The value function is given by

\[
V(\mu) = \sum_x \mu(x) v(x), \quad v(x) \equiv \lambda \ln \sum_a q^*(a) \exp \left( u(x, a) / \lambda \right),
\]

and \( V(\mu) \) is convex and satisfies

\[
\frac{\partial V(\mu)}{\partial \mu(x)} = v(x) - v(x_M), \quad x = x_1, x_2, \ldots, x_{M-1}.
\]
We may interpret the above solution in two ways. First, equation (9) shows that the optimal choice probabilities resemble the logit rule (MM (2015)). The action weights \( q^* \) shift the choice probabilities toward those actions that appeared to be good candidates a priori. These weights depend on the prior \( \mu \) and the cost of information \( \lambda \). Second, following Steiner, Stewart, and Matějka (2017), the weights \( q^* \) can be interpreted as a default rule. The DM’s actual choice probabilities \( p^*(a|x) \) differ from the default rule and tilts toward the action with a higher payoff. The default rule itself is endogenous.

By (9), we can compute the posterior given any chosen action \( a \in B(q^*) \):

\[
\mu(x|a) = \frac{\exp \left( \frac{u(x,a)}{\lambda} \right) \mu(x)}{\sum_b q^*(b) \exp \left( \frac{u(x,b)}{\lambda} \right)}.
\]

(14)

In this case (10) holds with equality, meaning that the expression for \( \mu(\cdot|a) \) given above is a valid probability distribution. This expression for the posterior implies the invariant likelihood ratio (ILR) property discussed in CD (2013):

\[
\frac{\mu(x|a)}{\mu(x|b)} = \frac{\exp \left( \frac{u(x,a)}{\lambda} \right)}{\exp \left( \frac{u(x,b)}{\lambda} \right)}.
\]

(15)

for any two distinct chosen actions \( a, b \in B(q^*) \) and for any \( x \in X \). By this property, we can compute the cost of information:

\[
\lambda = \frac{u(x,a) - u(x,b)}{\ln \mu(x|a) - \ln \mu(x|b)}.
\]

(16)

CD (2013) design experiments to test the ILR property using (16).

### 3.2 Robustness

We now turn to the analysis of the robust RI Problem 3 in which the prior \( \mu \) may be misspecified. We need to solve the worst-case prior and the associated choice rule.

The critical step to solve Problem 3 is to transform it into the following simpler problem:

\[
J(\hat{\mu}) \equiv \min_{\mu \in \Delta(X)} \max_{p \in \Delta(A|X), q \in \Delta(A)} F(p, q, \mu),
\]

(17)

where

\[
F(p, q, \mu) = \sum_{x,a} \mu(x) p(a|x) \left( u(x,a) - \lambda \ln \frac{p(a|x)}{q(a)} \right) + \theta \sum_x \mu(x) \ln \frac{\mu(x)}{\hat{\mu}(x)}.
\]

(18)

Here \( q \) is a default rule and must satisfy (5). A somewhat surprising result is that the first-order condition with respect to \( q \) for (17) gives (5) (Blahut (1972, Theorem 4)). Thus we do not need to impose constraint (5) when solving problem (17). Then the choice set in (17) becomes a Cartesian product of compact convex sets. We can check that the objective function \( F \) is convex in \( \mu \) and
jointly concave in \( p \) and \( q \). By the minimax theorem, we can exchange the extremization without affecting the optimized value:

\[
J(\hat{\mu}) = \max_{p \in \Delta(A|X), q \in \Delta(A)} \min_{\mu \in \Delta(X)} F(p, q, \mu).
\]

(19)

The inside minimization problem gives the multiplier utility model of Hansen and Sargent (2008). The maxmin expected utility model of Gilboa and Schmeidler (1989) is the limit as \( \theta \to 0 \).

Now we can state the necessary and sufficient conditions for optimality as follows:

**Proposition 2** The pair \((p^*, \mu^*) \in \Delta(A|X) \times \Delta(X)\) is an optimal solution to the robust RI problem if and only if the following conditions are satisfied:

\[
p^*(a|x) = \frac{q^*(a) \exp(u(x, a)/\lambda)}{\sum_b q^*(b) \exp(u(x, b)/\lambda)} \quad \text{for } \mu^*(x) > 0,
\]

(20)

\[
\sum_x \mu^*(x) \exp(u(x, a)/\lambda) \leq 1 \quad \text{for all } a \in A,
\]

(21)

with equality if \( a \in B(q^*) \), where

\[
q^*(a) = \sum_x \mu^*(x) p^*(a|x), \quad a \in A,
\]

(22)

\[
\mu^*(x) = \frac{\exp(-v(x)/\theta) \hat{\mu}(x)}{\sum_x \exp(-v(x)/\theta) \hat{\mu}(x)}, \quad x \in X.
\]

(23)

The value function is given by

\[
J(\hat{\mu}) = -\theta \ln \sum_x \hat{\mu}(x) \exp \left(-\frac{v(x)}{\theta}\right),
\]

(24)

where \( v(x) \) is given in (12).

By (12), we can interpret \( v(x) \) as the ex post payoff (utility) derived from a standard RI problem for a given prior \( \mu^* \). Comparing Propositions 1 and 2 reveals that the robust choice and default rules differ from those in the standard model in that the prespecified prior \( \mu \) is replaced by the worst-case prior \( \mu^* \). The worst-case prior tilts the baseline prior \( \hat{\mu} \) by putting more weights on the state with a lower payoff \( v(x) \). At the same time, \( v(x) \) is generated from a standard RI problem the given prior \( \mu^* \). The resulting value function is smaller than that in the standard model \( J(\hat{\mu}) < V(\hat{\mu}) \). The loss in utility reflects the cost of model misspecification or ambiguity aversion.

We can interpret the solution to the robust RI Problem 3 as an ex post Bayesian solution. Once the worst-case prior \( \mu^* \) is determined, the DM solves a standard RI problem taking the prior \( \mu^* \) as given.

Importantly, the ex post payoff \( v(x) \) in state \( x \) depends on the default rule \( q^* \) by (12), which in turn is endogenously chosen from a standard RI problem given the worst-case prior \( \mu^* \). In this sense, both \( \mu^* \) and \((p^*, q^*)\) are jointly determined in the robust RI problem.
By (20), the robust posterior \( \mu^* (x|a) \) also satisfies (14). The difference is that the exogenous prior \( \mu \) is replaced by the worst-case prior \( \mu^* \) and the default rule \( q^* \) is derived from the robust RI solution. The ILR property (15) also holds for the robust posterior \( \mu^* (x|a) \) and \( \mu^* (x|b) \) for any \( x \in X \) and \( a, b \in B(q^*) \). Moreover, equation (16) also holds.

There is an alternative interpretation of the robust RI Problem 3 and its solution. We may view this problem as a zero-sum game (Hansen and Sargent (2008)). The minimizing player chooses a prior \( \mu \) first and then the maximizing player chooses a choice rule \( p \) next. By the minimax theorem as in (19), we can change the timing protocol without affecting the solution by assuming that the maximizing player chooses first and then the minimizing player chooses next. The robust RI solution can then be interpreted as a Nash equilibrium. This equilibrium is the same as the Stackelberg equilibrium for the zero-sum game.

### 3.3 Posterior-Based Approach

We can rewrite the robust RI problem as

\[
J (\hat{\mu}) = \max_{\mu \in \Delta(X)} V (\mu) + \theta R (\mu|\hat{\mu}) ,
\]

where \( V (\mu) \) is the value function for the standard RI problem with the prior \( \mu \). Given \( V (\mu) \), this is a robust control problem studied by Hansen and Sargent (2008) and Hansen and Miao (2019).

CD (2013) and CDL (2019) propose a posterior-based approach to solve the standard Shannon model for any given prior \( \mu \) and determine \( V (\mu) \):

\[
V (\mu) = \max_{q \in \Delta(A), \mu(\cdot|\cdot) \in \Delta(X|A)} \sum_a q (a) N^a (\mu (\cdot|a)) - \lambda H (\mu) \tag{25}
\]

subject to

\[
\mu (x) = \sum_a \mu (x|a) q (a) , \ x \in X ,
\]

(26)

where \( N^a \) denotes the net utility function associated with action \( a \) defined as

\[
N^a (\mu (\cdot|a)) \equiv \sum_x \mu (x|a) u (x,a) + \lambda H (\mu (\cdot|a)) .
\]

We can then reformulate the choice-based robust RI problem as an equivalent posterior-based problem of choosing \( \mu \in \Delta(X) \), \( q \in \Delta(A) \), and \( \mu (\cdot|\cdot) \in \Delta(X|A) \). Once \( q \) and \( \mu (\cdot|\cdot) \) are determined, we can recover the choice rule

\[
p (a|x) = \frac{q (a) \mu (x|a)}{\mu (x)} \text{ if } \mu (x) > 0 .
\]

Notice that the net utility function \( N^a (\mu (\cdot|a)) \) is concave in \( \mu (\cdot|a) \) due to the concavity of entropy \( H (\mu (\cdot|a)) \). However, the objective function in (25) is not jointly concave in \( q \) and \( \mu (\cdot|\cdot) \).
Thus one has to solve a concavification problem. This posterior-based approach has a nice geometric interpretation of the solution, which helps understand economic intuition. Specifically, for any given prior \( \mu \), one graphs the net utilities associated with all actions and finds the point on the convex hull directly above the prior \( \mu \); the optimal posteriors are the points of tangency of the supporting hyperplane at this point and the net utility functions (see Figure 1). This generates the value function \( V(\mu) \) for the standard RI problem. On top of this problem, the robust strategy determines the worst-case prior \( \mu^* \) that minimizes \( V(\mu) \) plus a penalty cost measured by the entropy relative to the baseline prior \( \hat{\mu} \). The robust posteriors and default rule are optimal relative to \( \mu^* \).

By Propositions 1 and 2, we have

\[
V(\mu^*) = \sum_x \mu^*(x) v(x) = \sum_x \mu^*(x) \hat{V}(x) + \lambda \sum_x \mu^*(x) \ln \mu^*(x),
\]

where \( \hat{V}(x) \equiv v(x) - \lambda \ln \mu^*(x) \). Miao and Xing (2019) show that \( \hat{V}(x) \) is the height of the supporting hyperplane at the point with \( \mu^*(x) = 1 \) and \( \mu^*(x') = 0 \) for all \( x' \neq x \). Replacing \( v(x) \) in (23), we can show that

\[
\mu^*(x) = \frac{\hat{\mu}(x) \frac{\theta}{1+\theta} \exp \left(-\frac{1}{1+\theta} \hat{V}(x) \right)}{\sum_{x'} \hat{\mu}(x') \frac{\theta}{1+\theta} \exp \left(-\frac{1}{1+\theta} \hat{V}(x') \right)}.  
\]

Thus the worst-case prior \( \mu^* \) puts more weight on a lower payoff \( \hat{V}(x) \). The payoff \( \hat{V}(x) \) is related to \( v(x) \) and has a better geometric interpretation. Notice that \( \hat{V}(x) \) or \( v(x) \) tends to be low when \( u(x,a) \) is low for a chosen action \( a \).

The left panel of Figure 1 illustrates the case with two states \( x_1 \) and \( x_2 \) and one action \( a \). For the standard Shannon model, the tangency point of the supporting plane lies directly above the prior \( \hat{\mu} \) so that the prior is the optimal posterior. For the robust Shannon model, the optimal posterior is the same as the worst-case prior \( \mu^* \). Since \( q^*(a) = 1 \) with only one action \( a \), we have

\[
\mu^*(x) = \frac{\exp \left(-u(x,a)/\theta \right) \hat{\mu}(x)}{\sum_x \exp \left(-u(x,a)/\theta \right) \hat{\mu}(x)} , \quad x = x_1, x_2.
\]

In the figure, since \( u(x_1,a) < u(x_2,a) \), we have \( \mu^*(x_1) > \hat{\mu}(x_1) \) and the tangent hyperplane tilts downward toward the state \( x_1 \). The right panel of Figure 1 illustrates the case with two states and two actions. The worst-case prior \( \mu^*(x) \) lies in the convex hull of the tangency points, which give the optimal posteriors \( \mu^*(x_1|a) \) and \( \mu^*(x_1|b) \).

As in CDL (2019), for an action to be in the consideration set, its net utility must touch the supporting hyperplane. Except in cases of indifference, this means that the net utility function associated with this action would pierce the hyperplane associated with a problem that did not
include this action. This is more likely if the net utility associated with this action is higher (i.e. the payoffs are higher) or the hyperplane is lower (i.e. the payoffs to the other actions are lower). The latter case reflects a hedging motive: an action is more likely to be considered when it pays off more in states in which other actions pay off less.

For the standard Shannon model, CD (2013) establish a locally invariant posteriors (LIP) property; that is, optimal posterior distributions are locally invariant to changes in priors in the convex hull of the optimal posteriors. This result is intuitive using the geometric interpretation discussed earlier: local changes of priors in the convex hull of the tangency points of the hyperplane and net utility functions do not change these tangency points. In our robust RI model, these priors are not the primitives of the model. They are the worst-case priors endogenously derived from a robust control problem given a baseline prior $\hat{\mu}$ and a penalty parameter $\theta$. Similar to CD (2013), we have the following invariance result. The proof is similar to that of Corollary 1 in CD (2013) and hence is omitted here.

**Corollary 1** Let $B$ and $\mu (\cdot |\cdot)$ be the optimal consideration set and posterior distribution for the robust RI problem with the baseline prior $\hat{\mu}$ and the penalty parameter $\theta$. If $B' \subset B$ and $\mu (\cdot |a) = \mu' (\cdot |a)$ for any $a \in B'$, then $B'$ and $\mu' (\cdot |a)$ are optimal for a robust RI problem with some baseline prior $\hat{\mu}'$ and penalty parameter $\theta'$.

It merits emphasis that the LIP of CD (2013) does not hold in our robust RI model. More specifically, our invariance result only holds for a combination of $\hat{\mu}'$ and $\theta'$. Local changes of baseline priors $\hat{\mu}$ in the convex hull of the tangency points may affect the optimal posteriors. But a local change of $\hat{\mu}$ such that the associated worst-case prior $\mu^*$ remains in that convex hull will not change the optimal posteriors. See the right panel of Figure 1 for the intuition and Section 4.1 for a specific example.

CDL (2019) establish a converse result that finds exogenous priors associated with any given consideration set. We are unable to provide a similar result. In our model, a baseline prior and a robustness parameter are primitives. Any given consideration set must be generated by both some baseline prior and some robustness parameter. In Section 4 we will study some examples that permit a clear comparative statics analysis.

### 3.4 Numerical Methods

There is no closed-form solution in general even for the standard RI problem. Arimoto (1972) and Blahut (1972) develop the following efficient algorithm to find numerical solutions:

1. Start with a guess $p^{(0)} \in \Delta (A|X)$ with $p^{(0)} (a|x) > 0$ for all $(x,a) \in X \times A$. 

2. Given \( p(0) \), compute
\[
q^{(k+1)} (a) = \sum_x \mu (x) p^{(k)} (a|x),
\]
\[
p^{(k+1)} (a|x) = \frac{q^{(k+1)} (a) \exp (u (x,a) / \lambda)}{\sum_a q^{(k+1)} (a) \exp (u (x,a) / \lambda)}.
\]

3. Iterate over \( k \geq 0 \) until convergence.

To understand the intuition for this algorithm, we combine the above two equations to yield
\[
q^{(k+1)} (a) = \left[ \sum_x \frac{\mu (x) \exp (u (x,a) / \lambda)}{\sum_a q^{(k)} (a) \exp (u (x,a) / \lambda)} \right] q^{(k)} (a).
\]
The term in brackets is the left side of (10) and determines if \( q^{(k+1)} (a) \) rises or falls. Because of condition (10), the algorithm can converge to two possible limit points. One is a positive limit with \( q (a) > 0 \) and the term in brackets is equal to one, a case that includes \( q (a) = 1 \). The other limit is such that \( q (a) = 0 \), which happens when (10) holds with strict inequality.

The Arimoto-Blahut algorithm is an application of the general block coordinate descent algorithm, which applies to multivariate optimization problems in which the constraint set has a Cartesian product property. The key idea is that at each iteration one solves the optimization problem with respect to each of the block coordinate taken in cyclic order. Under some convexity assumptions, the algorithm converges (Bertsekas (2016)). Based on this idea, we propose the following generalized Arimoto-Blahut algorithm to solve the robust RI Problem 3:

1. Start with a guess \( \mu (0) \in \Delta (X) \) with \( \mu (0) (x) > 0 \) for all \( x \) and a guess \( p (0) \in \Delta (A|X) \) with \( p (0) (a|x) > 0 \) for all \( (x,a) \).
2. Given \( (q^{(k)}, p^{(k)}, \mu^{(k)}) \), compute
\[
q^{(k+1)} (a) = \sum_x \mu^{(k)} (x) p^{(k)} (a|x),
\]
\[
p^{(k+1)} (a|x) = \frac{q^{(k+1)} (a) \exp (u (x,a) / \lambda)}{\sum_a q^{(k+1)} (a) \exp (u (x,a) / \lambda)},
\]
\[
\mu^{(k+1)} (x) = \frac{\exp (-v^{(k+1)} (x) / \theta) \hat{\mu} (x)}{\sum_x \exp (-v^{(k+1)} (x) / \theta) \hat{\mu} (x)},
\]
where
\[
v^{(k+1)} (x) = \lambda \ln \sum_a q^{(k+1)} (a) \exp (u (x,a) / \lambda).
\]
3. Iterate over integer \( k \geq 0 \) until convergence.

We will apply this algorithm to derive numerical solutions in the next section.
4 Applications

In this section we revisit the three consumer choice problems studied by CDL (2019). We introduce robustness to these problems and study the implications of model uncertainty for the consideration set and choice behavior.

4.1 Consumer Problem 1: Finding the Good Alternative

We begin by a canonical consumer problem that permits a closed-form solution. The consumer is faced with a range of possible goods identified as a set $A = \{1, 2, \ldots, M\}$. One of these options is good. The others are bad. The utilities of the good and bad options are $u_G$ and $u_B$ respectively, with $u_G > u_B$. We define the state space to be the same as the action space $X = A$, with the interpretation that state $i \in X$ is the state in which option $i$ is of high quality and all others are of low quality. Thus

$$u(x, a) = \begin{cases} u_G & \text{if } x = a \\ u_B & \text{otherwise} \end{cases}.$$  

(27)

Let $\mu(i)$ be the baseline prior probability that option $i$ yields the good prize. Without loss of generality, we order states according to $\mu(i) \geq \mu(i + 1) \geq \mu(M) > 0$. The DM can acquire information about the state by paying entropy-based information cost. The DM also has concerns about model misspecification and seeks robust decision making that performs well when their prior $\mu$ may deviate from $\mu$. The decision problem can be formalized as Problem 3.

Let

$$\exp\left(\frac{u_B}{\lambda}\right) \equiv \bar{u} \text{ and } \exp\left(\frac{u_G}{\lambda}\right) \equiv \bar{u} (1 + \delta).$$

We will show that the solution does not depend on $\bar{u}$.

**Proposition 3** For robust consumer problem 1, define $K = M$ if

$$\mu(M) > \left[ \frac{\sum_{i=1}^M \mu(i)^{\frac{\theta}{1+\theta}}}{\delta + M} \right]^{\frac{\lambda+\theta}{\theta}}.$$  

(28)

Otherwise, define $K < M$ as the unique integer such that

$$\mu(K) > \rho \geq \mu(K + 1),$$  

(29)

where

$$\rho = \left[ \frac{\sum_{i=1}^K \mu(i)^{\frac{\theta}{1+\theta}}}{\delta + K} \right]^{\frac{\lambda+\theta}{\theta}}.$$  

(30)
Then the worst-case prior is
\[
\mu^*(x) = \frac{\rho^\frac{\lambda}{\lambda + \theta} \hat{\mu}(x)^\frac{\theta}{\lambda + \theta}}{\rho^\frac{\lambda}{\lambda + \theta} \sum_{i=1}^{K} \hat{\mu}(i)^\frac{\theta}{\lambda + \theta} + \sum_{i=K+1}^{M} \hat{\mu}(i)}, \quad \text{for } x = 1, \ldots, K, 
\]
\[
\mu^*(x) = \frac{\rho^\frac{\lambda}{\lambda + \theta} \hat{\mu}(x)}{\rho^\frac{\lambda}{\lambda + \theta} \sum_{i=1}^{K} \hat{\mu}(i)^\frac{\theta}{\lambda + \theta} + \sum_{i=K+1}^{M} \hat{\mu}(i)}, \quad \text{for } x = K + 1, \ldots, M. 
\]

The optimal default rule is
\[
q^*(a) = \frac{1}{\delta} \left[ \left( \frac{\hat{\mu}(a)}{\rho} \right)^\frac{\theta}{\lambda + \theta} - 1 \right], \quad \text{for } a = 1, \ldots, K, 
\]
\[
q^*(a) = 0, \quad \text{for } a = K + 1, \ldots, M. 
\]

The consideration set is given by \(B = \{1, 2, \ldots, K\}\). The posterior distribution for any \(a \leq K\) is
\[
\mu^*(x|a) = \begin{cases} 
\frac{(1+\delta)^\rho}{\rho^\frac{\lambda}{\lambda + \theta} \sum_{i=1}^{K} \hat{\mu}(i)^\frac{\theta}{\lambda + \theta} + \sum_{i=K+1}^{M} \hat{\mu}(i)}, & x = a \leq K, \\
\frac{\rho^\frac{\lambda}{\lambda + \theta} \sum_{i=1}^{K} \hat{\mu}(i)^\frac{\theta}{\lambda + \theta} + \sum_{i=K+1}^{M} \hat{\mu}(i)}{\rho^\frac{\lambda}{\lambda + \theta} \sum_{i=1}^{K} \hat{\mu}(i)^\frac{\theta}{\lambda + \theta} + \sum_{i=K+1}^{M} \hat{\mu}(i)}, & x \neq a, x \leq K, \\
\mu^*(x), & x > K.
\end{cases} 
\]

By this proposition, we can derive the following robust choice rule for \(x = 1, \ldots, K\):
\[
p^*(a|x) = \frac{1+\delta}{\delta} \left[ \left( \frac{\hat{\mu}(a)}{\rho} \right)^\frac{\theta}{\lambda + \theta} - 1 \right] \left( \frac{\rho}{\hat{\mu}(x)} \right)^\frac{\theta}{\lambda + \theta}, \quad \text{if } x = a 
\]
\[
p^*(a|x) = \frac{1}{\delta} \left[ \left( \frac{\hat{\mu}(a)}{\rho} \right)^\frac{\theta}{\lambda + \theta} - 1 \right] \left( \frac{\rho}{\hat{\mu}(x)} \right)^\frac{\theta}{\lambda + \theta}, \quad \text{if } x \neq a \leq K, 
\]
\[
p^*(a|x) = 0, \quad \text{if } a > K.
\]

For \(x > K\) and for all \(a \in A\), \(p^*(a|x) = q^*(a)\).

In the case of the uniform baseline prior \(\hat{\mu}(x) = 1/M\) for any \(x \in X\), condition (28) is satisfied and hence \(B = A\). Then we have \(q^*(a) = 1/M\) and \(\mu^*(x) = \hat{\mu}(x) = 1/M\) for any \(a \in A\) and \(x \in X\). The decision problem is symmetric. There is no belief distortion because the ex post payoff \(v(x)\) in each state is the same.

In general, as \(\theta \to \infty\), deviating from the baseline model is increasingly costly and thus the worst-case prior is the baseline prior itself. In this case Proposition 3 converges to Theorem 1 of CDL (2019).

The robust solution is similar to that of CDL (2019). Specifically, the consideration set is determined by a threshold strategy: the consumer will consider only alternatives with a prior probability of being high quality that is above an endogenously determined threshold \(\rho\). Alternatives below this threshold will never be chosen even though there is a chance that this set includes the high-quality good. Among considered alternatives, attention is allocated in such a way that the posterior probability of any alternative being of high-quality conditional on being chosen is the same,
regardless of prior belief. Unlike the solution of CDL (2019), the ambiguity aversion parameter $\theta$ affects the endogenous threshold $\rho$ and hence the consideration set. It also affects the default and choice rules.

To see the impact of this parameter, we establish the following comparative statics and limiting results.

**Proposition 4** For robust consumer problem 1, the number of chosen actions $|B|$ increases with $1/\theta$. Let $\mu(M) > 0$. Then, as $\theta \to 0$, $K \to M$, $\mu^*(x) \to 1/M$, $q^*(a) \to 1/M$, and

$$p(a|x) \to \frac{1}{\delta + M} \text{ if } x = a,$$

$$p(a|x) \to \frac{1}{\delta + M} \text{ if } x \neq a,$$

for any $x, a = 1, \ldots, M$.

This proposition shows that the consumer considers more options when they are more averse to model uncertainty or misspecification, i.e., when $1/\theta$ is larger. Intuitively, a more ambiguity averse consumer puts more weight to worse outcomes. As a result they are willing to consider more alternatives even though these alternatives are of low quality; that is, the threshold becomes lower. By contrast, CDL (2019) use numerical examples to show that the size of the consideration set decreases with the information cost parameter $\lambda$ for the standard Shannon model.\(^1\)

As $\theta \to 0$, the consumer becomes infinitely ambiguity averse as in the maxmin model of Gilboa and Schmeidler (1989). Then the consumer considers all alternatives as possible and puts equal weight on each alternative. As a result, the unconditional probability of choosing any alternative is equal. The conditional probability of making the right choice given any state is also the same.

We use Proposition 3 to illustrate the LIP property. Consider another baseline prior $\tilde{\mu}$ that satisfies the assumptions of the proposition. Moreover, let $\tilde{\mu}$ satisfy

$$\sum_{i=K+1}^{M} \tilde{\mu}(i) = \sum_{i=K+1}^{M} \hat{\mu}(i), \quad \sum_{i=1}^{K} \hat{\mu}(i)^{\frac{\theta}{\delta + \theta}} = \sum_{i=1}^{K} \tilde{\mu}(i)^{\frac{\theta}{\delta + \theta}}.$$

Then the optimal posteriors $\mu^*(\cdot|a)$, for $a = 1, 2, \ldots, K$, remain the same under $\tilde{\mu}$. However, this prior $\tilde{\mu}$ may not lie in the convex hull spanned by $\mu^*(\cdot|a)$ for $a = 1, 2, \ldots, K$ in the sense that $\tilde{\mu}(x) = \sum_{a} \mu^*(x|a) q(a)$ for some $q(a) \in \Delta(A)$. Instead this equation can hold when $\tilde{\mu}(x)$ is replaced by the worst-case prior $\mu^*$.

We use a numerical example to illustrate Propositions 3 and 4. Let $M = 3$, $\lambda = 1$, $\hat{\mu}(1) = 0.5$, $\hat{\mu}(2) = 0.35$, $\hat{\mu}(3) = 0.15$, $u_G = 1$, and $u_B = 0$. Figure 2 plots the solutions for different values of $\theta$. When $\theta$ is sufficiently large, the worst-case prior approaches the baseline prior and the robust

\(^1\)We can prove this result using a similar method for Proposition 4 in the appendix.
solution approaches the standard solution for which only alternatives 1 and 2 are considered. When \( \theta \) is sufficiently small, alternative 3 also enters the consideration set. The worst-case prior puts more weight to alternative 3. As \( \theta \) approaches zero, the worst-case prior approaches a uniform distribution over all alternatives.

[Insert Figure 2 Here]

### 4.2 Consumer Problem 2: Independent Valuation

We next consider a consumer choice problem with independent valuation. The consumer is faced with the choice between a number of different alternatives, the values of which are uncertain, but independently distributed. For example, the consumer decides which of several different cars to buy. Each car has a distribution of possible utilities it can deliver, depending on its price, fuel efficiency, reliability, and so on. We make the assumption that the utility associated with one car is independent of that of any other under some baseline belief. The consumer faces model uncertainty and does not trust their baseline belief. They may consider other priors different from the baseline as possible. The consumer must decide which cars to consider, and what to learn about each considered car prior to purchase.

Formally, the action set is \( A = \{1, 2, \ldots, M\} \). Let \( Z \subset \mathbb{R} \) be a finite set of possible utility levels for all actions. We define the state space as \( X = Z^M \). A typical state is therefore a vector of realized utilities for each possible action: \( x = (x_1, \ldots, x_M)' \), where \( x_i \in Z \) for all \( i \in A \). The utility of a state/action pair is then given by \( u(x, i) = x_i \). The assumption of independence under the baseline prior implies that there exist baseline probability distributions \( \hat{\mu}_1, \ldots, \hat{\mu}_M \in \Delta(Z) \) such that, for every \( x \in X \),

\[
\hat{\mu}(x) = \prod_{i=1}^{M} \hat{\mu}_i(x_i). \tag{34}
\]

**Proposition 5** For robust consumer problem 2 with independent valuation, there exists some constant \( c \) such that action \( i \) is chosen with \( q^*(i) > 0 \) if

\[
E^* \left[ \exp \left( u(x, i) / \lambda \right) \right] = \sum_{x \in X} \mu^* (x) \exp (x_i / \lambda) > c,
\]

and \( q^*(i) = 0 \) otherwise, where \( E^* \) denotes the expectation operator with respect to the worst-case prior \( \mu^* \).

This proposition shows that the robust solution also involves a threshold strategy determining a consideration set of alternatives about which the consumer will learn and from which they will make their eventual choice. However, in this case, the threshold is in terms of the expectation of the normalized utilities \( \exp (u(x, i) / \lambda) \), which are a convex transformation of the utility payoff.
Unlike the solution of CDL (2019), the expectation is taken with respect to the worst-case prior instead of the exogenously given baseline prior. Since an ambiguity averse consumer tilts their belief toward worse outcomes, this will lower their expected normalized utilities. Moreover, ambiguity aversion also affects the endogenous threshold \( c \).

Unlike the baseline prior, the worst-case prior violates the independence property (34). Nevertheless, in the appendix we show that the worst-case prior satisfies a special independence property in the sense that the component \( x_j \) of the state associated with any unchosen action \( j \) is independent of the remaining components of the state. The worst-case belief only distorts the probability of the components associated with the chosen actions. This property is critical for the proof of Proposition 5.

As CDL (2019) argue, the identification of the consideration set is not trivial. We thus take a numerical example in their paper to illustrate the robust solution. Let \( M = 6 \) and \( Z = \{0, 5.5, 10\} \). There are six actions. Under the baseline belief, the first action has a value of 5.5 for sure and so is the “safe” option. The other five actions have an ex-ante 50% chance of having value 10 and a 50% chance of having value zero, and so can be seen as “risky” options. Formally, we have \( \hat{\mu}_1 (x_1 = 5.5) = 1, \hat{\mu}_1 (x_1 = 0) = \hat{\mu}_1 (x_1 = 10) = 0, \hat{\mu}_i (x_i = 10) = 0.5, \hat{\mu}_i (x_i = 0) = 0.5, \) and \( \hat{\mu}_i (x_i = 5.5) = 0, \) for \( i = 2, 3, ..., 6 \). Let \( \hat{\mu} (x) = \prod_{i=1}^{6} \hat{\mu}_i (x_i) \) for \( x = (x_1, ..., x_6) \in Z^6 \).

There could be three possible consideration sets: only the safe action, only the five risky actions, or all options. Which consideration set is optimal depends on the model parameter values. We will focus on the information cost parameter \( \lambda \) and the ambiguity aversion parameter \( \theta \). Before presenting numerical solutions, we first establish conditions under which the “risky only” consideration set is optimal.

**Lemma 2** For robust consumer problem 2 with independent valuation, let \( \{1, 2, ..., N\} = B \subset A \) be the set of ex ante identical actions, i.e., \( \hat{\mu}_i (x_0) = \hat{\mu}_B (x_0) \in (0, 1) \), for all \( x_0 \in Z \) and \( i \in B \). Then the default rule \( q^* (i) = 1/N \) for \( i \in B \) is optimal if for any \( j \notin B \),

\[
\sum_{x_j \in Z} \exp (x_j / \lambda) \hat{\mu}_j (x_j) \leq \frac{1}{N} \left\{ \mathbb{E}^* \left[ \frac{1}{\sum_{n=1}^{N} \exp (x_n / \lambda)} \right] \right\}^{-1},
\]

where \( \mathbb{E}^* \) is the expectation operator with respect to the worst-case prior \( \mu^* \).

This result is similar to Lemma 1 of CDL (2019). There are two differences: First, the expectation on the left-hand side of the inequality is taken with respect to the baseline prior \( \hat{\mu}_j \). Second, the expectation on the right-hand side is taken with respect to the worst-case prior \( \mu^* \). The proof relies on the special independence property of \( \mu^* \) discussed earlier. By this property the marginal distribution for \( x_j \) is actually the baseline prior \( \hat{\mu}_j \) for any unchosen action \( j \).
Under model uncertainty, condition (35) is more likely to be violated, compared to that in the standard RI model. Because the worst-case prior puts more weight on worse outcomes, ambiguity aversion lowers the expression on the right-hand side of the inequality in (35).

We now discuss numerical solutions for the example presented earlier. Figure 3 plots the default rules $q^*(a)$ against the information cost parameter $\lambda$ for the standard ($\theta = \infty$) and robust ($\theta = 1$) Shannon models. This figure replicates Figure 2 of CDL (2019) when $\theta = \infty$ and shows that the default rule is not monotonic with $\lambda$. There are four regions of values for $\lambda$: (i) When $\lambda$ is very small, all options are chosen with positive probabilities. (ii) As $\lambda$ increases to a higher value, only risky actions are chosen as shown in Lemma 2. (iii) When $\lambda$ is even higher, the safe action enters the consideration set. (iv) When $\lambda$ is sufficiently high, only the safe action is chosen. This non-monotonic relation comes from the result that the ranking of alternatives is determined by the expectation of a convex transformation of the payoffs shown in Proposition 5.

By contrast, for the robust Shannon model with $\theta = 1$, Figure 3 shows that all actions are chosen when $\lambda$ is small and only the safe action is chosen when $\lambda$ is sufficiently large. In this case condition (35) in Lemma 2 is violated. The intuition is that an ambiguity averse DM wants to consider the low-payoff safe action to avoid model uncertainty even if the information cost $\lambda$ is small.

In this sense ambiguity aversion is similar to risk aversion. To further explore the implications of these two attitudes toward uncertainty, we introduce risk aversion and set

$$u(x, i) = \frac{x^{1-\alpha}}{1-\alpha}, \ i \in A,$$

where $\alpha > 0$ is the relative risk aversion parameter. Following CDL (2019), we set the payoff to the safe option to 5. The left panel of Figure 4 shows the consideration sets for many different values of the robustness parameter $\theta$ and the information cost parameter $\lambda$ with risk neutral utility ($\alpha = 0$). The right panel of Figure 4 shows the consideration sets for many different values of the robustness parameter $\theta$ and risk aversion parameter $\alpha$ with fixed information cost $\lambda = 2$. These two panels show that ambiguity aversion is similar to risk aversion in the sense that they generate a qualitatively identical comparative statics result for the consideration sets. The difference is the quantitative impact. In the next subsection we will show that this result does not hold generally.

4.3 Consumer Problem 3: Correlated Valuation

We now study the general case in which the value of the different alternatives may be arbitrarily correlated. There will be no analytical results for this case. Thus we use numerical examples taken
Table 1: This table displays payoffs $c_{ij}$ for each state $i \in X$ and each action $j \in A$. The baseline prior $\hat{\mu}$ assigns equal probabilities to the two states. Set $\alpha = 0$ and $\lambda = 10$.

<table>
<thead>
<tr>
<th>Action \ State</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$\mathbb{E}_{\hat{\mu}} [e^{u(x,j)/\lambda}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0</td>
<td>15</td>
<td>2.74</td>
</tr>
<tr>
<td>$b$</td>
<td>6</td>
<td>0</td>
<td>1.41</td>
</tr>
<tr>
<td>$c$</td>
<td>5</td>
<td>5</td>
<td>1.65</td>
</tr>
</tbody>
</table>

from CDL (2019) to illustrate the robust solution.

Suppose that there are two states $X = \{x_1, x_2\}$ and three actions $A = \{a, b, c\}$. The two states are equally likely under the baseline prior $\hat{\mu} (x_1) = \hat{\mu} (x_2) = 1/2$. Let

$$ u(i, j) = \frac{c_{ij}^{1-\alpha}}{1-\alpha}, \quad i \in X, j \in A, \quad \alpha > 0. $$

Table 1 presents the payoffs $c_{ij}$ for $\lambda = 10$ and $\alpha = 0$.

Figure 5 presents the robust solutions for different values of $\theta$. For all values of $\theta$, the safe option $c$ is never chosen, even though it dominates the risky option $b$ ex ante. As discussed in CDL (2019), the DM considers the risky option $b$ instead of the safe option $c$ because option $b$ helps the DM better learn about the true state of nature. Option $b$ pays off in state 1 when option $a$ does not pay off and provides a better hedge than the safe option. This means that the net utility associated with option $b$ is more likely to pierce the hyperplane when only action $a$ is available, as illustrated in Figure 1. In other words, the net utility associated with action $c$ (not shown in Figure 1) is below the tangent hyperplane and will never be chosen.

When $\theta$ is sufficiently large, the robust solution approaches the standard solution in CDL (2019). In particular, option $a$ is chosen with a higher unconditional probability than option $b$. Interestingly, when $\theta$ is sufficiently small, we get the reverse result even though option $b$ appears to be worse than option $a$ in terms of payoffs. The intuition is that the ambiguity averse DM shifts their belief toward the state with lower payoffs. As shown on the right panel of Figure 1, $\mu^*(x_1)$ rises when $\theta$ decreases because $\hat{V}(x_1) < \hat{V}(x_2)$. As long as $\mu^*(x_1)$ is in the convex hull of the optimal posteriors $\mu^*(x_1|a)$ and $\mu^*(x_1|b)$, these posteriors do not vary with $\theta$. However, as $\mu^*(x_1)$ moves toward $\mu^*(x_1|b)$ when $\theta$ decreases, the weight $q^*(b)$ rises and eventually crosses 0.5 and becomes higher than $q^*(a)$.

[Insert Figure 5 Here]

Is the impact of ambiguity aversion similar to that of risk aversion? The answer is yes for the example with independent valuation in the previous subsection. Here we paint a totally different picture with correlated valuation. Figure 6 presents the solutions for different values of the risk aversion parameter $\alpha$ without robustness $\theta = \infty$. 

22
In the risk-neutral case of $\alpha = 0$, the safe action $c$ is never chosen as we have discussed above. As long as $\alpha > 0$, the risk averse DM will never choose option $b$. Instead, the DM will choose both $a$ and $c$ with positive probabilities when $\alpha$ is not too large. In this case the safe option $c$ is a better hedge against risk. When $\alpha$ is sufficiently large, the DM will choose the safe option $c$ only.

Comparing Figures 5 and 6, we find that the impact of ambiguity aversion is qualitatively different from that of risk aversion for the example studied here. The key difference is that ambiguity aversion manifest itself through a pessimistic shift of belief toward the state with low payoffs. Rationally inattentive choice given this pessimistic prior belief may be very different from that given risk aversion. Risk aversion reflects the aversion of a mean-preserving spread of payoffs from choices.

Notice that this result does not hold in the full information case ($\lambda = 0$). In this case the DM will choose the best option conditional on the realized state and belief distortions do not affect choice behavior. By contrast, with limited information ($\lambda > 0$), the rationally inattentive DM always makes ‘mistakes’ by choosing the worse risky option $b$ with some positive probability. Beliefs about this uncertainty plays an important role. When the ambiguity averse DM believes the worse option $b$ is more likely to pay off, they will choose option $b$ with a higher probability than option $a$.

4.4 Non-monotonicity

Proposition 3 of MM (2015) shows that if an action becomes more attractive then the rationally inattentive DM will select that action with a higher unconditional probability. In this subsection we give an example based on consumer problem 3 to show that this result may not hold true when the DM is averse to model uncertainty.

Suppose that there are two states $X = \{x_1, x_2\}$ and two actions $A = \{a, b\}$ as illustrated on the right panel of Figure 1. Let $u(x_1, b) = 1$, $u(x_2, b) = 0$, $u(x_2, a) = 1 + \epsilon$, $u(x_1, a) = \epsilon$, for $\epsilon \in (0, 1)$. Let the baseline prior be $\widehat{\mu}(x_1) = \widehat{\mu}(x_2) = 0.5$. We are interested in the comparative statics result for a change of $\epsilon \in (0, 1)$. The key feature of this example is that action $b$ gives a higher payoff in state $x_1$ than action $a$, but a lower payoff in state $x_2$. Moreover, the payoff in state $x_2$ for action $a$ is higher than that in state $x_1$ for action $b$.

An increase in $\epsilon$ shifts up the net utilities associated with action $a$. Then the tangent line tilts downward in state $x_1$, resulting in a higher ratio $\widehat{V}(x_2)/\widehat{V}(x_1)$, and hence state $x_1$ becomes relatively worse. The ambiguity averse DM will put more weight on state $x_1$ and less weight on state $x_2$ in the worst-case prior. Thus the DM is more likely to choose action $b$ that gives a higher payoff in state $x_1$. On the other hand, when taken the worst-case prior as given, the rationally
inattentive DM is more likely to choose action \( a \) with improved payoffs as \( \epsilon \) is increased, a result implied by Proposition 3 of MM (2015). The net effect depends on which force dominates.

Figure 7 presents the solutions for the robust RI problem with \( \theta = 1 \) and the standard RI problem with \( \theta = \infty \). The top (bottom) panels present the case with \( \lambda = 0.1 \) (\( \lambda = 10 \)). To gain intuition, consider the limiting case as \( \lambda \to 0 \). Then information becomes free and we have \( p(b|x_1) = 1 \) and \( p(a|x_2) = 1 \) so that \( q^*(a) = \mu^*(x_2) \). Since \( u(x_2, a) = 1 + \epsilon > u(x_1, b) = 1 \), the ambiguity averse DM attaches a lower weight to state \( x_2 \) in the worst-case prior \( \mu^* \). Moreover, the weight \( \mu^*(x_2) = q^*(a) \) decreases as \( \epsilon \) increases. This result also holds true when the information cost \( \lambda \) is sufficiently small because the impact of ambiguity aversion dominates. By contrast, when \( \lambda \) is sufficiently large, information is so costly that the DM cannot perfectly distinguish between states \( x_1 \) and \( x_2 \). In this case, the DM will ‘mistakenly’ choose action \( a \) in state \( x_1 \) with a positive probability. The impact of rational inattention dominates so that \( q^*(a) \) increases with \( \epsilon \) as in MM (2015).

4.5 Implications for Experimental Studies

In empirical or experimental studies, the observable data are state-dependent choice probabilities. To test theories of discrete choices, one has to make some additional assumptions. Caplin and Martin (2015), CD (2015), and CDL (2020) make an important assumption that the DM, the econometrician, and nature share the same probability model as in the rational expectations hypothesis. Then the prior about the state of the world is taken as observable and exogenously given.

In this subsection we discuss the limits of this assumption and the implications if it is violated once model misspecification/ambiguity is taken into account. We use some numerical examples to illustrate that tests based on the rational expectations hypothesis can lead to type I error.

We start with the example based on consumer problem 1, which is also related to the experiments in CD (2013). Suppose that there are two states and two actions. The baseline prior \( \hat{\mu} \) is uniform. The DM is ambiguity averse and risk neutral. For this symmetric case, Proposition 3 implies that the worst-case prior \( \mu^* \) is the same as the uniform baseline prior. Suppose that the state-dependent choice probabilities \( p \) from the experimental studies are generated by our robust Shannon model.

To test the Shannon model, CD (2013, 2015) suggest to use the choice probabilities \( p \) and the baseline prior \( \hat{\mu} \) to compute the so called revealed posteriors

\[
\mu(x|a) = \frac{p(a|x) \hat{\mu}(x)}{\sum_x p(a|x) \hat{\mu}(x)} \quad \text{for } x \in X \text{ and } a \in A.
\] (36)

After specifying payoffs \( u(x, a) \) as in (27), one has all the data to test the ILR property using (16). In particular, one can test whether the right-hand side of (16) is independent of the state \( x \). In this symmetric case, this procedure is robust to model misspecification because the worst-case prior \( \mu^* \)
is the same as the baseline prior $\hat{\mu}$.

Next we modify the above example by assuming that the baseline prior is not uniform. Let $\hat{\mu}(1) = 0.6$ and $\hat{\mu}(2) = 0.4$. Let $\lambda = 5$, $\theta = 5$, $u_B = 0$, and $u_G = 10$. Then our robust Shannon model generated choice probabilities are

$$p(a = 1|x = 1) = 0.9061, \quad p(a = 1|x = 2) = 0.1502.$$  

If we use the baseline prior $\hat{\mu}$ to compute the revealed posteriors, we would have

$$\mu(x = 1|a = 1) = 0.9005, \quad \mu(x = 1|a = 2) = 0.1422.$$  

Now we can see that

$$\frac{u(1, 1) - u(1, 2)}{\ln \mu(1|1) - \ln \mu(1|2)} = 5.4180 \neq 4.6421 = \frac{u(2, 1) - u(2, 2)}{\ln \mu(2|1) - \ln \mu(2|2)}.$$  

Thus one might conclude that the ILR property fails and hence reject the Shannon model. The problem of this procedure is that the prior is misspecified. One has to use the worst-case prior $\mu^*$ instead of $\hat{\mu}$ to compute the revealed posteriors in (36). Then ILR still holds.

Finally, we suppose that the payoffs are asymmetric, but the baseline prior is still uniform. Let $u(1, 1) = 10$, $u(2, 2) = 5$, and $u(2, 1) = u(1, 2) = 0$. Let $\lambda = 5$ and $\theta = 5$. Then the model generated choice probabilities are

$$p(a = 1|x = 1) = 0.8516, \quad p(a = 1|x = 2) = 0.2222.$$  

If we use the baseline prior to compute revealed posteriors, we would have

$$\mu(x = 1|a = 1) = 0.7930, \quad \mu(x = 1|a = 2) = 0.1602.$$  

Again the ILR property would be falsely rejected in this case. If we use the worst-case prior to compute revealed posteriors, the ILR property will still hold.

5 Conclusion

The standard RI model with Shannon information costs assumes that the prior is exogenously given. We introduce robustness to such a model in which the DM is concerned about misspecification of priors. We characterize the robust solution and develop efficient numerical methods. We apply our model to three consumer problems and find that under RI risk aversion and ambiguity aversion can generate qualitatively different choice behaviors.
Appendix

A Proofs

**Proof of Lemma 1:** Because the entropy penalty term is the same in (2) and (8), it suffices to prove

\[
\max_{p \in \Delta(A|X)} \mathbb{E}_{p \otimes \mu} [u(x, a)] - \lambda I_{p \otimes \mu}(x; a) = \max_{(d, \sigma) \in \Sigma} \mathbb{E}_{d \otimes \mu} [u(x, \sigma(s))] - \lambda I_{d \otimes \mu}(x; s), \tag{A.1}
\]

for any fixed prior \(\mu \in \Delta(X)\).

Given any strategy \((d, \sigma) \in \Sigma\), we can construct a choice rule \(p\) as in (3) and hence define \(I(x; a)\) as in (4). We will prove that \(I_{p \otimes \mu}(x; a) \leq I_{d \otimes \mu}(x; s)\). By (1) and (4), we only need to show that \(H(\mu|x) \geq H(\mu|s)\); that is,

\[
\sum_a q(a) H(\mu|x) \geq \sum_s \nu(s) H(\mu|s).
\]

Since \(a = \sigma(s)\), we have

\[
\mu(x|a) = \sum_s \mu(x|s) \Pr(s|a), \quad x \in X.
\]

Since Shannon entropy \(H: \Delta(X) \rightarrow \mathbb{R}\) is a concave function, it follows from Jensen’s inequality that

\[
H(\mu|x) \geq \sum_s \Pr(s|a) H(\mu|s).
\]

Multiplying both sides by \(q(a)\) and summing over \(a\), we obtain

\[
\sum_a q(a) H(\mu|x) \geq \sum_s \sum_a \Pr(s|a) q(a) H(\mu|s) = \sum_s \nu(s) H(\mu|s),
\]

as desired. Since \(\mathbb{E}_{d \otimes \mu}[u(x, \sigma(s))] = \mathbb{E}_{p \otimes \mu}[u(x, a)]\) by construction, we have

\[
\mathbb{E}_{d \otimes \mu}[u(x, \sigma(s))] - \lambda I_{d \otimes \mu}(x; s) \leq \mathbb{E}_{p \otimes \mu}[u(x, a)] - \lambda I_{p \otimes \mu}(x; a).
\]

Let the strategy \((d^*, \sigma^*)\) achieve the maximum of the problem on the right-hand side of (A.1). Let \(p\) be the induced choice rule. We then have

\[
\max_{(d, \sigma) \in \Sigma} \mathbb{E}_{d \otimes \mu}[u(x, \sigma(s))] - \lambda I_{d \otimes \mu}(x; s) \leq \mathbb{E}_{p \otimes \mu}[u(x, a)] - \lambda I_{p \otimes \mu}(x; a). \tag{A.2}
\]

Conversely, given any choice rule \(p\), we can construct a strategy \((d, \sigma)\) as in (7). This construction implies

\[
\mathbb{E}_{d \otimes \mu}[u(x, \sigma(s))] - \lambda I_{d \otimes \mu}(x; s) = \mathbb{E}_{p \otimes \mu}[u(x, a)] - \lambda I_{p \otimes \mu}(x; a).
\]

Let \(p^*\) achieve the maximum of the problem on the left-hand side of (A.1) and \((d, \sigma)\) be the induced strategy. Then we have

\[
\max_{p \in \Delta(A|X)} \mathbb{E}_{p \otimes \mu}[u(x, a)] - \lambda I_{p \otimes \mu}(x; a) = \mathbb{E}_{d \otimes \mu}[u(x, \sigma(s))] - \lambda I_{d \otimes \mu}(x; s) \tag{A.3}
\]

Combining (A.2) and (A.3), we obtain the desired result. Q.E.D.  
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Proof of Proposition 2: It is straightforward to check that the objective function $F$ is convex in $\mu$ and jointly concave in $p$ and $q$. We first solve the inside maximization problem for a fixed $\mu$. By Proposition 1, we have the necessary and sufficient conditions for $p$ and $q$, (9), (10), and (11). The value function for the inside problem $V(\mu)$ satisfies (12).

Now we consider the outside minimization problem, which can be written as

$$
\min_{\mu \in \Delta(X)} V(\mu) + \theta \sum_{x} \mu(x) \ln \frac{\mu(x)}{\hat{\mu}(x)}.
$$

(A.4)

Since $V$ and the relative entropy are convex in $\mu$, this is a convex optimization problem. Replace $\mu(x_M)$ by

$$
\mu(x_M) = 1 - \sum_{i=1}^{M-1} \mu(x_i).
$$

(A.5)

Using (13) and taking first-order conditions with respect to $\mu(x)$ yields

$$
v(x) - v(x_M) + \theta \left[ \ln \frac{\mu(x)}{\hat{\mu}(x)} - \ln \frac{\mu(x_M)}{\hat{\mu}(x_M)} \right] = 0,
$$

(A.6)

for $x = x_1, \ldots, x_{M-1}$. Solving for $\mu(x)$, summing over $x = x_1, x_2, \ldots, x_{M-1}$, and using (A.5), we can derive

$$
\mu(x_M) = \frac{\exp \left( -v(x_M)/\theta \right) \hat{\mu}(x_M)}{\sum_x \exp \left( -v(x)/\theta \right) \hat{\mu}(x)}.
$$

Plugging this expression into (A.6), we can derive

$$
\mu(x) = \frac{\exp \left( -v(x)/\theta \right) \hat{\mu}(x)}{\sum_{x'} \exp \left( -v(x')/\theta \right) \hat{\mu}(x')}, x = x_1, \ldots, x_{M-1}.
$$

We then obtain (23). Replacing $\mu$ with $\mu^*$ in (9), (10), (11) yields (20), (21), and (22). Plugging $\mu^*$ into (A.4) and using (12), we can derive the value function $J(\hat{\mu})$ in the proposition. Q.E.D.

Proof of Proposition 3: It follows from (12) that

$$
v(x) = \lambda \ln \sum_a q^*(a) \exp(u(x,a)/\lambda) = \lambda \ln (\pi(1 + \delta q^*(x))).
$$

Plugging the above expression into (23), we obtain

$$
\mu^*(x) = \frac{(1 + \delta q^*(x))^{-\lambda \theta} \hat{\mu}(x)}{\sum_{x'} (1 + \delta q^*(x'))^{-\lambda \theta} \hat{\mu}(x')}.
$$

(A.7)
Let $B$ be the consideration set. For any chosen action $a \in B$, (21) is an equality. Plugging (A.7) into this equality yields

$$1 = \sum_x \frac{\mu^*(x) \exp(u(x, a)/\lambda)}{\sum_b q^*(b) \exp(u(x, b)/\lambda)}$$

$$= \left(1 + \delta\right)\frac{\mu^*(a)}{1 + \delta q^*(a)} + \sum_{a' \in B \setminus \{a\}} \frac{\mu^*(a')}{1 + \delta q^*(a')} + \sum_{b \in A \setminus B} \mu^*(b)$$

$$= \frac{\delta \mu^*(a)}{1 + \delta q^*(a)} + \sum_{a' \in B} \frac{\mu^*(a')}{1 + \delta q^*(a')} + \sum_{b \in A \setminus B} \mu^*(b). \quad (A.8)$$

Observe that the last two terms on the right-hand side are independent of $a$. Therefore the first term $\frac{\delta \mu^*(a)}{1 + \delta q^*(a)}$ is identical for any chosen action $a$. Using (A.7) to replace $\mu^*(a)$, we deduce that

$$1 + \delta q^*(a) = \left[\frac{\rho}{\hat{\mu}(a)}\right]^{-\frac{\theta}{\lambda + \theta}}$$

and

$$\mu^*(a) = \frac{\rho \lambda^{\frac{\lambda + \theta}{\lambda + \theta}} \hat{\mu}(a)^{\frac{\theta}{\lambda + \theta}}}{\sum_x (1 + \delta q^*(x))^{-\frac{\theta}{\lambda + \theta}} \hat{\mu}(x)}. \quad (A.11)$$

Combining (A.8) and (A.9), we obtain

$$\rho \left(\delta + |B|\right) = 1 - \sum_{b \in A \setminus B} \mu^*(b) = \sum_{a \in B} \mu^*(a). \quad (A.10)$$

It then follows from (A.9) and (A.7) that

$$1 + \delta q^*(a) = \left[\frac{\rho}{\hat{\mu}(a)}\right]^{-\frac{\theta}{\lambda + \theta}}$$

and

$$\mu^*(a) = \frac{\rho \lambda^{\frac{\lambda + \theta}{\lambda + \theta}} \hat{\mu}(a)^{\frac{\theta}{\lambda + \theta}}}{\sum_x (1 + \delta q^*(x))^{-\frac{\theta}{\lambda + \theta}} \hat{\mu}(x)}. \quad (A.11)$$

Combining (A.10) and (A.11), we obtain

$$\left(\delta + |B|\right)\rho^{\frac{\theta}{\lambda + \theta}} = \sum_{a \in B} \hat{\mu}(a)^{\frac{\theta}{\lambda + \theta}}. \quad (A.12)$$

Equation (A.9) implies $\rho < \hat{\mu}(a)$ for any chosen action $a \in B$ with $q^*(a) > 0$. It follows from (A.12) that

$$\hat{\mu}(a) > \rho = \left[\frac{\sum_{a \in B} \hat{\mu}(a)^{\frac{\theta}{\lambda + \theta}}}{\delta + |B|}\right]^{\frac{\lambda + \theta}{\theta}}, \quad \text{for any } a \in B. \quad (A.13)$$

For $a \notin B$, (21) is an inequality

$$1 \geq \sum_x \frac{\mu^*(x) \exp(u(x, a)/\lambda)}{\sum_b q^*(b) \exp(u(x, b)/\lambda)}$$

$$= \sum_{a' \in B} \frac{\mu^*(a')}{1 + \delta q^*(a')} + \sum_{b \in A \setminus B} \mu^*(b) + \delta \mu^*(a),$$

28
which is equivalent to
\[ \delta \mu^*(a) \leq \sum_{a' \in B} \left[ \mu^*(a') - \frac{\mu^*(a')}{1 + \delta q^*(a')} \right] = \sum_{a' \in B} \frac{\delta q^*(a')}{1 + \delta q^*(a')} \mu^*(a'). \] (A.14)

Because \( a \) is not chosen, \( q^*(a) = 0 \). Then (A.7) implies that
\[ \mu^*(a) = \frac{\tilde{\mu}(a)}{\sum_x (1 + \delta q^*(x))^{-\frac{1}{\delta}}} \], for any \( a \in A \setminus B \). (A.15)

Plugging the previous equation and (A.7) into (A.14), we obtain
\[ \tilde{\mu}(a) \leq \sum_{a' \in B} q^*(a') \left[ 1 + \delta q^*(a') \right]^{-\frac{1}{\delta}} \mu^*(a') = \sum_{a' \in B} q^*(a') \rho = \rho, \quad \text{for any } a \in A \setminus B, \] (A.16)

where the equality follows from \( \sum_{a' \in B} q^*(a') = 1 \).

By (A.13) and (A.16), we have
\[ \tilde{\mu}(a) > \rho, \quad \text{for any } a \in B; \quad \tilde{\mu}(a) \leq \rho, \quad \text{for any } a \in A \setminus B, \]

where
\[ \rho = \left[ \frac{\sum_{a \in B} \tilde{\mu}(a) \frac{\theta}{\lambda + \delta}}{\delta + |B|} \right]^{-\frac{\lambda + \theta}{\theta}}. \]

If
\[ \tilde{\mu}(M) > \left[ \sum_{a=1}^{M} \tilde{\mu}(a) \frac{\theta}{\lambda + \delta} \right]^{-\frac{\lambda + \theta}{\theta}}, \] (A.17)

then
\[ \tilde{\mu}(x) > \left[ \sum_{a=1}^{M} \tilde{\mu}(a) \frac{\theta}{\lambda + \delta} \right]^{-\frac{\lambda + \theta}{\theta}}, \quad \text{for any } x = 1, \ldots, M, \]

which implies \( B = A, K = M, \) and all actions are chosen.

If (A.17) is violated, we claim that there must exist a unique integer \( K \) such that
\[ \tilde{\mu}(K) > \left[ \sum_{a=1}^{K} \tilde{\mu}(a) \frac{\theta}{\lambda + \delta} \right]^{-\frac{\lambda + \theta}{\theta}} \geq \tilde{\mu}(K + 1). \] (A.18)

To see this, note that
\[ \tilde{\mu}(1) > \left[ \frac{\tilde{\mu}(1) \frac{\theta}{\lambda + \delta}}{\delta + 1} \right]^{-\frac{\lambda + \theta}{\theta}} = \frac{\tilde{\mu}(1)}{(\delta + 1) \frac{\lambda + \theta}{\theta}}. \]

On the other hand,
\[ \tilde{\mu}(M) \leq \left[ \sum_{a=1}^{M} \tilde{\mu}(a) \frac{\theta}{\lambda + \delta} \right]^{-\frac{\lambda + \theta}{\theta}}, \]

because (A.17) is violated.
If \( \hat{\mu}(1)^{d+\theta} / (\delta + 1) \geq \hat{\mu}(2) \), then we set \( K = 1 \). Otherwise, \( \hat{\mu}(1)^{d+\theta} / (\delta + 1) \) is the smallest \( K \) satisfying (A.11) and (A.15) to identify \( \hat{\mu}(1)^{d+\theta} < (\delta + 1)\hat{\mu}(2)^{d+\theta} \). Adding \( \hat{\mu}(2)^{d+\theta} \) on both sides of the preceding inequality, we obtain \( \sum_{i=1}^{2} \hat{\mu}(i)^{d+\theta} < (\delta + 2)^{d+\theta} \), which is equivalent to

\[
\left[ \sum_{i=1}^{2} \frac{\hat{\mu}(i)^{d+\theta}}{\delta + 2} \right] < \hat{\mu}(2).
\]

If

\[
\left[ \sum_{i=1}^{2} \frac{\hat{\mu}(i)^{d+\theta}}{\delta + 2} \right] \geq \hat{\mu}(3),
\]
we set \( K = 2 \). Otherwise, we continue this process by counting up. In general, if

\[
\hat{\mu}(k) > \left[ \sum_{i=1}^{k} \frac{\hat{\mu}(i)^{d+\theta}}{\delta + k} \right] \frac{\lambda + \theta}{\theta}, \quad \text{but} \quad \left[ \sum_{i=1}^{k} \frac{\hat{\mu}(i)^{d+\theta}}{\delta + k} \right] \frac{\lambda + \theta}{\theta} < \hat{\mu}(k + 1),
\]
we must have

\[
\left[ \sum_{i=1}^{k+1} \frac{\hat{\mu}(i)^{d+\theta}}{\delta + k + 1} \right] \frac{\lambda + \theta}{\theta} < \mu(k + 1)
\]
for any integer \( k \leq M - 1 \). In the end, because of assumption (28), the process must stop to find the smallest \( K \leq M - 1 \) such that (A.18) holds.

To show that there is a unique \( K \) satisfying (A.18), we write the second inequality as \( \sum_{i=1}^{K} \hat{\mu}(i)^{d+\theta} \geq (\delta + K)\hat{\mu}(K + 1)^{d+\theta} \). Suppose that there is another integer \( K' \geq K + 1 \) also satisfying (A.18). Adding \( \sum_{i=K+1}^{K'} \hat{\mu}(i)^{d+\theta} \) to both sides of the preceding inequality, we obtain

\[
\sum_{i=1}^{K'} \hat{\mu}(i)^{d+\theta} \geq (\delta + K)\hat{\mu}(K + 1)^{d+\theta} + \sum_{i=K+1}^{K'} \hat{\mu}(i)^{d+\theta} \geq (\delta + K')\hat{\mu}(K')^{d+\theta},
\]
where the second inequality follows from the decreasing property of \( \hat{\mu}(x) \) in \( x \). We then obtain a contradiction.

Then we deduce that the consideration set is \( B = \{1, 2, ..., K\} \) and

\[
\rho = \left[ \sum_{i=1}^{K} \frac{\hat{\mu}(i)^{d+\theta}}{\delta + K} \right] \frac{\lambda + \theta}{\theta}.
\]

We can now use (A.11) and (A.15) to identify \( \mu^* \) and use (A.11) to identify \( q^* \) as in the proposition. The optimal posterior can also be determined. When \( x = a \) and \( a \leq K \),

\[
\mu^*(x|a) = \frac{\exp(u(x, a)/\lambda)\mu^*(x)}{\sum_{b} q^*(b) \exp(u(x, b)/\lambda)} = \frac{(1 + \delta)\mu^*(x)}{1 + \delta q^*(a)} = \frac{(1 + \delta)\rho}{\sum_{i=1}^{K} \rho^{d+\theta} \hat{\mu}(i)^{d+\theta} + \sum_{i=K+1}^{M} \hat{\mu}(i)}.
\]

When \( x \neq a \) and \( x \leq K \),

\[
\mu^*(x|a) = \frac{\mu^*(x)}{1 + \delta q^*(a)} = \frac{\rho}{\sum_{i=1}^{K} \rho^{d+\theta} \hat{\mu}(i)^{d+\theta} + \sum_{i=K+1}^{M} \hat{\mu}(i)}.
\]

When \( x > K \), \( \mu^*(x|a) = \mu^*(x) \). The proof is completed. Q.E.D.
Proof of Proposition 4: (i) Define

$$\rho(k, \theta) \equiv \left[ \sum_{i=1}^{k} \tilde{\mu}(i) \frac{\theta}{\delta + k} \right]^{\frac{\lambda + \theta}{\theta'}}$$

for any $k > 0$. We claim that $\rho(k, \theta)$ is increasing in $\theta$. To see this, consider $\theta < \theta'$. Then

$$\left( \sum_{i=1}^{k} \tilde{\mu}(i) \frac{\theta}{\delta + k} \right)^{\frac{\lambda + \theta}{\theta'}} = \left[ \left( \frac{k}{\delta + k} \right)^{\frac{\lambda + \theta + 1}{\theta'+1}} \left( 1 - \frac{k}{\delta + k} \sum_{i=1}^{k} \tilde{\mu}(i) \frac{1}{\lambda \theta + 1} \right)^{\frac{\lambda + \theta + 1}{\theta'+1}} \right] \frac{\lambda + \theta + 1}{\theta'+1}$$

$$\leq \left[ \left( \frac{k}{\delta + k} \right)^{\frac{\lambda + \theta + 1}{\theta'+1}} \left( 1 - \frac{k}{\delta + k} \sum_{i=1}^{k} \tilde{\mu}(i) \frac{1}{\lambda \theta + 1} \right)^{\frac{\lambda + \theta + 1}{\theta'+1}} \right] \frac{\lambda + \theta + 1}{\theta'+1}$$

where the first inequality follows from $\left( \frac{k}{\delta + k} \right)^{\frac{\lambda + \theta + 1}{\theta'+1}} < \frac{k}{\delta + k}$, because $\frac{\lambda + \theta + 1}{\theta'+1} > 1$ and $\frac{k}{\delta + k} < 1$, and the second inequality holds from Jensen’s inequality $\left[ \frac{1}{k} \sum_{i=1}^{k} \ell(i) \right]^{\frac{\lambda + \theta + 1}{\theta'+1}} \leq \frac{1}{k} \sum_{i=1}^{k} \ell(i)^{\frac{\lambda + \theta + 1}{\theta'+1}}$

with $\ell(i) = \tilde{\mu}(i) \frac{1}{\lambda \theta + 1}$ as $x^{\frac{\lambda + \theta + 1}{\theta'+1}}$ is convex in $x$.

Let $K_\theta$ be the unique integer satisfying

$$\tilde{\mu}(K_\theta) > \rho(K_\theta, \theta) \geq \tilde{\mu}(K_\theta + 1).$$

For $\theta' > \theta$, because $\rho(K_\theta, \theta') > \rho(K_\theta, \theta)$, we have $\rho(K_\theta, \theta') > \tilde{\mu}(K_\theta + 1)$ as well. The previous inequality and the definition of $\rho(K_\theta, \theta')$ imply that

$$\sum_{i=1}^{K_\theta} \tilde{\mu}(i) \frac{\theta'}{\lambda + \theta'} \geq \frac{\lambda + \theta'}{\theta'}.$$ 

For any $K' > K_\theta$, adding $\sum_{i=K_\theta+1}^{K'} \tilde{\mu}(i) \frac{\theta'}{\lambda + \theta'}$ on both sides and using the property that $\tilde{\mu}(x)$ is decreasing in $x$, we obtain

$$\sum_{i=1}^{K'} \tilde{\mu}(i) \frac{\theta'}{\lambda + \theta'} \geq (\delta + K_\theta) \tilde{\mu}(K_\theta + 1) \frac{\theta'}{\lambda + \theta'} + \sum_{i=K_\theta+1}^{K'} \tilde{\mu}(i) \frac{\theta'}{\lambda + \theta'} \geq (\delta + K') \tilde{\mu}(K') \frac{\theta'}{\lambda + \theta'},$$

which is equivalent to $\rho(K', \theta') \geq \tilde{\mu}(K')$. Therefore any integer $K' > K_\theta$ cannot satisfy $\tilde{\mu}(K') > \rho(K', \theta')$. However, we have shown in Proposition 3 that there exists a unique $K_\theta'$ such that

$$\tilde{\mu}(K_\theta') > \rho(K_\theta', \theta') \geq \tilde{\mu}(K_\theta' + 1).$$
Therefore we must have $K'_{\theta} \leq K_{\theta}$.

(ii) Observe that $\hat{\mu}(i)^{\frac{\theta}{\lambda}} \leq 1$ because $\hat{\mu}(i) \leq 1$. Therefore

$$
\rho(M, \theta) = \left[ \sum_{i=1}^{M} \frac{(M + \delta)^{\frac{\lambda}{\delta}}}{\theta} \right] \leq \left( \frac{M}{M + \delta} \right)^{\frac{\lambda}{\delta}}.
$$

As $\theta \to 0$, the right-hand side of the inequality above decreases to zero, and hence $\rho(M, \theta)$ converges to zero as well. Since $\mu(M) > 0$, inequality (28) is satisfied and hence $K = M$, when $\theta > 0$ is small enough. It then follows from (31) that

$$
\mu^*(x) = \frac{\rho^{\frac{\lambda}{\lambda+\theta}} \hat{\mu}(x)^{\frac{\theta}{\lambda+\theta}}}{\sum_{i=1}^{M} \rho^{\frac{\lambda}{\lambda+\theta}} \hat{\mu}(i)^{\frac{\theta}{\lambda+\theta}}} = \frac{\hat{\mu}(x)^{\frac{\theta}{\lambda+\theta}}}{\sum_{i=1}^{M} \hat{\mu}(i)^{\frac{\theta}{\lambda+\theta}}}, \quad x = 1, \ldots, M,
$$

when $\theta > 0$ is small enough. Sending $\theta \to 0$, the numerator converges to 1 and the denominator converges to $M$, and hence $\mu^*(x)$ converges to $1/M$.

For the statement on $q^*$, observe from (33) that

$$
1 + \delta q^*(a) = \left[ \frac{\hat{\mu}(a)}{\hat{\mu}(a')} \right]^{-\frac{\theta}{\lambda+\theta}}, \quad \text{for any } a \neq a'.
$$

As $\theta \to 0$, the right-hand side converges to 1, hence the difference of $q^*(a)$ and $q^*(a')$ converges to zero for any pair of $a$ and $a'$. Since $\sum_{a=1}^{M} q^*(a) = 1$, it follows that each $q^*(a)$ converges to $1/M$.

Q.E.D.

**Proof of Proposition 5:** We prove by contradiction. Suppose that there exist two actions $k$ and $i$ such that $E^*[\exp(u(x, k) / \lambda)] < E^*[\exp(u(x, i) / \lambda)]$, but $k$ is chosen with positive probability and $i$ is not. By the necessary and sufficient conditions in Proposition 2, we have

$$
E^* \left[ \frac{\exp(x_k / \lambda)}{\sum_a q^*(a) \exp(u(x, a) / \lambda)} \right] = 1 \geq E^* \left[ \frac{\exp(x_i / \lambda)}{\sum_a q^*(a) \exp(u(x, a) / \lambda)} \right]. \quad (A.19)
$$

Let $B$ denote the consideration set.

We now show that the worst-case prior $\mu^*$ satisfies a certain independence property. By the independence assumption of $\hat{\mu}$, we have

$$
\mu^*(x) = \frac{\exp(-v(x) / \theta) \hat{\mu}(x)}{\sum_x \exp(-v(x) / \theta) \hat{\mu}(x)} = \frac{\exp(-v(x) / \theta) \prod_{j=1}^{M} \hat{\mu}_j(x_j)}{\sum_x \exp(-v(x) / \theta) \hat{\mu}(x)}. \quad (A.20)
$$

It follows from (12) that

$$
v(x) = \lambda \ln \sum_a q^*(a) \exp(u(x, a) / \lambda) = \lambda \ln \sum_{j \in B} q^*(j) \exp(x_j / \lambda). \quad (A.21)
$$
is independent of \( \exp(x_i/\lambda) \) as \( i \notin B \). Let \( x_{-i} \) denote the vector \( x \) without the component \( x_i \). Then we rewrite (A.20) as

\[
\mu^*(x) = \tilde{\mu}_i(x_i) \nu(x_{-i}), \text{ if } i \notin B, \tag{A.22}
\]

where we can check that \( \nu(x_{-i}) \equiv \exp(-v(x)/\theta) \prod_{j=1, j \neq i}^{M} \tilde{\mu}_j(x_j) / \sum_x \exp(-v(x)/\theta) \tilde{\mu}(x) \) is a probability distribution on \( Z^{M-1} \).

Since action \( i \) is not chosen,

\[
\sum_a q^*(a) \exp(u(x,a)/\lambda) = \sum_{j \in B} q^*(j) \exp(x_j/\lambda)
\]

is independent of \( \exp(u(x,a)/\lambda) = \exp(x_i/\lambda) \). Thus, by Proposition 2,

\[
\mathbb{E}^* \left[ \frac{\exp(x_i/\lambda)}{\sum_a q^*(a) \exp(u(x,a)/\lambda)} \right] = \sum_{(x_1,\ldots,x_M) \in Z^M} \frac{\exp(x_i/\lambda) \mu^*(x_1,\ldots,x_M)}{\sum_{j \in B} q^*(j) \exp(x_j/\lambda)}
\]

\[
= \mathbb{E}^* \left[ \exp(x_i/\lambda) \right] \mathbb{E}^* \left[ \left( \sum_{j \in B} q^*(j) \exp(x_j/\lambda) \right)^{-1} \right],
\]

where the last equality follows from the special independence property of \( \mu^* \) derived earlier. Thus, by the supposition and (A.19), we have

\[
\mathbb{E}^* \left[ \frac{\exp(x_k/\lambda)}{\sum_a q^*(a) \exp(u(x,a)/\lambda)} \right] = \mathbb{E}^* \left[ \frac{\exp(x_k/\lambda)}{\sum_{j \in B} q^*(j) \exp(x_j/\lambda)} \right]
\]

\[
> \mathbb{E}^* \left[ \exp(x_k/\lambda) \right] \mathbb{E}^* \left[ \left( \sum_{j \in B} q^*(j) \exp(x_j/\lambda) \right)^{-1} \right].
\]

Now we rewrite this inequality as

\[
0 < \mathbb{E}^* \left[ \frac{\exp(x_k/\lambda) - \mathbb{E}^* \left[ \exp(x_k/\lambda) \right]}{\sum_{j \in B} q^*(j) \exp(x_j/\lambda)} \right]
\]

\[
= \mathbb{E}^* \left[ \frac{\exp(x_k/\lambda) - \mathbb{E}^* \left[ \exp(x_k/\lambda) \right]}{q^*(k) \exp(x_k/\lambda) + \sum_{j \in B \setminus \{k\}} q^*(j) \exp(x_j/\lambda)} \right]
\]

\[
= \mathbb{E}^* \left[ \mathbb{E}^* \left[ \frac{\exp(x_k/\lambda) - \mathbb{E}^* \left[ \exp(x_k/\lambda) \right]}{q^*(k) \exp(x_k/\lambda) + \sum_{j \in B \setminus \{k\}} q^*(j) \exp(x_j/\lambda)} \right] \right]
\]

\[
= \mathbb{E}^* \left[ \text{Cov} \left( \exp(x_k/\lambda), \frac{1}{q^*(k) \exp(x_k/\lambda) + \sum_{j \in B \setminus \{k\}} q^*(j) \exp(x_j/\lambda)} \right) \right].
\]

The last conditional covariance is negative, which is a contradiction. Q.E.D.
**Proof of Lemma 2:** First we show that a strategy of choosing $i \in B$ with probability $1/N$ satisfies the necessary and sufficient conditions of Proposition 2. Let $q^*(j) = 1/N$ for $j \in B$. Then

$$
\sum_{x \in X} \frac{\exp(u(x,i)/\lambda) \mu^*(x)}{\sum_{j \in B} q^*(j) \exp(u(x,j)/\lambda)} = \sum_{x \in X} \frac{\exp(x_i/\lambda) \mu^*(x)}{\sum_{j \in B} q^*(j) \exp(x_j/\lambda)},
$$

where $\mu^*$ is the worst-case prior given in the proposition. By (12), we have

$$
v(x) = \lambda \ln \sum_a q^*(a) \exp(u(x,a)/\lambda) = \lambda \ln \sum_{j \in B} \frac{1}{N} \exp(x_j/\lambda).
$$

Let $\tilde{v}(\bar{x})$ denote the last expression, where $\bar{x} \equiv (x_1, x_2, ..., x_N)$. By (23), we have

$$
\mu^*(x) = \frac{\exp(-v(x)/\theta) \hat{\mu}(x)}{\sum_x \exp(-v(x)/\theta) \hat{\mu}(x)} = \frac{\exp(-\tilde{v}(\bar{x})/\theta) \prod_{i=1}^{M} \hat{\mu}_i(x_i)}{\sum_{\bar{x} \in Z^N} \exp(-\tilde{v}(\bar{x})/\theta) \prod_{i=1}^{N} \hat{\mu}_B(x_i)}.
$$

Substituting this expression in (A.23) yields

$$
\sum_{x \in X} \frac{\exp(u(x,i)/\lambda) \mu^*(x)}{\sum_{j \in B} q^*(j) \exp(u(x,j)/\lambda)} = \sum_{\bar{x} \in Z^N} \frac{\exp(x_i/\lambda)}{\sum_{j \in B} q^*(j) \exp(x_j/\lambda)} \frac{\exp(-\tilde{v}(\bar{x})/\theta) \prod_{i=1}^{N} \hat{\mu}_B(x_i)}{\sum_{\bar{x} \in Z^N} \exp(-\tilde{v}(\bar{x})/\theta) \prod_{i=1}^{N} \hat{\mu}_B(x_i)}.
$$

Except for $\exp(x_i/\lambda)$, other terms are invariant under permutation. By the same permutation argument as in CDL (2019), we can show that

$$
\sum_{x \in X} \frac{\exp(u(x,i)/\lambda) \mu^*(x)}{\sum_{j \in B} q^*(j) \exp(u(x,j)/\lambda)} = 1 \text{ for } i \in B.
$$

Now we show that for all $k \notin B$,

$$
\sum_{x \in X} \frac{\exp(u(x,k)/\lambda) \mu^*(x)}{\sum_{j \in B} q^*(j) \exp(u(x,j)/\lambda)} \leq 1.
$$

By the special independence property in (A.22) and the condition in the lemma, we obtain the desired result. Q.E.D.
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Figure 1: Geometric illustration of robust solutions.
Figure 2: Solutions for consumer problem 1 with different degrees of ambiguity aversion.
Figure 3: The impact of the information cost parameter $\lambda$ on the default rule in the standard and robust Shannon models for consumer problem 2.
Figure 4: The left (right) panel plots the consideration sets for different values of the robustness parameter $\theta$ and the information cost (risk aversion) parameter $\lambda$ ($\alpha$) for consumer problem 2 with $\alpha = 0$ ($\lambda = 2$). White area: risky option only. Grey area: risky and safe options. Black area: safe option only.
Figure 5: Solutions for consumer problem 3 with different degrees of ambiguity aversion.
Figure 6: Solutions for consumer problem 3 with different degrees of risk aversion.
Figure 7: Comparative statics.