Linguistic Models 17 The Phoﬁology of Tone

The Representation of Tonal Register

Editors Edited by

Teun Hoekstra Harry van der Hulst
Harry van der Hulst - Keith Snider
Mouton de Gruyter Mouton de Gruyter

Berlin - New York Berlin - New York 1993



132 The representation of tonal register

___. 1988. “Declination ‘Reset’ and the Hierarchical Organization of Utterances.” Journal
of the Acoustical Society of America 84, 530—44.

———. 1989. “Review of Pierrehumbert and Beckman 1988". Joumnal of Linguistics 25,
519-26.

———. 1990. “Metrical Representation of Pitch Register.” In Between the Grammar and the
Physics of Speech: Papers in Laboratory Phonology I, edited by John Kingston and Mary
E. Beckman, 35—58. Cambridge: Cambridge University Press.

———. 1991. “An Introduction to Intonational Phonology.” In Gesture, Segment, Prosody:
Papers in Laboratory Phonology I, edited by G.J. Docherty and D.R. Ladd. Cambridge:
Cambridge University Press.

———. forthcoming. “Compound Prosodic Domains.” Paper presented at the Scuola Normale
Superiore, Pisa, March 1990.

Ladd, D.R., Kim Silverman, Frank Tolkmitt, Gunther Bergmann and K.R. Scherer. 1985.
“Evidence for the Independent Function of Intonation Contour, Pitch Range, and Voice
Quality.” Journal of the Acoustical Society of America 78, 435—44.

Liberman, Mark and Janet Pierrehumbert. 1984. “Intonational Invariance under Changes in
Pitch Range and Length.” In Language sound structure, edited by M. Aronoff and R.
Oerhle, 157-233. Cambridge, Mass.: MIT Press.

Maeda, Shinji. 1976. “A Characterization of American English Intonation.” Ph.D.
Dissertation, Massachusetts Institute of Technology, Cambridge.

O’Connor, 1.D. and G.F. Arnold. 1973. Intonation of Colloguial English. 2nd ed. London:
Longman.

Palmer, Harold. 1922. English Intonation, with Systemnatic Exercises. Cambridge: Heffers.

Pierrehumbert, Janet 1980. “The Phonology and Phonetics of English Intonation.” Ph.D.
Dissertation, Massachusetts Institute of Technology, Cambridge.

Pierrehumbert, Janet and Mary Beckman. 1988. Japanese Tone Structure. Cambridge, Mass.:
MIT Press.

Pike, Kenneth L. 1945. The Intonation of American English. Ann Arbor: Univ. of Michigan
Press.

Poser, William J. 1984. “The Phonetics and Phonology of Tone and Intonation in
Japanese.” Ph.D. Dissertation, Massachusetts Institute of Technology, Cambridge.
Thorsen, Nina. 1985. “Intonation and Text in Standard Danish.” Journal of the Acoustical

Society of America 77, 1205-16.

———. 1986. “Sentence Intonation in Textual Context—Supplementary Data.” Journal of the
Acoustical Society of America 80, 1041—47.

Trager, George L. and H.L. Smith. 1951. An Outline of English Structure. Battenburg Press,
Norman OK. Reprinted in 1957 by the American Council of Learned Societies,
Washington.

Williams, Carl E. and Kenneth N. Stevens. 1972. “Emotions and Speech: Some Acoustical
Correlates.” Journal of the Acoustical Society of America 52, 1238—50.

Spreading and Downstep: Prosodic
Government in Tone Languages

Victor Manfredi

1. INTRODUCTION*

Since its origin in two studies of igbo, autosegmental phonology has
endured a conceptual tension between automatic and rule-governed
spreading. Williams® (1971) Tone Mapping rule ensures that toneless
morphemes receive tonal specifications, but skips over tonal morphemes
and melody-final floating tones. Goldsmith’s (1976) Well Formedness
Condition (WFC) associates all tones automatically, left-to-right and one-
to-one, spreading the melody-final tone onto toneless positions, or linking
extra tones onto the final tone-bearing position. Halle and Vergnaud
(1982) remark that the WFC does not exclude rules of tone spreading,
so that the tone mapping framework, being thoroughly rule-governed, is
mechanically simpler. Economy aside, automatic spreading has been
challenged by two sorts of claims: nonmorphemic, surface floating tones
(in so-called Grassfields Bantu languages, cf. Voorhoeve 1971; Hyman
1972; Tadadjeu 1974) and phonetic default tones on surface toneless
elements (in Yorub4, cf. Akinlabi 1982). To accommodate these cases,
Pulleyblank (1983) does away with automatic spreading altogether.

Arguments against rule-governed spreading have, by comparison, been
few. There are different views of what is at stake in giving up the WFC.
Depending on the content attributed to association lines, their manipu-
lation by phonological rules is a more or less significant departure from
the original goals of the theory. If association lines simply encode
“synchronization” (Halle and Vergnaud), crucial reference to linking is
a straightforward way of stating phonotactic constraints (Hayes 1986). But
if association lines denote constituency relations, i.e. predictable locality

* This paper was drafted during a summer 1988 visit to the Groupe de recherche en

linguistique africaniste, Université du Québec 3 Montréal (Jean Lowenstamm, co-director),
supported by CSRH grant 411-85-0012 and FCAR grant 87-EQ-2612. Some material was
presented in talks at Ilonn (1980-81), Nstk4 (1982—-83), Port Harcourt (1984), Amherst
(1988), the 14th Conference on African Linguistics (Madison 1983), and the 4th and Sth
Conferences of the Linguistic Association of Nigeria (Benin-City 1983, Ns Gk 1984). Thanks
to M. Bamba, M.M. Clark, R.-M. Déchaine, E.'N. Eménanjo H. van der Hulst, U. [hiénd,
Y. Léniran, P.A. Nwéchukwu, 0.0. Oyeldrin and K.R.M. Williamson for discussion.
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domains, it is inconceivable that they are formally autonomous of the
features or elements they connect.

The status of association lines also has consequences for the Obliga-
tory Contour Principle (Leben 1973). Odden (1986) restricts the OCP to
underlying representations, so as not to force identical tones to “collapse
into a single tone” across morpheme boundaries. Clark (1989) eliminates
the OCP even in the lexicon, so that the relative pitch of sequential H
tones is encoded in the number of underlying identical autosegments. On
the other hand, if the OCP holds both in the lexicon and in phrasal
phonology, then association lines reflect independently determined
constituency relations. Kaye, Lowenstamm and Vergnaud (1985, 1987)
theorize government among syllable constituents (rimes and onsets) and
within the segment (heads and operators). In their framework, rules of
spreading are not statable; the distribution of surface floating and default
elements is constrained by structure preservation, minimality and proper
government (Charette 1988; Nikiema 1988; Kaye 1989).

Section 2 critiques rule-based tone typology. While every logical
combination of {H, L} tones spreads automatically in some Benue-Kwa
language, tone spreading is nonrandomly parameterized. H-spreading
excludes total downstep but does not conflict with partial downstep.
L-spreading excludes partial downstep but is a prerequisite of total
downstep. A language with two types of L tone, spreading and non-
spreading, has both types of downstep. The spreading of both H and L
tones contradicts downstep altogether. These implications are under-
standable if both spreading and downstep are represented in terms of
prosodic government by tonal elements, following Bamba’s (1984) claim
that downstep is the effect of metrical constituency on the pitch
realization of tone elements.!

Section 3 establishes prosodic government domains in two languages
which have been analyzed in terms of rule-governed spreading: yomal4?-
Yamba and Igbo. Prosodic government predicts the tonal effects of
syntactic structure, effects which are handled in extant analyses by
diacritic tones and association lines. These cases, together with the
typology, constitute arguments against rule-governed spreading. Section
4 argues that metrical structure is encoded in the three lexical tone
classes of Igbo. A concluding comment (section 5) draws the cases
together in support of the hypothesis that prosodic phonology requires,

1 Benue-Kwa is the largest genetic constituent of Niger-Congo. Greenberg (1963:39, fn.
13) observes a lack of evidence for an isogloss between Kwa (in which he tentatively
includes Kru) and Benue-Congo. Williamson (1989), following the lexicostatistic analysis of
Schadeberg (1986), suggests a division in between Gbe and Yoruboid (see Capo 1985 for
a critique).
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not a level of representation intermediate between syntax and phonology,
but a theory of the different subtypes (lexical, phrasal, metrical, tonal,
syllabic ...) of the government relation.

2. TONE AND LOCALITY IN BENUE-KwA

Goldsmith’s WFC predicts tone contours at the right margin of an
association domain, just if the underlying tones exceed the available tone-
bearing units in number. But, in some languages, phonetic tone contours
occur in other positions, or are restricted to certain tone combinations:

(1) Yorubd (Awobuluyl 1964) H spreads onto L
L spreads onto H

Ed6 (Amay6 1976), H spreads onto L
western forms of Igbo

“central” Igbo

2omald?-Yamba (Hyman 1985) some Ls spread onto H

2ekoyo (Clements 1984) L spreads onto H

This range of options might suggest a parametrized association con-
vention, according to which certain tones have the inherent property of
spreading onto tone-bearing positions. Two of the cases could be handled
this way. In Ed() and western Igbo, L never spreads. In ekoyd, what
has been called “H-spreading” is actually a flop rule across word
boundary, and never results in a falling tone contour.

Parametrized association has difficulty with Yorub4’s three tones {H,
M, L} because, while H spreads onto L, and L onto H, neither H nor
L spreads onto M. (M never spreads.) Akinlabi (1982) suggests that M
is a default tone which arises after spreading applies, but this says
nothing about ¥omald?-Yamba, a language in which L tones divide into
two classes, respectively spreading and non-spreading.

To account for YekoyS, Clements and Ford (1979) propose another
kind of parametrized association, which they dub accentual. Dispensing
with a L-spreading rule like (2a), they treat the formation of word-final
LH contours as a WFC effect, by positing a pre-cyclic tone shift or
initial tone association rule (ITAR). In (2b), the first tone links to the
star [+] diacritic, and the other linkings follow from the WFC:
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2) a. L H L H
I — N
X X X X
b. L H L H L H
* *
X X X X X X

Maintaining (2b), Clements’ (1984) account of ekoy6 still requires a
highly marked inventory of lexical tone melodies, as well as rules of
leftward H tone association and falling tone simplification. And, the
ITAR plus WFC can’t handle Edo and Yorub4, languages with contour
tones which are non-final in a monomorphemic association domain.

If spreading-induced contours are not tone association effects, two
possiblities remain: they result from language-specific rules, or else they
attest inherent properties of those elements which spread, as these
properties are licensed by the phonological context. In comparing the
alternatives, the relation between spreading and downstep is relevant.

For Stewart (1965, 1971, 1983) “downstep” describes the lowered
phonetic register of a high tone preceded by a low tone. Lowering is
cumulative and persists throughout the tone phrase, but is reversed at
syntactic pauses. The triggering L need not surface; if it doesn’t, the
downstep is “non-automatic”. If there is no synchronic evidence for a L
tone, downstep is triggered diacritically. L-delinking, which yields non-
automatic downstep (marked by a macron), can be expressed by one of
the rules in (3). What varies is the direction of assimilation, and the
survival vs. elision of the original L-bearing unit:

3 a HLH H L H
[ — M~ |

X X X X X X

b. H L H H L H

[ | — R

X X X X X X

c¢c HLH H L H
[ - | I

X X X X X

All the rules in (3) involve two assumptions: a tone automatically
delinks from a timing unit which is affected by spreading or elision, and
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floating tones do not automatically reassociate. In Akan (Schachter and
Fromkin 1968), L is delinked either by rightward or by leftward H-
spreading (3a, 3b), or by TBU elision (3c). In “central” Igbo elision is
not found, and H-spreading is leftward (3b). Yorub4, Edo and western
Igbo attest elision (3c) and—in other contexts—non- delmklng, rightward
H-spreading (4a). Amziyo observes that H-spreading is bled by elision: H
does not spread across a floating L tone (4b).

(4 a HL HL
. — N
X X X X

b. HL L H L L

l l *> -

X X X X

Other combinations of spreading and delinking are more problematic.
(4a) flatly contradicts (3a). L-delinking (3a—c) bleeds L-spreading (2a),
but there is a conceivable feeding relationship by which spreading feeds
delinking so as to mimic the effect of (3a) and (3c). In (5), the “early”
application of the L-spreading rule functions as a diacritic for subsequent
delinking, i.e. for non-automatic downstep.

5) a L-spreading H-spreading, LH-simplification
L-delinking
H L H HL H HL H HLH
= TN = DN — N
X X X X X X X X X X X X
b. L-spreading L-delinking via LH-simplification
TBU-elision
H L H HL H HL H HL H
O I N e S BN e I
X X X X X X X X X X

One can exclude the derivations in (5) by stipulating that L-spreading
and L-delinking cannot cooccur in one grammar. However, this is
falsified by Yomald?-Yamba and Yorib4. In Yorub4, the downstep which

2 Rightward L-spreading cannot trigger downstep of the type in (5b).
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results from L-delinking (“the assimilated low tone”) is limited in domain
to one syllable: subsequent syllables with the same value as the
downstepped tone can exceed its pitch level® In Yomald?-Yamba,
automatic downstep is perseverative but not triggered by all surface L
tones, and some non-automatic downsteps are total.

The phenomenon of total downstep, found in Yekoyé and yomald?-
Yamba, challenges Stewart’s claim that the downstep trigger is always a
floating L tone. Total downstep lowers a H tone all the way to the level
of a L tone in the same position. A following L tone is lower still. Thus
the tonal sequence in (6), where total downstep is marked by a double
macron, would have the phonetic interpretation shown.

© [HHL] -]

If an abstract L tone was responsible for total downstep, it would
possess properties distinct from both kinds of concrete L tones which
are found in Yomald?-Yamba: one kind spreads onto a following H
'without downdrifting it, as in (7a), while the other kind downdrifts a
following H tone (by the interval of a partial downstep), but without
spreading onto it, as in (7b).*

() a [HLH]—[HL LH] [‘_/]

b [HLH]—[HLHA] [T_-]

Type (7a), and not (7b), is found in Yekoyd; the total downstep trigger
in that language is distinct from both. Accordingly, Clements and Ford
propose that the trigger for yekoyé total downstep is not floating L but
floating “super-L”, a non-surfacing type of low tone. But they do not
explain why total downstep is restricted to phrase-level phonology,
although partial downstep (in other languages) can occur morpheme-
internally. This distributional asymmetry suggests that the triggers of the
two downstep types are not formally comparable; below, I will provide
a straightforward account for this fact.

In two instances, Stewart (1965) recognized the arbitrariness of floating
L tone as the trigger of partial downstep: lexical downsteps where no
alternation occurs, and syntactic downsteps for which no low tonal
morpheme is motivated (see also Fromkin 1976). Among generative

3 Lénfran (1991) provides instrumental descriptions of several highly marked pitch
phenomena in the Yorlb4 terraced tone system, as compared to systems of the Igbo type.
4 Tadadjeu (1974:284, fn. 1) describes L-spread as optional and limited to utterance-final
position.
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Bantuists (Voorhoeve et al. 1969; Voorhoeve 1971; Williamson 1970,
1986, Hyman 1972, 1976), the main justification for nonmorphemic
floating tones (many of which are diacritic downstep triggers) is histori-
cal reconstruction. Notwithstanding Kiparsky’s (1974) caveats, some auto-
segmentalists imported this abstract notation wholesale. Pulleyblank
(1983) treats Hyman and Tadadjew’s (1976) floating tones like obser-
vational data.

To summarize, it is impossible to account for downstep alone, or for
the relation between spreading and downstep, across all the language
types in (1) by means of rules, without using tones and/or rules
diacritically. The remaining possibility is that every instance of spreading
and downstep reflects inherent, parametric properties of tone elements,
subject to universal prosodic constraints. I will now show that this alter-
native premise correctly predicts the co-occurrence of downstep, total
and partial, with the full set of spreading phenomena, both intra- and
cross-linguistically, for the languages in (1).

Spreading and downstep differ with respect to locality. In most
languages, the lowering effect of a downstep (whether partial or total)
persists over a potentially unbounded phonetic span. The downstep found
in Yoruba is “local” (nonperseverative). Spreading, by definition, is
constrained by adjacency on the relevant tier. Stewart (1981) observes
that partial downstep is in complementary distribution with the spreading
of a low tone onto the domain of a following high tone. This is borne
out for the five types in (1):

(8) Yorubé local downstep
H spreads onto L
L spreads onto H

Ed(’)/ western Igbo partial downstep

H spreads onto L
“central” Igbo partial downstep
Yomald?-Yamba some partial downsteps

some total downsteps
some Ls spread onto H

ekoyo total downstep
L spreads onto H

In the terminology of Hyman (1978), a L tone can affect a following
H either “horizontally” (by spreading onto it) or “vertically” (by inducing
partial downdrift). (8) suggests that both kinds of assimilation cannot be
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triggered by the same token of L tone. Further, total downstep correlates
with L-spreading. In all, (8) has three sets of implications:

)] a. Total downstep contradicts H-spreading and requires L-
spreading,
b. Partial downstep contradicts L-spreading (but does not require
H-spreading).
c. Perseverative, ie. non-local, downstep contradicts the joint
presence of H-spreading and L-spreading.

To express (9) in terms of tone rules minimally requires a distinction
between tonal and register tiers of tonal autosegments (Manfredi 1979,
Huang 1980; Clements 1981; Inkelas et al. 1987):

(10) [T
h 1 (Register tones are notated
[\ [ in lower-case.)
h |
NN

But the register tone hypothesis only restates the problem as feature
geometry: it attributes two nonintersecting sets of properties to identi-
cally-named autosegments, depending on which tier they occupy. If (10)
represents partial downstep, what prevents the spreading of tonal-L
between “tonal feet” (register domains)? And how could a representation
like (10) account for the two types of tonal-L (spreading and non-
spreading) which cooccur in Yomald?-Yamba?

Alternatively, suppose that tones have a single set of properties, all
local and invariant, while long distance, relational phenomena like
downstep reflect the interaction of tone and metrical structure (Bamba
1984, 1988, 1989). In a kindred vein, Clements and Ford argue that, if
the accentual character of yekoyé “tone shift” is accepted at face value,

we would immediately want to take the further step of attributing underlying (or
rule-inserted) accent to all lexical tone languages. This is because it would make no
sense to argue that Kikuyu had fixed initial accent simply on the basis of the
hindsight afforded by tone shift, while denying fixed accent to such typologically
similar tone systems as those of Ewe, Igbo or Akan. (1979:198)

Accepting the logic of this statement, I will now show that the three
generalizations in (9) can be restated as a single relationship between
between tonal and metrical structure. Bamba proposes that the H

Manfredi: Spreading and downstep 141

clement in a downstep system projects an [s] node which automatically
entails a following [w] position, cf. (11a); i.e., it is a metrical governor.
Correspondingly, a spreading H can be characterized as a tonal governor,
projecting two positions on the tone-bearing level, as in (11b). In charm-
and-government phonology, elements which create contours by spreading
domain-internally are said to project two skeletal x-slots (Prunet 1986;
Nikiema 1988). This double-projection property is analogous to syntactic
government: the co-occurrence of metrical and tonal government in (11b)
can be likened to a verb which both governs (8-marks) and overtly Case-
marks its internal argument, as in (11c).

(11) a. /\ b. A C. /\

s (W) metrical s w d-structure VNP

| government: | | government: 6 —

H HL eat bread
tonal N s-structure | Acc.
government X Xx government  Case —

The OCP dictates that phonetically distinct H tones belong to
different metrical feet, so that a [ HH ] sequence looks like (12a). An
L tone intervening between H; and downstepped H, occupies the weak
position of the first foot, as in (12b). But (12a) respects the OCP even
if there is no intervening L tone (the weak position being optional),
because the two H tones are not strictly adjacent. Conversely, adjacent
H-bearing syllables in the same pitch register must belong to the same
metrical constituent, as in (12c). The OCP rules out (12d), with distinct
H tones sharing a single foot:

(12) . b.
’ PN PN

S w s w
N\ 7\ N\
s (W) s (W) S w s (w)
| l I l
H, H, H, L H,
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c. /\ d. /\

s W) s (W)
I ,\

H “‘H, H,
- |

X X X X

Assuming (11—12), the generalizations in (9b—c) follow from the
definition in (13):

(13)  Minimality Condition
Each domain has a unique governor.

(13) explains why, across downstep systems, L-spreading is more restricted
than H-spreading. In an automatic downstep configuration like (12b),
(13) excludes the spreading of L onto H,, since this would require L to
govern (tonally) into the second foot—the metrical domain of H,. Note
that (13) does not exclude the co-occurrence of L-spreading and partial
downstep in the same language, just in the same constituent. In other
words, if H is the metrical governor, L-spreading (tonal government) can
occur only within a sub-metrical domain, in which by definition H does
not govern, as in (20a) below.

This government asymmetry between L and H, essential in all
downstep systems, is most vivid with total downstep. Total downstep
lowers a H tone to the pitch of a L tone. In (14), this is represented
as [, Hy]: a [w] metrical position directly dominating H2. For pitch
interpretation, the timing unit bearing H, is equivalent to one bearing
L. That is, the tonal content of a weak position is metrically “invisible”.>

(14) /\

5 Cf the process of vowel reduction in “stress” languages (languages in which metrical
structure is a projection of syllable weight): a vowel in a weak metrical position gets the
phonetic interpretation of a schwa. Metrically weak positions are invisible to projected
features—a government-based constraint, analogous to syntactic visibility (Roberts 1985).

Manfredi: Spreading and downstep 143

(14) shows that a total downstep is immediately preceded by [ 0]:
an empty [s] position.® If the [s] position before a total downstep was
occupied by a H tone, such as H; as in (15), a partial downstep (on
H;) could immediately follow a total downstep (on H,):

(15) —

* H, H, H;

But (15) is ill-formed. The interpretion of (15) would require a greater
pitch drop between metrical feet than occurs in (12a—b) and (14),
making tones function as covert accents. To put the matter more simply:
downstep, whether total or partial, is by definition a relationship between
metrical feet, so the relation between H; and H, in (15) cannot be
downstep of any kind. In yekoyd, all downsteps are total. Clements and
Ford (1978, 1979) observe that the surface tone preceding the downstep
is always H. Their downstep displacement rule (16a) is represented as in
(16b):

(16) a. [H’LQ] - [Hg] (Xq = the maximal sequence of X elements)

b. P, D, D, D, ®,
"\ PN VRN PN PN
s (W) s 0w s (w) s W) s w
I . | I ||
H, o L H, — H, 0 H,
(N NN M~ N
ab c d e f abcd ef

The change in (16b) is driven by well-formedness considerations. The
left side of (16b), which arises in phrasal contexts, is phonetically
uninterpretable. Unless there was a systematic possibility for a “super-
low” L in this position, the [[ L] in the second foot would require a
zero pitch drop between P, and @, —otherwise the pitch change between

6 [; @] (empty, strong position) is a marked type of constituent which occurs in a very
restricted set of prosodic contexts. By contrast, weak positions are optional except phrase-
finally, where the notation [, @ ] indicates a weak position that is both obligatory and
empty, cf. (18b).
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adjacent feet would be diacritically determined by the tones, robbing the
metrical hypothesis of content.

(14) suggests that what permits total downstep is a parametric
loosening of the bijective mapping between tones and metrical positions
found in “pure” partial downstep languages (where H uniquely projects
[s]). If either H or L can be immediately dominated by either [s] or [w],
two new possibilities arise: [, ..H.. ] and [; ..L.. ]. This allows two
different tone elements to share one (branching) metrical position. The
four permutations are given in (17):

17) a./\ b./\ c.\ d.\w

s 0w S w) w
™S ™~ ™~ ™S
L H H L L H H L

Most of these are independently ruled out. If only [s] can tonally branch,
(17c¢—d) are excluded. This is quite natural since [, H ] is phonetically
identical to L, so that both [, LH ] and [, HL ] would be level in
pitch. Two possibilities remain: | LH ] (17a) and [ HL ] (17b). In
fact, only (17a) ever occurs—another clue about the relationship of tonal
and metrical government.

In Yomald?-Yamba, Tadadjeu (1974) and Hyman (1985) observe a
contrast between two types of L tone: a phonetically raised L which
spreads onto the following H (but doesn’t downdrift it), and a nonraised
L which mduces partial downdrift on the following H (but never spreads
onto it).” Two types of L also contrast in the context “L _ ##”: one
maintains a steady pitch level, the other drops off. Suppose that in both
contexts, the former type of L is the left member of a branching [s] as
in (18), and the latter type is immediately dominated by [w] as in (19).

(18) a. PN b PN
] (w) S w
™ | I
L H L 0
™~ N
X X X X ##

7 Contra Hyman (1985:79, fn. 20), I describe the phonetic lowering of an LH sequence
in (24c) as downdrift (automatic downstep), so as to preserve a uniform cross-linguistic
representation of phonetically and phonologically identical phenomena. The fact that
downdrift does not occur after all surface L tones in all languages does not warrant its
dismissal as an “old concept”.
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(19) a ~ PN b. ~
w s (W) w
| |
L H L
I ™S~
X X X x ##

A raised, potentially spreading L tone (a tonal governor) is imme-
diately dominated by [s]; but an [s] position must also contain a H tone,
since H is the metrical governor. Because the LH sequence shares the
same foot, there is no downdrift between them, cf. (18a). A sentence-
final L can be directly dominated by [s] if and only if the following
weak metrical position is empty, cf. (18b): although H metrically governs
L, [ [ L][., ©]] is nevertheless well-formed because L is metrically
stronger than 0. This theorem gives a principled basis to the frequent
observation that the {H-L} contrast is neutralized sentence-finally. In
the same way, the fact that L-spreading is restricted to utterance-final
position in yomald?-Yamba (cf. footnote 4 above) seems to depend on
the fact that there is no following constituent to be metrically governed
by the H tone onto which L spreads. In )ekoy6, too, LH tone contours
are apparently restricted to phrase-final position. The parallel restrictions
in the two languages follow from (13).%

There is no evidence, however, that a non-branching [s] can dominate
a nonfinal L, as in (20a). There is also no phonetic distinction between
two types of HL sequences, corresponding to the prosodically distinct
LH sequences in (18—19). Such a distinction would require some HL
sequences, but not others, to exhibit spreading.’ In fact, no H-spreading
occurs in yomald?-Yamba or yekoy6, so [ HL | is excluded, cf. (20b).

] w S w)
* I N
L aT H L
| l M~
X X X X

8 Voorhoeve’s idea (adopted by Hyman) is that L-dropoff is blocked by a word-final,
floating H tone. My analysis in (18b) is not completely different. Condition (21a) below
licenses nonbranching [s L ] just in final position, since an L tone is metrically stronger
than zero, but a non-final [( L ] must be part of a branching [ LH ] constituent. The
difference is that Voorhoeve’s floating H is totally abstract: it never surfaces.

9 Stewart’s (1983) contrary claim concerns diacritic H-spreading that feeds L-delinking,
cf. (3a).
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The ill-formed representations in (20) have in common a L tone as the
rightmost daughter of a [s] node, i.e. nonfinal L immediately preceding
a weak position. Such a restriction is reminiscent of the exclusion of
“super-heavy” CVVC syllables, in which both rime and nucleus branch
(Kaye, Lowenstamm and Vergnaud 1987; Charette 1988). In both cases,
a metrical governor is lacking, adjacent to a weak position.

Tonal elements are potentially both tonal and metrical governors;
there is an asymmetry in the constraints on the respective levels. While
metrical structure is never fully autonomous of submetrical domains, be
these projections of tone or syllable weight (or both, for Kishambaa)!?,
the correspondence of tonal and metrical domains can be more or less
close. The proposal that metrical domains “extend” the properties of
tonal elements as governors/governees recalls the extension of syntactic
government to long-distance domains (Kayne 1984; Koster 1986).

(13) has the corollaries in (21). With respect to metrical structure,
tonal elements universally respect the constraint in (22), cf. footnote 6
above. A bijective relation between metrical and tonal governors obtains
parametrically, cf. (23).

(21) a. Merrical Projection Theorem
A [s] position immediately dominates a metrical governor.
b. Mertrical Locality Theorem
A [w] position is strictly adjacent to a metrical governor.

(22)  Tone Visibility Constraint
Tonal government is not possible from a [w] position.!!

(23)  Prosodic Domain Parameter
A [s] position uniquely dominates a tonal governor: {yes}, {no}.

In pure partial downstep systems like Igbo and Ed(’), the value for (23)
is {yes}. In these systems, there are three formal possibilities for an
initial L tone. The first, adjunction under a strong position as in (24a),
is ruled out by (23). Instcad, as proposed by Bamba (1988), an initial
L can adjoin under a weak position, as in (24b). Alternatively, an initial
L could belong to a unique foot projected by an initial [[ 0 ] con-

10 In Kishambaa there is downstep between all lexical and phrasal H tones, except if a H-
bearing domain arises by spreading (Odden 1982). A metrical account, preserving the OCP,
would make every [s] position a co-projection of an underlying H and its rime constituent.
11 (22) implies that both L and H are metrically strong in Yordbd, a claim which is
possible only in a three-way system with {H, M, L}. I cannot develop this claim in the
present space, but see Laniran (1991) for striking evidence that L is strong in Yorlba4.
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stituent, as in (24c). Initial L tone is phonetically raised in Ed() (Elugbe
1977), Igbo and J>mald?-Yamba, but not in Kishambaa (Odden
1986:364, fn. 11). This systematic difference might correspond to the
representational distinction between (24b) and (24c), both of which are
well-formed in principle.

(24) a. PN b. N C. /\
w

/N A AN

*s S w S s w S w

. | | | 1

## L, H L, ## L H L, ##0 LiH L,

(23) also raises the question of what counts as a tonal governor. In pure
partial downstep systems, the only candidate is H (the metrical governor).
Two variants of partial downstep are distinguished by the presence/
absence of tonal government. In Ed6and western Igbo, H is the tonal
governor, spreading onto [, L } as in (11b). A string of syllables linked
to a single H tone has the phonetic tendency to rise in pitch. In
“central” Igbo, no tone spreads (in the localistic sense: any tone
contours involve the docking of a tonal morpheme): therefore, metrical
government entirely supplants tonal government, making (23) vacuously
true.!? With the revised parametrization in (25) below, this indeterminacy
of (23) is removed.

In Yorub4, both H and L tones spread, apart from one context. Given
(13), this shows that metrical domains are in general not formed. The
exception arises via the elision of a L-bearing timing unit: the “floating
L” becomes the weak branch of a metrical constituent, and a_downstep
is produced. This result is confirmed in both Yorubd and Edo,as al-
ready observed in (4b): H-spreading fails to occur just across an
“assimilated” (i.e. floating) low tone. This constraint is understandable as
a minimality effect: spreading does not cross metrical constituents.

In total downstep systems, tonal and metrical domains are fully
distinct: the metrical governor is H and the tonal governor is L. H does
not project a strong metrical position: some H tones occur in weak
positions, and some L tones occur in strong positions (both initially and
non-initially). But total downstep systems still satisfy (21): a nonfinal [s]
dominating a L tone must branch to [ LH ], cf. (18a). Nonbranching
[s] nodes need not contain H just in case the corresponding [w] position
is weaker than L, cf. (18b), where [ L ] governs an obligatorily empty,

12 The syntactic analogue is a language in which structural Case is completely abstract.
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sentence final [w] position. (22) is also respected in total downstep
systems: no spreading is possible from a weak metrical position.

The typological array in (8) attests the independently varying para-
meters in (25), subject to the constraints in (13), (21) and (22).

(25) a. Metrical Government Parameter'?
The metrical governor is {H}, {L}, {9}.
b. Tonal Government Parameter
The set of tonal governors is {H}, {L}, {H, L}, {0}.
. Prosodic Domain Parameter (revised)
Tones freely occupy metrical positions: {yes} {no}.

(25a) selects the basic type of tonal licensing for metrical government
domains. The value {H} selects downstep, {L} selects upstep and {0}
selects neither. (25b) accounts for the fact that local tone spreading
varies cross-linguistically among four logical possibilities. Closely related
languages/dialects differ with respect to (25b), and the learner can
determine the setting from the simple, positive evidence of intra-
morphemic contour tones.

A “mixed” system such as Yomald?-Yamba, in which only some L
tones exhibit spreading, is evidence for the independence of the tonal
and metrical parameters. The tonal governor is {L}, but tonal
government from a weak metrical position is ruled out by (22). Further,
as attested by both Pomald?-Yamba and Hekoys, (13) prevents
spreading in a nonfinal [ LH | constituent, so the actual cases of L-
tone spreading are a subset of a ‘subset of the total number of L tones:
[ LH][. 0] ] Stating this in the form of a spreading rule obscures
the generalizations which hold for each of the sub-relations on which it
is jointly based, and which have independent, highly valued empirical
consequences in other contexts.

(25¢) restates (23) more generally, with markedness reversed. A yes
value for (25c) has three major consequences: H may be dominated by
[w], L may be dominated by [s], and [s] may branch. The distinguishing
phonetic alternation of a total downstep system, “H—L in weak
position”, can also be observed from simple, positive evidence. Total
downstep intrudes marginally in many partial downstep systems: down-
stepped H in final position is phonetically low in Mbaisén (Uwaldaka

13 As already noted, the possibility of both {H, L} as metrically strong is probably
instantiated in the three-tone system of Yorib4. The statement of (25a) remains valid for
two-tone systems as it stands, for reasons which are intuitively clear: a two-tone system
cannot have both tones metrically strong.
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1982), Izfi (Meir et al. 1975) and Ehugbd (Manfredi 1979). The
possibility of branching [s] can be induced from the contrast between two
kinds of L tone: [, L ] which downdrifts but does not spread, and [,
L ] which spreads but does not downdrift. This contrast, being supported
by two concomitant phonetic cues, is also easily learnable.

A yes value for (25¢) licenses total downstep. The fact that an [s]
position may branch to LH implies the separation of tonal and metrical
domains. Once the domains are separate, (13) requires the learner to
identify a governor for each. H must remain the metrical governor,
because all weak positions are phonetically nonhigh. This makes L the
only candidate for tonal governor in a total downstep language.

A no value for (25¢) makes a metrical foot a pure projection of H,
as in (11a): every H is linked to [s], and every L to [w]. Nothing
requires every [w] to link to a L tone however, so partial downstep is
possible with either yes or no values of (25¢); no excludes total downstep.
No is the unmarked value since positive evidence for this setting is less
straightforward.

The next section compares prosodic government domains in the
associative constructions of a “Semi-Bantu” language and igbo.

3. PROSODIC GOVERNMENT

2omald?-Yamba ("Dschang-Bamilék€”) is discussed by Tadadjeu (1974),
Hyman and Tadadjeu (1976), Pulleyblank (1983), Hyman (1985). Their
principal data are drawn from the “associative” construction, a complex
nominal resembling the Semitic construct state. Although the associative
construction is sometimes translated by an English DP like the feather
of thejan eagle, restrictions in phrasal expansion and definiteness make
it semantically closer to an English nominal compound like eagle feather.
One difference from a compound is the presence of a morpheme
between the two nouns. But unlike a possessive morpheme or other
determiner, the associative morpheme does not imply definiteness. In
other words, as in the construct state, the dependent noun in an
associative construction is not independently referential.

The associative morpheme is an agreement prefix on the dependent
noun, coindexed with the head noun. Welmers (1963) reconstructs the
associative morphemes of proto Niger-Congo as a and k4. In many
daughter languages, its phonetic shape has undergone reduction; some
reflexes lost their segmental content but kept the tone. In some
languages, agreement morphology has become entirely vestigial, so the
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question of abstractness arises. In omald?-Yamba, associative prefix
agreement is productive.

For a prosodic account of this construction, the crux is its syntactic
licensing. As a nominal clitic, the associative morpheme on the
dependent noun spells out a relation between two nominal heads. The
best-understood licensing relation is thematic, as defined in X-bar theory
(Chomsky 1981), but it is not obvious that this is the appropriate one.
For Borer (1983), the Hebrew construct state is a thematic, phrasal
projection (but note that Borer 1987, 1989 cites it as an example of
word formation in the syntax). Another possibility is that the licensing
projection is not thematic but “functional”: responding to proposals by
Fassi-Fehri (1987), Ritter (1988) proposes that the construct state is a
projection of the determiner, essentially as in (26):1

(26) DP DP
/\ /\
D NP D NP
ha- VN — N\ T
SPEC N N. D SPEC N
mora | beit ha- mora |
N t;
beit
‘the’ ‘teacher’ ‘house’ ‘the teacher’s house’

Yet, Ritter must invoke more than head movement to account for the
surface order; the unanswered question is why the head noun beit ‘house’
doesn’t incorporate to the right of the proclitic ha- ‘the’, yielding an
ungrammatical output *ha-beit mora. My suggestion is that this
indeterminacy cannot be resolved because head movement is the only re-
ordering mechanism available within a phrasal (i.e. X-bar) schema.
Higginbotham (1985) offers another model of licensing, neologistically
called “autonymous”  6-marking, to handle the noncategorial (or
syncategoremic) meaning of prenominal adjectives. Since a big butterfly
may not be big in absolute terms, there are evidently two kinds of
semantic composition between the adjective and the noun. The basic
relation is B-identification, as in all predicative constructs: one knows
that the properties of bigness and of being a butterfly intersect in the
same individual. The extra relation is independent of the head-
complement configuration of X-bar theory, on which both Borer (1983)

14 On the categorial status of possessive morphemes as determiners, cf. Fukui (1986),
Abney (1987).
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and Ritter (1988) rely. Suppose that autonymous 6-marking is a local
relationship between thematic heads: an X° category can 8-mark the
head which governs it. Discussing the similarity of adjective and adverb
licensing, Travis (1988) embeds this proposal in an incorporation
structure, following Baker (1985): Y autonymously 8-marks X° in the
structure [x. X° + Y? ], where X° governs Y. I adopt Travis’ idea as
follows. In (27), the (base-generated) incorporation of N; is mediated by
an agreement chain between N; and the coindexed clitic. N; autonymously
8-marks its governor N; (perhaps via the intermediate governor agr;). 1
assume that an affix governs its subcategorized complement (Lieber
1980). In this structure, unlike the noun incorporation structures
discussed by Baker (1985), the referential index of ‘eagle’ cannot
percolate.

27) N;
/\
N; agr;- incorporation: N; governs N;
‘feather’ (syntactic affixation)
agri- «8- N affixation: agr; governs N;
‘cl- ‘eagle’

Hyman states that, depending on the agreement class of the head
noun, the associative clitic is lexicalized in Yomal4?-Yamba as / e- /,
/ - [ or / é- /. A propos the underlying form of these morphemes, he
astonishingly remarks that “the segmental information is, as far as I have
been able to determine, totally irrelevant for the study of tone” (1985:78,
fn. 3). But, just as in Hyman’s (1976) description of the Abé dialect of
Igbo, this assertion obscures syllable-based generalizations about tone
association domains (cf. Manfredi 1983a). Two important observations
relate to the segmental form of these morphemes: / 4- / always acquires
the quality of the preceding vowel (whether or not a consonant
intervenes), while the syllabic features of / &- / almost never surface
(Hyman 1985:78, fnn. 4, 7). In accordance with the second observation,
the two clitics can be represented as in (28):

(28) class 1, 9 L class 7 ] H
agreement prefix: agreement prefix:
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The floating L in (28) is a morpheme, and as such is learnable, given
appropriate alternations. The same cannot be said of the nonmorphemic
floating tones posited by Voorhoeve and Hyman (and carried over
without argument by Pulleyblank); to these I now turn. As noted,
yomald?-Yamba shows four distinct surface tone patterns on bisyllabic
nouns. Tadadjeu and Hyman cite them on the segmental base [ laton ].
The first tone in each pattern is L. Three of the four contrasts are
manifested exclusively on the second syllable; in one word, the initial L
is predictably raised. Tadadjeu distinguishes the four patterns by positing
one morpheme-final, lexical floating tone, justified by appeal to historical
reconstructions. The first observation about this tone quadruplet is that
it is only near-minimal, because it is composed of two lexical nouns and
two infinitives. The latter are unquestionably bimorphemic, presumably
formed by syntactic affixation as in (29).

(29) a L H b. L L
l | |
X X X X

13- ton) Is- to

Vv Vv ’

The lexical nouns may also analyze as prefix+root, since there are no
high tone-initial nouns.

Applying the metrical representations in (18—19), which are
phonetically motivated as discussed in section 2, it turns out that the
syntactic and lexical 13- prefixes differ prosodically:

30) a. b.
s (w) s w
™S~ | I
L H L ]
™~ ™
X X X X ##
latonq lIatapg
‘feather’ ‘navel’

(Hyman: 13-t 5 n °])
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31 a
NN N
w s (W) w
[ |
L H L
[
X X X X ##
latop latonq
‘to call’ ‘to reimburse’

(Hyman: [Ia-t3pn "]

The two lexical nouns begin with a metrically strong position, but the
infinitive prefix is metrically weak. The generalization in (32) does not
translate into a floating tone framework.

(32) Clitic Prosody Hypothesis
Syntactic affixes are metrically weak.

Concerning the verb root ‘call’, Hyman does not indicate underlying
tone consistently. At the end of his discussion, he cites the verb with
lexical H tone (1985:64, data 28a), disregarding his initial hypothesis of
a final, floating L tone (1985:48, data 1c). The floating L seems to be
needed just to trigger his rules of “L-metathesis” and “‘H-lowering”. In
a footnote (1985:78, fn. 8), he justifies the floating L on morphological
grounds, as an independent suffix which is present on a “nominal”
infinitive | 13-tdy-" ]. This form contrasts with a “verbal” infinitive,
otherwise identical, that lacks the suffix. The two infinitives select
different concord for their complements: Class 1 Genitive concord is
[ * ], while the corresponding Accusative concord is [ 4 ]. Disregarding
the nominalizing suffix, the phrases are as in (33):

(33) a ‘to call me (Accy  [3-toq [d-yd]] —  [13tdndwi]
b. ‘to call me (Gen.y  [3-toy [-7d]] — [13-'tdn ya]

The phonetic output in (33a) is evidently straightforward, with rounding
harmony spreading from the verb to its complement. In the output of
(33b), the total downstep between L tones, and the spread of L onto
the final syllable, must be accounted for. But an associative construction
‘bird horn’ lacks the L-spread:

(34) ‘bird horn’ [d-ddy [-sdg]] — [0'ddy sdg] *[h'ddy sag]
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The phonetic discrepancy between (33b) and (34) raises a descriptive
problem for Hyman. He posits a final floating L tone equally on both
[ 15-t3g-" ] and [h-ddy" ], in the latter case presumably not on morpho-
logical grounds. But the two floating L tones do not have consistent
phonetic consequences: both cause the preceding H tone to be down-
stepped (in his account), yet only the former triggers a rising tone on a
class 1 complement. Moreover, he cites no syntactic or semantic
difference for the twin types of infinitives. In the framework developed
in the preceding section, the difference between (33b) and (34) is not
tonal but prosodic: a spreading L tone must occupy a [s] position. Given
the generalization in (32), there is no way 0 preserve Hyman’s “nominal
infinitive” hypothesis. Rather, the phonetic difference reflects a property
of the complement. There are a number of possible stories; for the
present discussion, nothing much hinges on the choice, once it is clear
that the “nominal infinitive” hypothesis does not justify a phonological
floating tone suffix on a noun like ‘horn’. The contrast between “strong”
and “weak” pronouns is widespread in the Benua-Kwa family (cf.
Oyeléran 1970, Manfredi 1987), and the prosody of the object pronoun
in (33b) makes it plausibly a strong metrical constituent. For concrete-
ness, 1 will represent the strong pronoun as a Kase Phrase, headed by an
X? category (n.b. not a syntaxtic affix) which is metrically strong:

N N SN NN N S
(35) \Ivs w)[s [ sw \iv s W [w [s W
| I 1]
LH L| H L H L |H
| | il || |
X X X X X X
\% NP N; agr;
10-ton) ra n-don sar
‘to-call K% ‘me’ ‘horn’ - ‘bird’

The representations in (74) yield the correct phonetic outputs with two
additional assumptions. At the accentual level, the OCP merges [ L]
[[ H] — [, LH], because the output is a well-formed configuration
in this language, and the input is not, cf. (18a, 25c) above. At the timing
level, the tonal prefix of the dependent category flops onto the final
timing unit of its governing category, causing the already associated H
tone to delink, creating a total downstep (i.e. [, 0]). The output is given
in (36):
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NN NN N NN

(36) wos (W) SI W) vlv s‘ W) vlv s (W)
Le Lw Lo L1
X X X X X X
V Io-toy) ra N; n-dog) sar)

My claim is that the apparent leftward tone flop in (36) is the
consequence of bringing the governce into the prosodic domain of its
governing category. 1 will portray this process informally as in (37a).
Other data exemplify the reassociation in (37b). The two domain changes
are not contradictory.

(37)  Prosodic Cliticization
a. Domain Allocation ~ An unassociated element acquires as its
association domain the adjacent timing
unit of its governing category.
b. Domain Expansion The association domain of the governing
category expands to include one timing
unit of the governee.

In the rest of this section, I show that (37) explains the phonetic
alternations in the associative construction. The problem is to account
for all possible tonal/metrical permutations of the structure in (27),
where each noun ranges over the four patterns in (30—31), and the clitic
is either of the elements in (28). Of the (4 x 4 x 2 =) 32 possibilities,
‘bird horn’ in (32) is one; 1 will consider four others. The example
‘rooster song’ combines a bisyllabic head noun of the prosodic shape
[, L ] with a bisyllabic [[ L] dependent noun, linked by the class 7
(4-) prefix. Prosodic cliticization (38b) occurs in both cycles; in the outer
cycle (38c), the reality of this process is attested not just by tone but by
the forced spread of vowel features.

(38) ‘rooster song’

N AN N
a w w s W
| | |
L H L 0
N | ™N
X X X X X
azob;, - a- monku? - N;- agr; N;
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A AN N -
b. w w s W
l | [
L H L 9
| |
X X X X
- azob;, - a- monku? agr, @ N,
NN\ N\ i
c w w s W
| | |
L H L 0
\ |
X X X X X
- azab o- monkous? -
L4

(38) shows three changes from UR: one on each level of representation,
except on the tonal level: there are exactly zero tone rules involved, if
tone rule means a stipulation which affects the tonal tier. On the metrical
level, (38a) shows that the H tone prefix occupies a weak position, in
accordance with (32). On the timing level, (38b) and (38c) show, in
successive-cyclic fashion, the effect of prosodic cliticization (37b). The
claim that this process is prosodically driven is supported by the fact
that it is mirrored on the segmental level, by vowel assimilation. This
parallelism of tonal and segmental reassociation under syntactic govern-
ment is not accidental, as would be claimed by separate tone and vowel
harmony rule. All other aspects of the representation, notably the tones,
remain stable, subject to the OCP.

Phonetic interpretation requires that the three domains in (39a) are
metrically connected. This yields the superstructure in (39b), equivalent
to the pitch notated by Hyman as in (39c):

(39 a. N N N\ b. T T~
w

w S w S w
Lo N N
L HL 9o S w S (w)
A YA NIRVAN
XX XX X S w S w

[
1] L 9 H L )
I

/TN |

X X x X X
c. [azdbd mdn'kod?] azobo mon kuo?
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In (39a), well-formedness (cf. 21b) requires the projection of empty
strong positions. Since a [, L ] position directly precedes [, H ], a
[ 9] position is interpolated between them as in (53), yielding a total
downstep in (39b). Empty metrical positions cannot occur in lexical
items; their appearance in phrasal contexts is forced by the conjunction
of (21) and (22). The rest of the Tadadjeu-Hyman data follow in the
same way. The derivations in (81—83) are evidence for Bamba’s (1984)
proposal that the OCP respects prosodic structure. This can be formu-
lated as in (40a), which can be viewed as a special case of (40b):

(40) a. The OCP requires both categorial identity and strict locality
(metrical adjacency).
b. Structure-preservation:
Metrical governors are conserved.

In (42c), two L tones separated by a [, 0 ] do not trigger the OCP.
Identical tones in successive [s] positions are not metrically adjacent, but
identical tones in adjacent branches of different feet are: [, L], [s L ]
— [ L]in@2d)yand [, H],[[ H] — [ H] in (44d). In (43c),
L H],{, H]— [, H ] (40) wrongly predicts the merger of [, L ],
[, L] in the first cycle of (42). This merger does in fact occur, but only
after the docking of [, L ] in (42c). My proposal is (41):

(41) The OCP affects only pronounceable elements (those with non-
null association domain).

With these assumptions, the remaining derivations yield Hyman’s cited
phonetic outputs.

AN AN
42) a s 0w w s (W)
| | NN
L o L L H
N ™N
X X X X
ndza, matsor) N;- agr; - N;
‘axe’ ‘[class 1"  ‘thief
NN
b s W w s (W)
|| | ™~
L 9 L L H
™ N
X X X X
ndza, matsor) agr, = N;
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(43)

o
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NN\ AN\ -
s w w s (W)
| |
L o L L H
N— N
X X X X
- ndza; matsor) - N;
VAN N
s w )] 7
|
L 9 L H
N—TN
X X X X
~ ndza; matsor) - N;
[ hdza'a matsdy ] ‘thieves’ axe’
NN N AN
R T
L H H L H
|| | o
X X X X X
ala?, a; mambhvu N;- agr; ' N;
‘country’ ‘[class 7] ‘dog’
2 YN N _
w s (W) w w s (w)
|| | | ]
L H H L H
|1 [T |
X X X X X
ala?, a mambhu agr; - N,
N N N -
w s (W) »Iv s (W)
|| |
L H H H
X X X X X
ala? a mambhu N,
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N N
d. w s (W) s (W)
| | |
L H II-I
| T
X X X X X
ala?, a mambhu
e. [ aldi?2am3m'bhd] ‘dog country’
N\ AN AVAN
A Py
Lo H L H
N I ||
XX X X X
alan; a, mambhu
‘stool’ ‘[class 7]  ‘dog’
N\ AN NN
b S w w \lav s| (w)
|| |
Lo H L H
I |
XX X X X
— alan);, a; mambhu
AN N
c s w w sI W)
] |
Lo H H
N |
XX X X X
L alam; 9 mambhu
/N N
d s W St w)
||
Lo H
. N
X X X XX
alar; 9, mambhu
e. [ aldg 3 ;m3mbhi | ‘dog stool’

N;
agr; - N;
agr; - N;
4N,
N
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Igbo'> has both an “associative” construction and a related form, first
described in Green and Igwe (1963), which has been dubbed “specific”
insofar as the dependent noun bears the independent referential value
of a specific entity. In the specific form, if the dependent noun is
personal, its thematic relationship to the head noun is possessor. I
represent the two constructions as in (45):

(45)a. associative b.  specific/possessive
N; N;
N N
N; KP; N; KP;
€zé K; «6— N, €2¢  K; «6— DP,
‘tooth’ | | ‘tooth” | T
H élé H D —6-» NP,
‘Gen.”  ‘deer’ ‘Gen.” | | ]
L N
key |
nkey N
I
€lé
‘deer’
[ ézééé | [ €zé'élé |
‘a/the deer’s tooth’ [ ézékeé'lé |

[ ézénkeé!lé |
‘the tooth of the (specific) deer’

Over the past three decades, most analyses of Igbo attributing some
autonomy to tonal representation (Welmers 1963, 1970; Voorhoeve et
al. 1968; Williams 1971; Hyman 1976; Goldsmith 1976, Eménanjo 1978;
Clark 1982, 1989; Williamson 1986; [hi¢nd 1988) have held that the
associative morpheme is a H tone. Two problems remain. First, there
has yet no been non-arbitrary account of the tonal effects of this
morpheme, which may occur on either noun, both or neither, depending
on their inherent tonality and internal word-structure. Second, as is

15 Within the Igbo-speaking area, there is parametric varition with respect to (25b); as
indicated in (8), H tone spreads automatically onto L tone in western dialects. There is
also metrical variation, most evident in the extreme eastern forms of the language spoken
?n the Cross River basin. In this section, I will stick to the standard language. A reminder:
in this section only, tone marking is not orthographic: every syllable bears a tone mark
either H or L, and downstep is indicated [ ' ] ’
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glaringly apparent in a licensing framework like government-binding
theory, there is the fundamental question of how the H tone gets there
in the first place.

Take the latter problem first. As with the associative construction in
yomald?-Yamba, it is not that the associative morpheme needs to be
licensed; rather, how does this morpheme license the dependent noun?
In other words, what is the syntactic category of the associative mor-
pheme? The proposal given in (27) for Yomald?-Yamba cannot be
maintained for igbq, because igbo noun class morphology is purely
vestigial, and the Igbo associative morpheme does not display any
agreement alternations—unlike the yomald?-Yamba morpheme, cf. (28).
An alternative proposal is given in (45a): the Igbo associative mor-
pheme is a K° (Kase) element which governs its complement, the
dependent noun, in a KP (Kase Phrase), cf. Fukui (1986). Recall from
(25¢) that every H tone in Igbo projects a strong metrical position, so
that the syntactic representation of the K® morpheme is [ H ]. The
automatic nature of the relationship between H tone and [s] position
means that, in a language for which the setting of the parameter in (25c)
is {no}, there is no informational loss if a morpheme composed of a
single H tone element has no metrical structure in the lexicon.

The KP hypothesis is contentful to the extent that it has consequences
for the rest of the grammar. In fact, it captures an important syntactic
generalization. As pointed out in different ways by Voorhoeve et al.
(1969) and Williams (1971), the noun complement of a perfective verb
is also licensed by a H tone morpheme. If Igbo perfective verbs are
intransitive (a proposal which there is no space here to discuss), then
every instance of the H tone morpheme spells out inherent (i.e. genitive)
Kase. Although Williams (1971:481) explicitly discounts the idea of
unifying the two morphemes, this conclusion is forced by Lieber’s
constraint that homophonous, distinct lexical entries, are possible in a
morpheme-based framework just if they

share only phonological representation, [and] have neither category, nor semantic
representation, nor any argument structure or diacritics in common. (1981:179)

The two H tone morphemes share the categorial property of selecting
a noun complement, and are both right-branching; this forces the learner
to assign them to an identical lexical entry.'®

16 At a deeper level, the H tone, like English -en (Baker, Johnson and Roberts 1989), has
the properties of a clitic: it spells out an internal argument position and absorbs structural
Case. It may not be accidental that both English -en and Iigbo [ H ] are detransitivizing
as well as aspectually perfective.
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Thematically, there is no difference between the associative construc-
tions of Igho and yomal4?-Yamba—or, for that matter, with the
Semitic construct state (Borer 1987, 1989). In all, the dependent noun
has no independent referential value, and the semantic range of the
construction accordingly includes idiosyncratic (i.e. lexical) compounds. I
propose that the KO, inherently nonreferential, inherits the referential
index of its governor, so that the “autonymous” 6-marking of N; by Nj,
is mediated by K.

(45b) in turn differs from (45a) in the referential value of the
dependent noun. The most straightforward way to represent this,
following Abney (1987), is to say that the complement of K° is a DP,
where the D is spelled out either as a tonal morpheme or as the
possessional noun (f)ke ‘portion; the one of (from the verb -ké “allocate,
divide’). Most determiners in the language follow the NP, but the pre-
nominal position of (h)ke is made more plausible by the fact that nkeé
is itself a noun, so that its complement is expected on the right.

Beginning with the associative construction, the tone alternations
exhibit phenomena which are closely parallel to those seen in yomal4?-
Yamba, in particular the effects of prosodic cliticization as in (37). The
effects of one further constraint are notable in the data:

(46) Metrical Projection Constraint
A metrical constituent must be linked to (a) or (b):
a. a timing unit (ie. via a nonzero tone);
b. a zero tone (if the language allows zero tones).

In a pure partial downstep language like Igbo, since zero tones are not
licensed, cf. (25¢), the relevant case is (46a). (46a) is vacuously satisfied
by the representation of a purely tonal morpheme in the lexicon, since
metrical structure is redundant for such a morpheme and no constituent
can be said to exist. In a language such as yomal4?-Yamba, in which
tones are freely distributed in metrical positions (subject to the various
independent constraints discussed in section 1), (46) also rules out the
presence in the lexicon of metrical structure on tonal morphemes
composed of a single tone element. It is thus interesting to note the
existence of a generalization such as (32), which permits the metrical
structure of these elements to be determined post-lexically on a
morphological basis in such a language.

Postlexically, (46) has consequences for the association domain of the
K° morpheme. Contrast two examples. In (47), both nouns bear L tone
throughout. KP is governed by N;, and K° is not governed by N;, so (37)
predicts that the [ H ] morpheme cliticizes to its left; this in fact occurs,
cf. the outer cycle (47¢). No tone association is required on the inner
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cycle (47b): the associative morpheme satisfies (46a) by linking through
its [w] position to the already associated initial L tone of N;.

AN N\
(47)a. W s (W) W
| l |
L H L
N N
X X XX ,
akpa; aku N;- KP; = N;
‘bag’ ‘wealth’
b\ N 3
1T Il
I
L H L
N N
X X XX
- akpa aku KP;, - N;
AN A\ _
: w s W
| | ]
L H L
| — N
X X XX
~ apka; aku - N;

d.[ akpdaku ] ‘bag of riches’

Now consider an example in which both nouns bear H tone throughout.
In (48), cliticization occurs in the inner cycle (48b), causing a downstep
between the two skeletal points. There is no other way for the asso-
ciative morpheme to satisfy the metrical WFC (46a).""

17 Unlike what occurs in yomal4?-Yamba, vowel assimilation in igbo is regressive, so the
flop of vowel features seen in (87c) says nothing about prosodic government: it does not
indicate that N; governs N;. The cross-linguistic difference in assimilation is more plaus1b}y
related to the difference in syllable structure; there are essentially no closed syllables in

Igbo.
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(48)a. s/}w) s/\(w) s/}w)
ki b b
\ N
XX XX
okwa, oji N;- KP; ' N;
‘dish’ kola’
b 7N\ N
s (W) Sl W) SI W)
H H H
™S T\
X X X X
okwa; oji KP; - N;
c N
s (W) s (W)
l !
AT\
X X X X
okwa, oji N;

d.[ 6kwgé'ji | ‘kola dish’

The absence of downstep between N; and KP is due to an independent
fact about Igbo (and other pure parllal downstep languages, but not,
¢.g., Kishambaa, cf. Odden 1982): consecutive words respectively ending
and beginning with H tone are not in general separated by downstep.
This can be formulated as a parametric condition on prosodic domains,
cf. (49a). Its effect is sketched in (49b); examples are given in (49c); in
(494d), no violation occurs.

(49) a. Prosodic Rhythm Parameter
Timing units immediately separated by a maximal projection

(XP) can be metrically distinct iff they are tonally distinct:
{on}, {off}

S W

s W) STOw) — 5 W)
" b I
! xp o Lxp 1 O\
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c¢. [ onyé [ ap 9méd 7] [ 6nyo6ma | *[ 6ny¢'dms |
erson good

good person’

[vi'd [ 6f ] [f66] [ feg'gji ]

to-chew kola
‘to chew cola’

[ 5 [ we6if] dhd ] [ Giyashi | [ gjyd'shy |
kola Det
‘that kola’

d. [ R 6B [ np6mé7 ] [ Gbydoma |

heart good
‘good heart’

[V kche [npoif 77 [ ichogii]

to-present  kola
‘to present cola’

[ 5 [weobi] ahis ] [ gbyahy ]

heart Det
‘that heart’

The alternations in (47—48) are the tonal effects of the associative
morpheme, but a number of independent phenomena also occur in
associative constructions. Notable among these is a process which Clark
(1978) calls “smoothing”: the initial L tone of an LH nominal comple-
ment delinks, creating a [ 'HH | contour, after H, cf. (50). The forms in
(51) show that this change is unrelated to the associative morpheme.
(51a) shows that no associative morpheme follows an infinitive, or else
we would find a downstep before the second syllable of ‘kola’; yet LH
smoothing occurs in that context, cf. (51b):
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(50)a. l:@kwé [ ’ [ igba ]] ] [ 6kwa'tgbd ]

dish K  oil.bean
‘oil-bean dish’

b. [ékpé [ ’ [i}gbé ]]] [ akpu'agba ]

dish K  oilbean
‘bag of/for oil-bean’

(SDa. [ ¥ [ 6if |7 [fedi] [ 6]

to-chew kola
‘to chew cola’

b. [ i-'ta [ i_lgbé:l:l [ i'tinigba ]

to-chew oil.bean
‘to chew oil.bean’

Finally, as Williamson succinctly observes, “[t]he tones of the Specific
construction operate identically with the Associative if an initial H of
N, is replaced by L” (1986:188). This replacement follows directly from
the representation in (45b) with [, L ] occupying the D position, given
(46a). To satisfy metrical well-formedness, the L tone must take over
the association domain of the initial tone of the dependent noun. (If the
dependent noun is L-initial, the effect is vacuous, and the specific form
is identical to the associative.)

4. METRICAL TONE CLASSES

A number of Igbo dialects attest a third underlying tone class of
monosyllabic verbs, in addition to the two tone classes (H and L) found
in other dialects and in standard Igbo. Williamson (1983b) shows that
the lexical membership of the three classes is consistent across Igboid
in all those dialects which have them; and in dialects with just two
classes, all potential members of the third class belong to the H class.
Although three classes can be derived mechanically with floating tones,
this would imply at least four logical possibilities, but only three are
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ever attested. The metrical analysis developed above suggests a more
constrained analysis. [ L ] being ruled out independently by (25a), L
cannot be a metrical governor. The three remaining possibilities are
[. L]and [ H]and [, H ]; the third of these, while possible, is
marked and merges with one or the other of the first two, depending on
the context. In_this section, I will account for data from the literature on
Mbaisén and Ogbakiri.'®

In Mbaisén, as described by Swift et al. (1962), Nwdchukwu (1983a),
the tonal behavior of the three verb classes combined with various
derivational and inflectional morphemes is shown in (52). Each of the
verbs ‘fall’, ‘walk’ and ‘eat’ represents a tone class. Although the
phenomenon is inconsistently reflected in the literature, Mbaisén (among
other dialects) has phonetic lowering of sentence-final downstepped H.
In (52), the forms in square brackets give the lowered pronunciation.!”

(52) ‘fall’ ‘walk (to)’ ‘eat’
a. imperative
dhaa jheé rie
indicative (3sg. subject)
6 dhara 6 jhere 6 riri [6 riri # # ]

b.  participle

ddha ¢jhé eri
infinitive
idha ijhé [ijhé # #] iri [iri # #]

negative imperative

ddhala éjhéle [éjhele # #] €rile [érile # #]
negative indicative (lexical subject)

ddhaghi  éjhéghi  [éjhele # #] érighi  [érighi # #]
negative indicative (3sg. subject)

0 dhaghi o jhéghi [0 jhéghi # #] o righi [ o righi # #]

c. gerund
odhidha  ojhighé oriri

18 Eménanjp (1981) describes three tone classes of monosyllabic verbs in Oweré, whose
tonal behavior is closely similar to, but not identical to, that found in Mbaisén.

19 Forms in square brackets have phonetic, not orthographic tone marking, i.e. every
syllable bears either [ "] or [ "], and downstep is marked by [ '}. For a part of Ezinaihite
Mbaisén, P.A. Nwichukwu (p.c.) notes the occurrence of tonal variation in the ‘fall’ class,
which while important goes beyond the scope of the present discussion.
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The first set of forms (52a) shows a two-way split in tonal behavior. In
the imperative, which is formed with a H tone suffix, the root is
pronounced low in both the ‘fall’ and ‘walk’ classes, but high in the ‘eat’
class. In the indicative, formed with the toneless -rV suffix, the same
split is found.” Sentence-finally, where the downstepped H in the
indicative of the ‘eat’ class is subject to phonetic lowering, the three
classes are pronounced the same.

The second set of forms (52b) shows a different two-way split. Except
for the 3sg indicative ncgative, the ‘fall’ class has L tone on the root,
while in both the ‘walk’ class and the ‘eat’ class the root has H. In the
3sg indicative negative, the expected prefix H tone is displaced onto the
root, and the expected root tone (L for ‘fall’, H for ‘walk’ and ‘eat’) is
displaced onto the negative suffix. As in (52a), a sentence-final down-
stepped H is phonetically lowered, superficially merging the three classes
in that context.

In the gerund (52c), which is formed by reduplicating the stem
consonant plus a high vowel, the three classes are phonetically distinct.
The tone of the gerund can be described as follows: the root in (52¢)
bears the same tone that the root has in (52b), while the high vowel
infix of (52c) bears the same tone as the root in (52a).”!

The analysis now proceeds. First consider the fact that, in sentence-
final position in Mbais€én, a downstepped H tone is pronounced L. In
metrical formalism, such a H tone would be represented as weak: [, H ].
Weakened H, while not generally possible in a partial downstep system, is
strictly speaking not ruled out by the parameters in (25). Rather, it is
possible only in final contexts; nonfinally, it leads to ill-formedness as
shown in (15).

Nevertheless, the weakening of H in final position is not found in all
partial downstep systems. In keeping with the cognitive approach to
phonology, it can be expressed as a parameter, where parametric
formulation is constrained to be maximally concrete and general, and
minimally stipulative and arbitrary. One way to account for the
occurrence of H weakening effect is by a domain condition like (53):

(53) Minimal Foot Parameter
A minimal prosodic domain contains
both a governor and a governee: {on}, {off}

20 Indicative is Eménanjp’s term for the -rV verb-form, dubbed “factative” by Welmers
and Welmers (1968). This suffix is discussed by Winston (1973) and Nwichukwu (1976b).
21 Eménanjp (1975b) and Williamson (1984) describe the gerund in detail.
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The observation is that a sentence-final H, if metrically strong, thereby
violates (53), since there is no subsequent tonal material for it to govern.
A paraphrase of the parameter is therefore as follows: “You {can/can’t}
end a sentence with a [s] position.”

To satisfy (53), a sentence-final H must be incorporated in the
preceding [w] position. There are two possibilities. If the penultimate
tone is also H (i.e. if the final H is downstepped), then there is an
unoccupied, governed [w] position which is available for the final H. If
the penultimate tone is L, then the sentence-final H must adjoin to it.
These two possibilities are shown in (54), which represents the sentence-
final pronunciation of the infinitive and participle of ‘eat’. In each case,
the left side of the arrow violates (53), while the right side satisfies it.

(54) Final H incorporated into preceding [, 0 ]|

AR A LT
H H — HH
| I ||
X X X X
i- ri # # iri##
Final H adjoined to preceding [, L ]
w
™. N
P I
L H — L H
I | ||
X X X X
e- ri # # eri # #

By definition, a nonfinal H tone cannot violate (53), because there is
always a subsequent [w] position. In other words, the licensing of
nonfinal empty [w] position is unexceptional in partial downstep systems.
This can be seen in (55). In the example, parentheses indicate phonetic
elision of a rime along with its L tone. Despite the loss of its immediate
governee, the tone labeled H; does not violate (53), because its metrical
government domain extends along the path indicated in boldface, to
include a governee.
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(595) T T

S w

s/\(w) N

S w
| I I
H, H, L
ich @ 6 ¢ h i [ich'¢chi |  ‘to laugh’

The above discussion of (53—54) shows that [, H ] is possible in
Mbaisén, in at least one (fairly restricted) context. [, L ] and [[ H |,
by contrast, are freely available in any partial downstep system, apart
from the parametric occurrence of minor restrictions like (53). The
fourth logical possibility, [[ L ], is ruled out absolutely for all partial
downstep systems, including all dialects of igbo, by the metrical govern-
ment parameter (25a).

Since [,, H ], while marked, is not ruled out in principle in Mbaisén,
one can ask if it arises anywhere else, other than in sentence-final
position after H. Another potential instance of [w H | in Mbaisén is the
third lexical tone class. Accordingly, a metrical analysis of the three
lexical tone classes is as follows:

(56) ™

w w s (w)
| I I

L H H

| |
dha ‘fall’ jhe ‘walk (to) ri ‘eal

[, H ] is formally possible for a monosyllabic lexical item, since
prosodic domains are not defined in such a context; but, it is marked,
because H is the metrical governor in a partial downstep language. This
markedness explains why in dialects like Onicha which have just two
tone classes of monosyllabic verbs, the ‘walk’ class is merged with the
‘eat’ class, not with the ‘fall’ class. The metrical account of the third
class treats it as a species of H rather than of L, and dialects which
lack the third class show that this is the correct generalization.??

22 Nnééwn, which is geographically between Omcha and Mbélsén has a vestigial third tone
class. In Igboid there are the three verbs ‘o be’, which in Nnééwi have the following
shapes: né ‘be al’, did ‘be describable as’, wi ‘[copula]’. Eménanjo (1981:257) reports a
three-way ‘tonal contrast among these verbs in the 3sg indicative negauve 6 noho, o dithd,
6 wiiho (orthographic tonemarking).
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Consider again the forms in (52a). In Mbaisén, with either a H tone
suffix (as in the imperative) or no tonal suffix (as in the indicative) verbs
of the ‘fall’ and ‘eat’ classes retain their inherent tone, respectively L and
H. But in the same context, a verb of the ‘walk’ class is phonetically low.
If ‘walk’ verbs are underlyingly [, H ], this lowering can be compared
to the sentence final lowering of [, H ], characteristic of Mbaisén. In
other words, the lowering of the ‘walk’ class verbs roots in the impera-
tive and indicative might be viewed as a second consequence of the well-
formedness parameter in (53), independent of the fact of phrase-final
lowering which suggested it in the first place. To examine that possibility,
consider the metrical representations of the indicative and imperative,
given in (57).

(87) a. Imperative

W S w s
s (W) s (W) s (W)
L b ki
P bl ™~
X X X X X X
[##dha 4] [## jhe €] [r i e]
b. 3sg indicative
™~
s w
™ ™~ N N ™~
S w S w s (W) s (w) s W
I I | I | I |
H L H H H H H H
I NN N N
X X X X X X X X X X X X
[6 dh aral] [6 jhere] [6 'riri.] [0 riri##

In the imperative (57a), both ‘fall’ and ‘walk’ begin with a [w] position,
while ‘eat’ begins with a [s] position. But the parameter in (53) rules
out a stray initial [w]. The simplest way for an initial [w] to satisfy (53)
is for it to adjoin to the following [s]. In this way, the metrical represen-
tations in (56) and the independently motivated parameter in (53)
account for the fact that the ‘fall’ and ‘walk’ classes pattern together in
the imperative.
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In the 3sg. indicative (57b), the clitic subject bears H tone, which
metrically governs the prosodic domain of the verb. The tonal difference
between the verb classes arises because the two classes which are
metrically [w] (i.e. ‘fall’ and ‘walk’) form the immediate sister to the [s]
position of the subject, while the class which is metrically [s] (i.e. ‘eat’)
must thereby constitute a separate domain, i.e., a downstep intervenes
between the clitic subject and the verb. As noted, this downstep is lost
sentence-finally, as already discussed.

In the forms in (52b), ‘walk’ and ‘eat’ pattern tonally together, and
it is ‘fall’ that is the odd one out. Given the representations in (56),
this means that the metrical distinction between [, H ] and [[ H ] is
not crucial in these forms, although (57) shows that it is crucial in the
forms in (52a). This difference can only be understood in terms of the
different affixes involved in the two sets of forms. The forms in (52b)
involve suffixes, one toneless and one composed of H tone. While some
of the forms in (52b) involve toneless suffixes, all of them involve
prefixes.

"In the participle, the prefix tone is opposite (or ‘polar’) in category
(H or L) to that of the root. (This statement excludes the ‘obligative’
participle, which Eménanjo 1981 shows to be a true nominal.) The other
forms in (52b) all involve a prefix which bears H tone; this is true even
for the 3sg indicative negative, once it is seen that the prefix tone is
displaced onto the root in this form. The negative forms all have a
toneless suffix, either ghi/ghi or -la/le.

The participle, which roughly translates English -ing, is fully productive
and regular. However, unlike the English V-ing and the Igbo infinitive
and gerund, it is not a free form.”> As observed by Green and [gwe
(1963:1701.), a participle is always the complement of an auxiliary verb
(although, as Eménanj(_) 1981 notes, in western dialects the main verb
complement of some auxiliaries is prefixless). This observation offers a
way to understand the polar tone of the participle prefix, in contrast to
the inherent tone of the prefixes of the other derivatives (the infinitive
prefix bears H tone, the gerund prefix bears L tone, etc.).

With a prosodic analysis of tone, as developed above, and on the
hypothesis that the participle prefix is underlyingly toneless, then, given
the fact that the participle is not a free form, it follows that the surface
tone of the participle prefix is not determined in isolation. Rather, it
must be determined in its minimal prosodic domain, which includes the

23 Accordingly, Nwéchukwu (1976a) rightly rejects the term participle—which has acquired
the force of tradition in Igbo grammar, possibly because the form often translates English

-ing.
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syntactic governor. This is so because a prosodic domain requires a
syntactic constituent. Although the last statement is not universally
subscribed to by phonological theorists (e.g. Nespor and Vogel 1986), it
may be considered the null hypothesis, and is adopted as such by
Giegerich (1985). This line of reasoning at any rate offers a reason why
it is just the participle, i.e. the one verbal derivative which is not a free
form, which exhibits the phenomenon of tone polarity.?*

Accordingly, the tone polarity of the participle prefix can be under-
stood as follows. It has been observed that the so-called participle always
complements a finite auxiliary. And in Igbo, a finite auxiliary always
appears in the factative form; this fact is important because, in Igbo, an
auxiliary verb can have no tonal suffix? And if, by hypothesis, the
participle prefix is toneless, this means the root tone of the Aux is
always adjacent to the root tone of the participle. Now the Aux
syntactically governs its complement, the participle. It would seem
reasonable, in this circumstance, to require that the Aux should
prosodically govern the root of the participle. It remains to consider
how such a requirement might be met, for the three verb classes, to
explain why the participle prefix must bear the tone opposite to that of
the root.

If the verb root of the participle is [, L ], the prefix is H. If the
prefix were L, then the OCP would merge the prefix and the root into
the domain of a single tone. But this would prevent the Aux from
prosodically governing the verb root of the participle, since the participle
prefix now shares the prosodic constituent of the root. The only
remaining possibility, which guarantees that the participle root has its
own prosodic constituent, is that the participle prefix must bear H tone.

If the verb root of the participle is [, H ], the prefix is L. If the
prefix were H, it might be [, H ] or [ H ]. If the prefix were [, H ],
the OCP would merge its tone with that of the root, blocking prosodic
government by the Aux as in the preceding paragraph. And if the prefix
were [, H ], this itself would prosodically govern the root, forming a
minimality barrier to government by the Aux. The only remaining

24 In fact, the literature describes another verbal derivative which is not a free form: the
bound verb complement (BVC). This terminology does not challenge the prosodic
generalization just stated, however, since the BVC is homophonous with the participle, i.e.
the BVC prefix also exhibits tone polarity. Indeed, as remarked in the previous footnote,
Nwéchukwu (1976a) already described the Igbo “participle” as a bound verb. One reason
that the participle and the BVC may have received different names is that they can cooccur
in a single predicate; but in a syntactic framework which allows for head movement, the
BVC can be thought of as a resumptive lexicalization of the verb trace.

25 Auxes are stative (i.e. non-eventive) verbs, and like some stative main verbs they do
not require the -rV suffix unless they denote past time.
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possibility, which guarantees that the participle root has its own prosodic
constituent, is that the participle prefix must bear L tone.

If the verb root of the participle is [[ H ], the prefix is L. If the
prefix were H, it might be [, H ] or [[ H ]. If the prefix were [, H ],
the OCP would merge its tone with that of the root, blocking prosodic
government by the Aux as before. If the prefix were [[ H ], the OCP
would also merge its tone with that of the root, blocking prosodic
government by the Aux. The only remaining possibility, which guarantees
that the participle root has its own prosodic constituent, is that the
participle prefix must bear L tone.

The above reasoning is frankly speculative. If it is conceptually flawed,
there is a phonological approach available in a system like Clark’s
(1989), which employs the mechanism of default H-tone insertion.
However, a purely phonological approach can never explain why the
phenomenon of tone polarity occurs just in a syntactically bound form.
For the remaining forms in (52b), the H prefix directly licenses the
lexical tone of the root, as in these infinitive forms, all of which satisfy
(53) without further comment:

s w
I ™~ NN
s W s w s (W) s (W)
| | | |
H L H H H H
I I I I
S X X X X
idha ijhé iri

In sentence-final position, the phonetic effect of (53), as represented for
‘to eat’ in (54), is correctly predicted for ‘to walk’. If, on the other hand,
the infinitive is non-final, the pitch of the final syllable will remain
downstepped H, for both ‘to walk’ and ‘to eat’.

In the 3sg. negative indicative, a prefix H tone displaces the stem
tone, which in turn surfaces on the suffix; this can be captured by any
autosegmental analysis. As in other Kwa languages, this rightward tonal
displacement is triggered by the clitic subject (cf. Amay6é 1981).

The three distinct tonal shapes of the gerunds in (52c¢) can be
predicted if the reduplication process has a metrical formulation, viz:
reduplication copies tonal material iff it is metrically strong; otherwise,
the L tone of the prefix spreads onto the reduplicated syllable.

The lexical tonal classes in Ogbakiri are similar to those of Mbaisén;
what differs are the individual verb affixes and the phonetic outputs. In
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ngakjrj, the three classes are phonetically distinct in all contexts.
Worukwo (1983) cites four forms of the infinitive: with null complement,
with a bound verb complement that adds emphasis (hence the gloss
‘really’), with a lexical comglement (here the noun wiri ‘food’), and with
both kinds of complement.?®

(59) Ogbakiri

ékeé ‘to divide’
€keé ekeé ‘to really divide’
ékeé wiri ‘to divide food’

ékeé wiri ekeé ‘to really divide food’

esil ‘to boil’

eési esii ‘to really boil’

esi wiri ‘to boil food’

esi wiri esii ‘to really boil food’
eri ‘to eat’

eri eri ‘to really eat’

eri wiri ‘to eat food’

éri wiri eri ‘to really eat food’

The behavior of these three tone classes follows from the same under-
lying forms posited for Mbaisén in (56) above, assuming a domain
condition something like (61):

(60) w w s (W)
| I I
L H H
I I I
ke si ri
‘divide, allocate’ ‘boil (in a pot)’ ‘eat, consume’

(61) Minimal Base Parameter
A derivational base prosodically governs its affixes: {on}, {off}

26 Any lexical complement must precede the bound verb complement if any. The same
restriction holds in Mbaisén. Cf. Eménanjo (1975a, 1984); Nwichukwu (1985, 1987); [hiénd
(1989).
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(61) requires that, in derived forms, the base contains a metrical
governor. The ‘eat’ class of verbs, with an underlying [ H ], satisfies
(61) with no further comment. For the ‘divide’ class, with an underlying
[ L ], the minimal way to satisfy (61) is by suffixing a [[ H ], to
which the root [, L ] adjoins. The most interesting case is the ‘boil’
class, with its marked, underlying [, H ]. The question is what
additional structure will give a metrical governor.

If phonology respects structure preservation, there is no possibility of
changing the tone or metrical strength of the root. This leaves two
possibilities: suffix [[ H | or [, L ]. If [[ H ] is suffixed, the result is
a sequence of [, H ] [; H ]. But this still does not satisfy (61), because
this [ H ] would not be adjacent to a prefix, and hence could not
govern it. The other possibility is to suffix [, L ]. Discussion of
Yomald?-Yamba showed that [, L | is the only element which can be
governed by [, H ]. Accordingly, as metrical governor of [, L |,
[. H ] can project a higher [s] position, satisfying (61). The lexical bases
of the three tone classes are given in (62).

(62)  bases
pd ™
W S S w
™S | ™~
s ) v s ®
L H H L H
(. | I
X X X X X
ke e si i ri

5. PROSODIC TYPOLOGY

How does the prosodic typology of Benue-Kwa, as sketched above, relate
to other languages? Before Bamba proposed that tone was sensitive to
metrical structure, metrical formalism was restricted to the analysis of
stress languages. In autosegmental theory, pitch accent languages like
Japanese and some Benue-Congo languages were represented by means
of accentual diacritics on tone melodies (cf. Haraguchi 1975; Clements
and Goldsmith 1983).

There is a typological fact about metrical structure which suggests
that Bamba is correct. Informally, “tone languages” seem to have one of
two typological properties: either their basic syllable structure is CV (as
in the Kwa languages), or their basic word structure is monosyllabic (as
in Chinese). In a functional sense, this means that tone languages do
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not “need” metrical structure to attach to syllabic constituents, either
because all syllables have nonbranching rimes (i.e. are monomoraic) as
in Kwa, or because all words are prosodically nonbranching (as in
Chinese). In all these languages, metrical structure is “available” to attach
to tones.

“Stress” languages, on the other hand, have both of the opposite
properties: a wide variety of syllable types (e.g. CV, CVC, CVV, and
possibly others) and polysyllabic words. In all these languages, that is,
metrical structure is unavailable to attach to tones. But, as argued by
Jibril (1984), there is no reason to suppose that “stress” languages lack
tone features. It would be a strange world indeed if some human
languages possessed phonological features (or elements) which were
unknown in other human languages. It is more reasonable to suppose
that “stress” languages have tone elements, but since these elements
cannot attach to metrical structures, the result is what has been called
intonation, ie. “semantic” control of pitch. Conversely, it would be
strange to think that “tone” languages were simply deprived of metrical
structure. What would it mean to say that a speaker of a tone language
did not “possess” metrical structure as part of her knowledge of
language? How about those people who are bilingual in a “tone”
language and a “stress” language?

The alternative to this conceptual nightmare is the position adopted
by Kaye, Lowenstamm and Vergnaud (1985, 1987), among others, that
there is a universal inventory of phonological elements, among which are
numbered tones, and a universal “syntax” of these elements, including the
principles underlying syllable structure and metrical structure. What
differs from one language to another is not the inventory of these
elements and principles, but the parameters which govern their inter-
relationship. Accordingly, I propose the following parameter to account
for the difference between “stress” languages and “tone” languages,
consistent with the metrical analysis of Benue-Kwa tone as presented in
this chapter:

(63)  Prosodic Linking Parameter
The units which project metrical structure gyl are:
{tones}, {rimes}

In the formulation of (63), the choice of “rimes” instead of “syllables”
reflects the consensus that syllable onsets are metrically irrelevant.

Obviously, a parameter like (63) is only the beginning. A serious
prosodic typology would have to account for the phenomena like pitch
accent, stress timing vs. syllable timing etc. But the limitations of (63)
should not obscure its basic claim: that phonological typology can be
explanatory, i.e. cognitively based.
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6. PROSODY AND SYNTAX

Wherever notions like the foot or the
phonological phrase are of interest in the
formalization of phonological processes, they
turn out either to be relationally defined or to
coincide with syntactic structure.
— Giegerich (1985:10)

The above analyses of a range of nominal and verbal constructions in
Yomald-Yamba and Igbo lack the arbitrariness of earlier proposals. In
my analyses, rules are eliminated, representations are constrained by
universal principles, and language particular phenomena are captured in
a small handful of parameters with independent empirical content. In
implementing these cognitive goals, it has been necessary to make a
number of proposals concerning the relationship between tonal and
metrical elements. The role of metrical structure is central in determining
tone association domain, and syntax is clearly relevant in this connection.
In retrospect, it is not surprising that tonologists could not explain the
“associative construction”, since they had never proposed a syntax for the
“associative marker”.

In recognition of the syntactic nature of tone domains, I have called
the metrical effects of syntax on tone association prosodic. Many rule-
based accounts of tone languages also posit prosodic domains, but here
Occam’s rasor comes in. An analysis with both rules and prosody is less
explanatory than one with just prosody.

At another remove, there is the question of where prosody comes
from. Nespor and Vogel (1986) claim that prosodic domains are a form
of representation sui generis, while Clark (1989) has argued that prosodic
domains are none other than syntactic phrases. I agree with Clark on
this point. Where I differ with Clark is in the nature of the relationship
between tone and syntax: for her, syntax directly triggers the application
of tone rules, whereas I have shown that many tone rules express—in a
completely stipulatory way—the mediating effect of metrical structure,
which has a principled basis. However, Clark and I agree that there is
no need to construct a special, prosodic level of representation, in the
manner of Nespor and Vogel, to account for tone association. Surveying
metrical phonology in stress languages, Giegerich also reaches a negative
conclusion regarding the existence of prosodic structure as an auto-
nomous derivational level.

The strands of the overall argument converge in the phenomenon of
prosodic cliticization (37) and in the kind of prosodic OCP effect in
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(49a). I have called the latter effect rhythmic in homage to Liberman
and Prince; it requires a certain degree of prosodic contrast at a major
constituent boundary. Since tone projects metrical structure, it is the
metrical structure which adjusts. In both phenomena, it is necessary to
state a direct relationship between syntax and metrical structure. Some-
thing would be lost in attributing prosodic effects like (37) and (49) to
the mediation of a special prosodic constituent structure.

In postulating the simultaneous presence of different subtypes of the
government relation (phrasal, metrical, tonal, syllabic..), phonology
becomes an important source of syntactic information, just as syntax can
be seen to condition phonological processes.
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Dschang and Ebrie as Akan-type
Total Downstep Languages

John M. Stewart

1. INTRODUCTION*

Meeussen (1970:270) coined the term “total downstep” some twenty years
ago: “There seems to be a phenomenon which could be called ‘total
downstep’, in which a high is not lowered just a little, but all the way
to the next lower register.” In this paper I distinguish between overt
total downstep languages, which are immediately recognizable as such by
Meeussen’s criterion, and covert total downstep languages such as Akan,
which Meeussen does not recognize as total downstep languages but
which meet his criterion as soon as they are treated as having automatic
downstep in the context [H_L] rather than in the context [L_H]: in the
overt total downstep languages the [H'H] drop is patently the same size
as the [HL] drop, but in languages such as Akan there is no [HL] drop
as [H'L] occurs to the exclusion of [HL], and the [H'L] drop is, as one
would expect, twice the size of the [H'H] drop.

Today’s best-known and best-documented example of an overt total
downstep language, and the one with which I shall be mainly concerned
here, is Kikuyu, which Meeussen does not mention: recognition of
downstep in Kikuyu came only with the work of Ford in the early 1970s,
and the present pre-eminence of Kikuyu on the tonological scene only
with Ford’s subsequent collaboration with Clements. For references, and
more on the history of Kikuyu tonology, see Clements (1984:281-2).

Clements (1983:166—7) endorses Meeussen’s “total downstep”, and
goes on to posit a major typological division between “total” downstep
languages such as Kikuyu and “partial” downstep languages such as Igbo
and Akan: “The essential characteristic of languages with ‘total’ downstep
is that pitch contours are much more narrowly specified than in ‘partial’
downstep systems. In particular, an adequate theory of ‘total’ downstep
must account for the fact that all other factors being equal, there is
never a systematic pitch difference between the sequences H-L and H-'H,

* I have profited greatly from extensive comments by Larry M. Hyman and Constance

Kutsch Lojenga on an earlier version of this paper, but I remain of course solely
responsible for its deficiencies and for the views expressed.



