Dynamic Systems - State Space Control
- Lecture 23 *

December 4, 2012

White Noise and Wiener Processes
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Think of a semi - infinite bar Let u(z,t) denote the temperature in the bar at
x at time ¢.

Rate of heat transfer from left to right accross a section at x = x is,

H(o,t) — — tim K480 2:0) ~ ulzo = 5,0
d—0 d
Ou(zo, 1)
or

The net rate at which heat flows in a segment between xy and x + Ax is,
ou(zo + Ax,t) du(zg,t)

ox Oz )
Denote this by Q. Average change in temperature during the time period At
os proportional to Q.At and inversly proportional to the mass Am of the
infinitessimal segment = pAAzx

=-K.A

H(zo,t) — H(zo + Az, t) = K.A(

This amount is %,

Where ’s’ is a proportionality constant which is equal to the specific heat of
the material.

The average temperature at time ¢ will be the actual temperature at some
point xg + 0(t). Az, where 0 < 6(t) <)

*This work is being done by various members of the class of 2012

1



Control System Theory

Q.At
spAAzx

u(xo + 0(t). Az, t + At) — u(xg + 0(t).Ax, t) =

Dividing throught by At and letting At — 0.Az — 0 we obtain:

Ou(xo,t) oﬁ 0%u(xg,t)
A
Where all the physical constants are lumped together in «.
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Next, notice that p(x,t) = \/ﬁei%% (x, t are variables) satisfies the
o
equation,
op _ o> Op
ot 2 0x?
p(z,0) = d(z)

How might a stochastic process associated with p(x,t) come up?
The simplest stochastic process is random walk in 1 dimension.

i) =0
Tpt1 = Ty + 2n
plzn =1} =1/2, plz,=-1}=1/2

Suppose z, obeys porbability, Pr{z, = A} =1/2, Pr{z, =-A}=1/2
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Consider this random walk as n — 0o, A — 0 and T = time interval between
steps — 0 such that,

nT ~t

A~ VT

A . Lo . VT 1

7 = step size per unit time (= Velocity) ~~ T = JT — OO
1z

Pr{z(t) € [z + dx]} ~ 7Tteigala:

This is called unit variance wiener process.

For the random walk:
E(x(nt))=0
E(z(n1)?) = ns®

s? is the same variance parameter = nt — t
The wiener process is an independent increments process:
For t5 > t4 .Z‘(tg) — J}(tl):

E{(z(t2) — x(t1))x(t1)} = 0
E(w(t1)$(t2)) = E(I(tl)z) ifto >t =1

sz<t1,t2) = E(.’L’(tﬂ.’l?(tz)) = min(tl,tg)

A slightly more general treatment has,

2

T ple,0) = 3(x)

p(z,t) = oo

The first and second order statistical characteristics are,

cre) -0 (= [ennw)

— 00

oo

o E(x(t)?) = ot ( = / 2% p(x,t) dx)

— 00

o Ruu(tiots) = ?min(ty, ) (:Eumm@»)
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DEFINITION: A stochastic process z(t) is said to be white noise if it is
stationary and

R.o(7) = E(z(t)z(t + 7) = ¢d(7)

Suppose z(t) is white noise and,

Formally,

If t5 >ty this is,

(Conversly, if 1 > to it is = gt2)

E(y(t)) =0

E(y(t1)y(t2) = gmin(ty, t2)
Formally, we’ve shown that the derivative of a wiener process is white noise.
Consider a linear system driven by a stochastic input,

y= Ay + bz

We can easily write down the evolution of the means,

ij = Ay + bz
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Lets compute the second order statistics,

Ryy(ti,t2) = E(y(tl)y(tQ)T)
O Ryt 12)) = E(y(t)y(t2)T)
8t2 yy\tl, L2 1
(y(t2)T AT + b a(t2)

(
E(y(
E(y(t1)y(t)") A" + E(y(t1)z(t2))b"
Ry, (t1, t2) AT + Ry (t1, t2)b"

8t?8t2 = ;M{E(y(tﬁy(tl)T)AT + E(y(tl)w(tz))bT}

= E[(Ay(t1) + ba(t1))y(t2) "JAT + E[(Ay(t:) + ba(t:)z(t2)]o"
= ARy, (t1,ta) AT + bRy (t1, 1) AT + ARy, (t1,t2)b” + bRy (t1, t2)b"

Compute the mean and covariance of y(t) assuming that y(0) =0

Ry, (0,t2) = E(y(0)y(t2)") =

Ryy(t1,t2) = e Ry, (0, t2) +/ At=)pR,, (s,t)ds
0

What about Ry (t1,t2)7?

0

0
%Rzy(tlatQ) = %E[x(tl)y(tQ)T]

= E[x(t1)y(t2) A" + z(t2)b" ]
= Ra:y(tla t2)AT + Rza:(tly t2)bT

t
Ruy(ti, t2)” = eMRyy(t1,0) + / MR (t — o) do, e Ryy(t1,0) =0
0

to
= Ryy(t1,t2) = / bleAtz=R (t — o) do
0
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Finally we go back to the expression for R,,,

t1

Ryy(t1,t2) = / bR, (7. t2) dr

0
tl tz

= / A=y / pTeA =R o dodr
0 0

t1 to

/ At =T ppTAlt=T) (r,0)dodr
0

o

Special case: z(t) = White noise

wa (th t2) = q5(t1 - t2)

t1 tz
R,, = / / AT A=) g §(t — o) do dr
0

0

min(tl,tQ)
_ / eA(tl—T) bbTeA(tQ—T)q dr (*)

0
The risks associated with blindly applying calculus rules when white noise is
involved.
Consider, & = Ax + bw

d
a(mxT) = (Az + b))z’ + z(2T A + wb")

= Az’ + 22T AT + bia” + zwd”
Taking expectations of both sides,

%E(azmT) = AE(zz™) + E(z2") AT + bE(wa) + E(xw)b”

Being able to solve this hinges on knowing E(zw),

¢
x(t) = eMay + / e piir(s) ds
0
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At

Assume e'xg =0

E(z(t)w(t)) = [ e DbE(i(s)i(t))ds

A=) pgs(t — ) ds

— L O

Il
>~ o

q

Then letting E(zz”) be denoted by o, (t)
t
o, (t) = eAtaI(O)eATt +2 / A=) ppT A" (1-0) 4y (%)
0

(%) 7 (%)
The resolution to this situation is to carefully redevelop calculus - we’ll follow
Ito.

Suppose we wish to study the evolution of a wiener process on an interval
a < t < b.Partition the interval a =ty < t1 < --- < t,, = b and define the ITo
stochastic integral,

o lim OZb(ti)[w(tiH)—w(ti)]: b(t)dw
itl—t; i—0
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