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Abstract—We propose a new event-driven method for online tra-
jectory optimization to solve the data harvesting problem: in a 2-D
mission space, N mobile agents are tasked with the collection of
data generated at M stationary sources and delivery to a base with
the goal of minimizing expected collection and delivery delays. We
define a new performance measure that addresses the event exci-
tation problem in event-driven controllers and formulate an opti-
mal control problem. The solution of this problem provides some
insight on its structure, but it is computationally intractable, espe-
cially in the case where the data generating processes are stochas-
tic. We propose an agent trajectory parameterization in terms of
general function families, which can be subsequently optimized on-
line through the use of infinitesimal perturbation analysis. Proper-
ties of the solutions are identified, including robustness with respect
to the stochastic data generation process and scalability in the size
of the event set characterizing the underlying hybrid dynamical
system. Explicit results are provided for the case of elliptical and
Fourier series trajectories, and comparisons with a state-of-the-art
graph-based algorithm are given.

Index Terms—Data harvesting, event-driven optimization, in-
finitesimal perturbation analysis, multiagent systems, optimal con-
trol, trajectory planning.

I. INTRODUCTION

SYSTEMS consisting of cooperating mobile agents have
been extensively studied and used in a broad spectrum of

applications such as environmental sampling [1], [2], surveil-
lance [3], coverage [4]–[6], persistent monitoring [7], [8], task
assignment [9], and data harvesting and information collection
[10]–[12].

The data harvesting problem in particular (and its variant,
the “minimum latency” problem [13]) arises in many settings,
where wireless-sensor networks (WSNs) are deployed for pur-
poses of monitoring the environment, road traffic, infrastructure
for transportation and for energy distribution, surveillance, and a
variety of other specialized purposes [14], [15]. Although many
efforts focus on the analysis of the vast amount of data gathered,
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we must first ensure the existence of robust means to collect all
data in a timely fashion when the size of the network and the
level of node interference do not allow for a fully connected
wireless system. In such cases, sensors can locally gather and
buffer data, while mobile elements (e.g., vehicles and aerial
drones) retrieve the data from each part of the network. Simi-
larly, mobile elements may themselves be equipped with sensors
and visit specific points of interest, called “targets,” where a di-
rect communication path does not exist between them and the
central sink or base node where the data must be delivered. In
a delay-tolerant system, the control scheme commonly used is
to deploy mobile agents referred to as “data mules,” “message
ferries,” or simply “ferries” [16]–[19]. The mobile agents visit
the data generation nodes and collect data, which are then deliv-
ered to the base. Moreover, since agents generally have limited
buffer sizes, visits to the base are also needed once a buffer is
full; the same is true due to limited energy that requires them
to be periodically recharged. In general, the paths followed by
the mobile agents need to be optimized (in some sense to be de-
fined) so as to ensure timely delivery of data through sufficiently
frequent visits at each data source and the base and within the
constraints of a given environment (e.g., an urban setting).

Interestingly, there are analogs to the data harvesting prob-
lem outside the sensor network realm. For instance, in disaster
planning, evacuation and rescue operations, pickup/delivery and
transportation systems, and unmanned aerial vehicle surveil-
lance operations, the general theme involves a network of co-
operating mobile agents that need to frequently visit points of
interest and transfer data/goods/people to a base. Base visits
may also be needed to recharge/renew power supply/fuel. For
example, the flying time span of a drone on a single battery
charge is limited, so that flight trajectories need to be opti-
mized and returns to base may be scheduled for recharge or
loading/unloading. Thus, we may view data harvesting in the
broader context of a multiagent system, where mobile agents
must cooperatively design trajectories to visit a set of targets
and a base so as to optimize one or more performance criteria.

Having its root in WSNs, the data harvesting problem is nor-
mally studied on a directed or undirected graph, where minimum
length tours or subtours are to be found. This graph topology
view of the problem utilizes a multitude of routing and schedul-
ing algorithms developed for WSNs (e.g., [20]–[22] and refer-
ences therein). One of its main advantages is the ability to ac-
commodate environmental constraints (e.g., obstacles) by prop-
erly selecting graph edges; thus, movements inside a building
or within a road network are examples where a graph topology
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is suitable. On the other hand, these methods also have several
drawbacks: they are generally combinatorially complex; they do
not account for limitations in motion dynamics, which should
not, for instance, allow an agent to form a trajectory consisting
of a sequence of straight lines; they become computationally in-
feasible as online methods in the presence of stochastic effects
such as random target rewards or failing agents, since the graph
topology has to be re-evaluated as new information becomes
available.

As an alternative to the graph-based approach, we view data
harvesting as a trajectory optimization problem in a 2-D space,
where the mobile agents are freely (or with some specified con-
straints) moving and “visit” targets whenever they reach their
vicinity. For example, each target can be assumed to have a
finite range within which a mobile agent can initiate wireless
communication with it and exchange data. These trajectories
do not necessarily consist of straight lines, that is, edges in an
underlying graph topology; therefore, an advantage of this ap-
proach is that an agent trajectory can be designed to conform to
physical limitations in the agent’s mobility. In addition, trajecto-
ries can be adjusted online when target locations are uncertain.
Constraining such trajectories to obstacles is also still possible.
Such continuous topologies have been used in [11], where the
problem is viewed as a polling system with a mobile server vis-
iting data queues at fixed targets and trajectories are designed
to stabilize the system, keeping queue contents (modeled as
fluid queues) uniformly bounded, and in [23], where parameter-
ized trajectories are optimized to solve a multiagent persistent
monitoring problem.

A key benefit of a trajectory optimization view of the data
harvesting problem is the ability to parameterize the trajecto-
ries with different types of functional representations and then
optimize them over the given parameter space. This reduces a
dynamic optimization problem into a much simpler parametric
optimization one. If the parametric trajectory family is broad
enough, we can recover the true optimal trajectories; otherwise,
we can approximate them within a desired accuracy. Moreover,
adopting a parametric family of trajectories has several addi-
tional benefits. First, it allows trajectories to be periodic, often
a desirable property in practice. Second, it allows one to restrict
solutions to trajectories with desired features that the true opti-
mal cannot have, for example, smoothness properties required
for physically realizable agent motion.

In this paper, we cast data harvesting as an optimal con-
trol problem. Defining an appropriate optimization criterion is
nontrivial in this problem (as we will explain) and introducing
appropriate performance metrics is the first contribution of this
work. Obtaining optimal agent trajectories ultimately requires
the solution of a two-point boundary value problem (TPBVP).
Although a complete solution of such a TPBVP is computa-
tionally infeasible in general, we identify structural properties
of the optimal control policy, which allow us to reduce the
agent-target/base interaction process to a hybrid system with a
well-defined set of events that cause discrete state transitions.
The second contribution is to formulate and solve an optimal
parametric agent trajectory problem. In particular, similar to
the idea introduced in [23], we represent an agent trajectory in

terms of general function families characterized by a set of pa-
rameters that we seek to optimize, given an objective function.
We consider elliptical trajectories as well as the much richer set
of Fourier series trajectory representations. We then show that
we can make use of infinitesimal perturbation analysis (IPA)
for hybrid systems [24] to determine gradients of the objective
function with respect to these parameters and subsequently ob-
tain (at least locally) optimal trajectories. This approach also
allows us to exploit 1) robustness properties of IPA to allow
stochastic data generation processes, 2) the event-driven nature
of the IPA gradient estimation process, which is scalable in
the event set of the underlying hybrid dynamic system, and 3)
the online computation, which implies that trajectories adjust as
operating conditions change (e.g., new targets); in contrast, the
solution of a TPBVP is computationally challenging even for
strictly offline methods. Finally, we provide comparisons of our
approach to algorithms based on a graph topology of the mission
space. These comparisons show that while the latter generate a
spatial partitioning of the target set among agents, our approach
results in a temporal partitioning, which adds robustness with
respect to agent failures or other environmental changes. The
graph-based approaches are mostly offline and normally assume
that the agents would be able to travel straight lines and meet
targets in exact locations. On the other hand, the trajectory op-
timization approach allows us to accommodate limitations in
agent mobility and to adjust trajectories online.

In Section II, we formulate the data harvesting problem using
a queueing model and present the underlying hybrid system.
In Section III, we provide a Hamiltonian analysis leading to
a TPBVP. In Section III, we formulate the alternative prob-
lem of determining optimal trajectories based on general func-
tion representations and provide solutions through a gradient-
based algorithm using IPA for two particular function families.
Section IV presents numerical results and comparisons with
state-of-the-art data harvesting algorithms, and Section VI con-
tains conclusions.

II. PROBLEM FORMULATION

We consider a data harvesting problem, where N mobile
agents collect data from M stationary targets in a 2-D mission
space S. Each agent may visit one or more of the M targets,
collect data from them, and deliver them to a base. It then
continues visiting targets, possibly the same as before or new
ones, and repeats this process. The objective of the agent team is
to minimize data collection and delivery delays over all targets
within a fixed time interval T . This minimization problem is
formalized in the following.

The data harvesting problem described above can be viewed
as a polling system, where mobile agents are serving the tar-
gets by collecting data and delivering it to the base. As seen in
Fig. 1, there are three sets of queues. The first set includes
the data contents Xi(t) ∈ R + at each target i = 1, ...,M ,
where we use σi(t) as the instantaneous inflow rate. In general,
we treat {σi(t)} as a random process assumed only to be piece-
wise continuous; we will treat it as a deterministic constant only
for the Hamiltonian analysis in the next section. Thus, at time t,
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Fig. 1. Data harvesting queueing model for M targets and N agents.

Xi(t) is a random variable resulting from the random process
{σi(t)}.

The second set of queues consists of data contents Zij (t) ∈
R + on-board agent j collected from targets i = 1, ...,M . The
last set consists of queues Yi(t) ∈ R + containing data at the
base, one queue for each target, delivered by some agent j. Note
that {Zij (t)} and {Yi(t)} are also random processes.

In Fig. 1, collection and delivery switches are shown by pij
and p

B j
(formally defined in the following). These switches are

“ON” when agent j is connected to target i or the base respec-
tively. All queues are modeled as flow systems whose dynamics
are given next (however, as we will see, the agent trajectory op-
timization is driven by events observed in the underlying system
where queues contain discrete data packets so that this modeling
device has minimal effect on our analysis).

Let sj (t) = [sxj (t), s
y
j (t)] ∈ S be the position of agent j at

time t. Then, the state of the system can be defined as

X(t) = [X1(t), . . . , XM (t), Y1(t), . . . , YM (t),

Z11(t), . . . , ZMN (t), sx1 (t), sy1 (t), . . . , sxN (t), syN (t)]. (1)

The position of the agent follows single-integrator dynamics at
all times:

ṡxj (t) = uj (t) cos θj (t), ṡyj (t) = uj (t) sin θj (t)

sxj (0) = XB syj (0) = YB , ∀j (2)

where uj (t) is the scalar speed of the agent (normalized so
that 0 ≤ uj (t) ≤ 1), 0 ≤ θj (t) < 2π is the angle relative to the
positive direction and [XB , YB ] is the location of the base. Thus,
we assume that the agent controls its orientation and speed. The
agent states {sj (t)}, j = 1, . . . , N , are also random processes
since the controls are generally dependent on the random queue
states. Thus, we ensure that all random processes are defined on
a common probability space.

An agent is represented as a particle, so that we will omit the
need for any collision avoidance control. The agent dynamics
above could be more complicated without affecting the essence
of our analysis, but we will limit ourselves here to (2).

We consider a set of data sources as points wi ∈ S, i =
1, . . . ,M, with associated ranges rij , so that agent j can
collect data from wi only if the Euclidean distance dij (t) =
‖wi − sj (t)‖ satisfies dij (t) ≤ rij . Similarly, the base is at
w
B

= [XB , YB ] ∈ S, which receives all data collected by the
agents and an agent can only deliver data to the base if the Eu-
clidean distance d

Bj
(t) = ‖w

Bj
− sj (t)‖ satisfies d

Bj
(t) ≤ rBj .

Using p : S × S → [0, 1], we define a function pij (t) represent-

ing the collection switches in Fig. 1 as

pij (t) = p(wi, sj (t)). (3)

pij (t) is viewed as the normalized data collection rate from tar-
get i when the agent is at sj (t) and we assume that: (A1)
it is monotonically nonincreasing in the value of dij (t) =
‖wi − sj (t)‖, and (A2) it satisfies pij (t) = 0 if dij (t) > rij .
Thus, pij (t) can model communication power constraints,
which depend on the distance between a data source and an
agent equipped with a receiver (similar to the model used in
[11]) or sensing range constraints if an agent collects data using
on-board sensors. For simplicity, we will also assume that (A3)
pij (t) is continuous in dij (t). Similarly, we define

p
Bj

(t) = p(w
B
, sj (t)) (4)

The maximum rate of data collection from target i by agent j is
μij , so that the instantaneous rate isμij pij (t) if j is connected to
i. We will assume that (A4) only one agent at a time is connected
to a target i even if there are other agents l with pil(t) > 0;
this is not the only possible model, but we adopt it based on
the premise that simultaneous downloading of packets from a
common source creates problems of proper data reconstruction
at the base.

We can now define the dynamics of the queue-related compo-
nents of the state vector in (1). The dynamics ofXi(t), assuming
that agent j is connected to it, are

Ẋi(t)=
{
0, if Xi(t)=0 and σi(t)≤μij pij (t)
σi(t) − μij pij (t), otherwise.

(5)
Obviously, Ẋi(t) = σi(t) if pij (t) = 0, j = 1, . . . , N .

In order to express the dynamics of Zij (t), let

μ̃ij (t) =

{
min

(
σi (t)
pi j (t) , μij

)
, if Xi(t) = 0 and pij (t) > 0

μij , otherwise.
(6)

This gives us the dynamics

Żij (t)

=
{

0, if Zij (t) = 0 and μ̃ij (t)pij (t) − βij pBj (t) ≤ 0
μ̃ij (t)pij (t) − βij pBj (t), otherwise

(7)

where βij is the maximum rate of data from target i de-
livered to B by agent j. For simplicity, we assume that
(A5) ‖wi − wB ‖ > rij + rBj for all i = 1, . . . ,M and j =
1, . . . , N , that is, the agent cannot collect and deliver data at
the same time. Therefore, in (7), it is always the case that
for all i and j, pij (t)pBj (t) = 0. Finally, the dynamics of
Yi(t) depend on Zij (t), the content of the on-board queue of
each agent j from target i as long as p

Bj
(t) > 0. We define

βi(t) =
∑N

j=1 βij pBj (t)1[Zij (t) > 0], where 1[·] is the indica-
tor function, as the total instantaneous delivery rate for target i
data, so that the dynamics of Yi(t) are

Ẏi(t) = βi(t). (8)

Hybrid system model: Taking into account the state vector in
(1) and the dynamics in (2), (5), (7), and (8), the data harvesting
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TABLE I
HYBRID SYSTEM EVENTS

Event Name Description

1. ξ0
i Xi (t) hits 0, for i = 1, . . . ,M

2. ξ +
i Xi (t) leaves 0, for i = 1, . . . ,M .

3. ζ0
ij Zij (t) hits 0, for i = 1, . . . ,M , j = 1, . . . , N

4. δ +
ij d +

ij (t) leaves 0, for i = 1, . . . ,M , j = 1, . . . , N
5. δ0

ij d +
ij (t) hits 0, for i = 1, . . . ,M , j = 1, . . . , N

6. Δ +
j d +

Bj
(t) leaves 0, for j = 1, . . . , N

7. Δ0
j d +

Bj
(t) hits 0, for j = 1, . . . , N

process is a stochastic hybrid system. Discrete modes of the sys-
tem are defined by intervals, over which we have the following.

1) An agent is visiting a target and the target queue is not
empty, here named state C1 .

2) An agent is visiting a target and the target queue is empty,
here named state C2 .

3) An agent is visiting the base, here named state D.
4) An agent is moving when not connected to any target or

base, here named state F .
The events that trigger mode transitions are defined in Table I

(the superscript 0 denotes events causing a variable to reach a
value of zero from above and the superscript + denotes events
causing a variable to become strictly positive from a zero value).
We also use the following definitions:

d +
ij (t)=max(0, dij (t) − rij ), d +

Bj
(t)=max(0, d

Bj
(t)− r

Bj
).
(9)

The variables above are zero if agent j is within range of target
i or the base, respectively.

Observe that each of the events in Table I causes a change in at
least one of the state variables in (5), (7), and (8). For example,
ξ0
i (i.e., the queue at target i is emptied) causes a switch in (5)

from Ẋi(t) = σi(t) − μij pij (t) to Ẋi(t) = 0. Also note that we
have omitted an event ζ +

ij for Zij (t) becoming strictly positive
since this event is immediately induced by δ0

ij when agent j
comes within range of target i and starts collecting data causing
Zij (t) > 0 if Zij (t) = 0 and Xi(t) > 0. Finally, note that all
events are directly observable during the execution of any agent
trajectory, and they do not depend on our flow-based queueing
model. For example, if Xi(t) becomes zero, this defines event
ξ0
i regardless of whether the corresponding queue is based on a

flow or on discrete data packets; this observation is very useful in
the sequel. A high-level hybrid automaton is presented in Fig. 2
for a single target i and one agent j system. This automaton
becomes much more complicated once more targets and agents
are included.

A. Performance Measures

Our objective is to minimize the data content of all target
queues while maximizing the utilization of our agent resources.
Because the optimization is over a finite time interval, a terminal
cost also needs to be incorporated. Moreover, as mentioned in
the introduction of this paper, our goal is to develop an event-
driven approach, which will necessitate the inclusion of a metric

Fig. 2. One target i and one agent j hybrid automaton.

to address the event excitation issue further elaborated in this
subsection. In order to make the formulation clear, we proceed
in several steps, with every step discussing each component of
the optimization problem.

1) Queue Contents: We define J1(t) to be the weighted sum
of expected target queue content (recalling that {σi(t)} are ran-
dom processes):

J1(t) = E

[
M∑
i=1

αiXi(t)

]
(10)

where the weight αi represents the relative importance factor of
target i. Similarly, we define a weighted sum of expected base
queue content:

J2(t) = E

[
M∑
i=1

αiYi(t)

]
. (11)

Therefore, the first performance metric of interest is the convex
combination of J1(t) and −J2(t) leading to the minimization
problem:

min
u(t),θ(t)

J(T ) =
1
T

∫ T

0
(qJ1(t) − (1 − q)J2(t)) dt (12)

where u and θ are the vectors formed by the agent speed and
headings, and q ∈ [0, 1] is a weight capturing the relative im-
portance of collected data as opposed to delivered data.

This performance measure captures the collection and deliv-
ery of data, which are processes taking place while an agent is
connected to any of the targets or the base. However, it lacks
any information regarding the interaction of an agent with the
environment when this agent is not connected to any target or
base and is due to the fact that the environment has only a finite
number of points of interest (targets). This motivates two new
performance measures we introduce next.

2) Agent Utilization: In accessing the targets, we must en-
sure that the agents maximize their utilization, that is, the frac-
tion of time spent performing a useful task by being within
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range of a target or the base. Equivalently, we aim to minimize
the nonproductive idling time of each agent, during which it is
not visiting any target or the base. Using (9), agent j is idling
when d +

ij (t) > 0 for all i and d +
Bj

(t) > 0. We define the idling
function Ij (t) as follows:

Ij (t) = log

(
1 + d +

Bj
(t)

M∏
i=1

d +
ij (t)

)
. (13)

This function has the following properties. First, Ij (t) = 0 if
and only if the product term inside the bracket is zero, that is,
agent j is visiting a target or the base; otherwise, Ij (t) > 0.
Second, Ij (t) is monotonically nondecreasing in the number of
targets M . The logarithmic function is selected to prevent the
value of Ij (t) from dominating those of J1(·) and J2(·) when
included in a single objective function. Thus, we define

J3(t) = E

⎡
⎣ N∑
j=1

Ij (t)

⎤
⎦ . (14)

Note that Ij (t) is also a random variable since it is a function of
the agent states sj (t), j = 1, . . . , N .

3) Terminal Cost: Since we address the data harvesting
problem over a finite interval T , we define a terminal cost at
T capturing the expected value of the amount of data left on
board the agents:

Jf (T ) =
1
T
E

⎡
⎣ M∑
i=1

N∑
j=1

αiZij (T )

⎤
⎦ . (15)

Clearly, the effect of this term vanishes as T → ∞ as long
as all E[Zij (T )] remains bounded. Moreover, if we constrain
trajectories to be periodic, this terminal cost may be omitted.
Finally, for simplicity, we will assume that αi = 1 for all i.

4) Event Excitation: As already mentioned, our goal is to
develop an event-driven approach for online trajectory opti-
mization. In other words, we seek a controller whose actions
are based on events observed during the operation of the hybrid
system described earlier. Clearly, the premise of this approach
is that the events involved are observable so as to “excite” the
underlying event-driven controller. However, it is not always
obvious that these events actually take place under every feasi-
ble control, in which case the controller may be useless. This is
illustrated in Fig. 3, where two different trajectories are shown
for the agent. The blue and red trajectories pass through none
of the targets. Consequently, there is an infinite number of tra-
jectories, for which the value of the objective function in (12) is
given by

J(T ) =
q

T

∫ T

0
tσi(t)dt (16)

which is simply the total amount of data generated at all targets
through (5). This cannot be affected by any event-driven control
action, since none of the events in Table I is excited. Clearly, the
same is true for J3(t) in (14).

To address this issue, our goal is to “spread” each target
cost (accumulated data)Xi(t) over allw ∈ S. This will create a

Fig. 3. Two trajectories with the same objective function value.

Fig. 4. R function illustration. (a) Mission space with dots as target locations.
(b) R function at a sample time t.

potential field throughout the mission space. Following [25], we
begin by determining the convex hull produced by the targets,
since the trajectories need not go outside this polygon. Let T =
{w1 , w2 , . . . , wM } be the set of all target points. Then, their
convex hull is

C =
{ M∑

i=1

βiwi |
∑
i

βi = 1,∀i, βi ≥ 0
}
. (17)

Given that C ⊂ S, we seek a function R(w, t) that satisfies the
following property for some constants ci > 0:

∫
C
R(w, t)dw =

M∑
i=1

ciXi(t). (18)

Thus,R(w, t) can be viewed as a time-varying density function
defined for all points w ∈ C, which generates a total cost equiv-
alent to a weighted sum of the target data Xi(t), i = 1, . . . ,M .
Letting d +

i (w) = max(‖w − wi‖, ri), where ri = minj rij ,
we then define

R(w, t) =
M∑
i=1

αiXi(t)
d +
i (w)

. (19)

Intuitively, a target’s cost (numerator above) is spread over all
w ∈ S so as to obtain the “total weighted cost density” at w.
Note that d +

i (w) is defined to ensure that the target cost remains
positive and fixed for all pointsw ∈ C(wi). In order to illustrate
this construction, Fig. 4(a) shows a sample mission space with
nine target locations and Fig. 4(b) shows the value ofR(w, t) at
a specific time t.
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Proposition 1: There exist ci > 0, i = 1, . . . ,M , such that

∫
C
R(w, t)dw =

M∑
i=1

ciXi(t). (20)

Proof: See the appendix in [26]. �
Using the same idea for the base, we define

R
Bj

(w, t) =
∑M

i=1 αiZij
d +
B

(w)
(21)

where d +
B

(w) = max(‖w
B
− w‖, r

B
) is a constant and r

B
=

minj rBj .
Proposition 1 asserts that the total cost due to data accu-

mulated at targets may indeed be spread over all points in the
mission space allowing an agent to “interact” with these points
through the resulting potential field. In order to capture this in-
teraction (see also [25]), we define the travel cost for an agent j
to reach point w as the quadratic of the distance between them
‖sj (t) − w‖2 and the total travel cost as

P (w, s(t)) =
N∑
j=1

‖sj (t) − w‖2 . (22)

Using these definitions, we can now introduce a new perfor-
mance metric:

J4(t) = E

⎡
⎣ N∑
j=1

∫
S

(
R(w, t) +R

Bj
(w, t)

)
Pj (w, t)dw

⎤
⎦ .
(23)

B. Optimization Problem

We can now formulate a stochastic optimization problem P1,
where the control variables are the agent speeds and headings
denoted by the vectors u(t) = [u1(t), . . . , uN (t)] and θ(t) =
[θ1(t), . . . , θN (t)], respectively (omitting their dependence on
the full system state at t). Combining the components in (14),
(15), and (23), we obtain

min
u(t),θ(t)

J(T ) =
1
T

∫ T

0

(
q

MX
J1(t) −

(1 − q)
MY

J2(t)

+
1
MI

J3(t) +
1
MR

J4(t)
)
dt+

1
MZ

Jf (T )

(24)

where we introduce the normalizing factorsMX ,MY ,MI ,MR ,
and MZ . This normalization ensures that all different compo-
nents of J(T ) are in the same range so that none of them may
dominate any other. We use an upper bound for the value of each
component as follows, where we assume that σi(0) > 0 w.p. 1:

MX = MY = MZ = T
∑
i

σi(0) (25)

MI = log
(

1 +
√
L2

1 + L2
2

M+1)
(26)

MR =
TL1L2(L2

1 + L2
2)

r

∑
i

σi(0), r =
∑

i ri
M

(27)

whereL1 andL2 define the size of the rectangular mission space
(the normalization factors can be adapted to different mission
space shapes). Observe that an unattainable lower bound of the
total objective function is −(1 − q), which occurs if J1 = J3 =
J4 = 0 and J2 is at its maximum of MY . If q = 0, then the
lower bound is at its minimum of −1.

III. OPTIMIZATION METHODOLOGY

In this section, we consider problem P1 in a setting, where
all data arrival processes are deterministic, so that all expecta-
tions in (10)–(15) degenerate to their arguments. We will see in
Section III-A that the gradient evaluation process (in particular,
Corollary 5) leading to the agent trajectory generation is inde-
pendent of all random data arrival processes σi(t), i = 1, ...,M .
This will enable us to return to the stochastic problem formu-
lation at that point. We proceed with a standard Hamiltonian
analysis leading to a TPBVP [27], where the states and costates
are known at t = 0 and t = T , respectively. We define the costate
vector associated with (1):

λ(t) = [λ1(t), . . . , λM (t), γ1(t), . . . , γM (t),

φ11(t), . . . , φMN (t), ηx1 (t), ηy1 (t), . . . , ηxN (t), ηyN (t)]. (28)

The Hamiltonian is

H(X,λ,u,θ) =
1
T

[qJ1(t) − (1 − q)J2(t) + J3(t) + J4(t)]

+
∑
i

λi(t)Ẋi(t) +
∑
i

γi(t)Ẏi(t) +
∑
i

∑
j

φij (t)Żij (t)

+
∑
j

(
ηxj (t)uj (t) cos θj (t) + ηyj (t)uj (t) sin θj (t)

)
(29)

where the costate equations are

λ̇i(t) = − ∂H

∂Xi

=− 1
T

⎡
⎣ q

MX
+

1
MR

∑
j

∫
S

αiPj (w, t)
d +
i (w)

dw

]
λi(T )=0

γ̇i(t) = − ∂H

∂Yi
=

1 − q

TMY
γi(T ) = 0

φ̇ij (t) = − ∂H

∂Zij
= − 1

MR

∫
S

αiPj (w, t)
d +
B

(w)
dw

φij (T ) =
∂Jf
∂Zij

∣∣∣
T

η̇xj (t) = − ∂H

∂sxj

= −
[

1
TMI

∂Ij (t)
∂sxj

+
1

TMR

∑
j

∫
S

(
R(w, t)

+RBj (w, t)
)∂Pj (w, t)

∂sxj
dw

+
∑
i

∂

∂sxj
λi(t)Ẋi(t) +

∑
i

∂

∂sxj
γi(t)Ẏi(t)
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+
∑
i

∂

∂sxj
φij (t)Żij (t)

]

η̇yj (t) = − ∂H

∂syj

= −
[

1
TMI

∂Ij (t)
∂syj

+
1

TMR

∑
j

∫
S

(
R(w, t)

+RBj (w, t)
)∂Pj (w, t)

∂syj
dw

+
∑
i

∂

∂syj
λi(t)Ẋi(t) +

∑
i

∂

∂syj
γi(t)Ẏi(t)

+
∑
i

∂

∂syj
φij (t)Żij (t)

]

ηxj (T ) = ηyj (T ) = 0.

From (29), after some trigonometric manipulations, we get

H(X,λ,u,θ) =
1
T

[qJ1(t) − (1 − q)J2(t) + J3(t) + J4(t)]

+
∑
i

λi(t)Ẋi(t) +
∑
i

γi(t)Ẏi(t) +
∑
i

∑
j

φij (t)Żij (t)

+
∑
j

uj (t)sgnηyj (t)
√
ηxj (t)2 + ηyj (t)

2 sin(θj (t) + ψj (t))

(30)

where tanψj (t) =
ηxj (t)
η yj (t) for ηyj (t) 
= 0 and ψj (t) = sgnηxj (t)π2

if ηyj (t) = 0. Applying the Pontryagin principle to (29) with
(u∗,θ∗) being the optimal control, we have

H(X∗,λ∗,u∗,θ∗) = min
u(t),θ(t)

H(X,λ,u,θ). (31)

From (30), we see that we can always set the control θj (t) to
ensure that sgnηyj (t) sin(θj (t) + ψj (t)) < 0. Hence, recalling
that 0 ≤ uj (t) ≤ 1,

u∗j (t) = 1 (32)

and

sin(θ∗j (t) + ψj (t)) = 1, if μyj (t) < 0

sin(θ∗j (t) + ψj (t)) = −1, if μyj (t) > 0. (33)

Following the Hamiltonian definition in (29), we have

∂H

∂θj
= −ηxj (t)uj (t) sin θj (t) + ηyj (t)uj (t) cos θj (t) (34)

and setting ∂H
∂θj

= 0, the optimal heading θ∗j (t) should satisfy

tan θ∗j (t) =
ηyj (t)
ηxj (t)

. (35)

Since u∗j (t) = 1, we only need to evaluate θ∗j (t) for all t ∈
[0, T ]. This is accomplished by discretizing the problem in time
and numerically solving a TPBVP with a forward integration

of the state and a backward integration of the costate. Solving
this problem becomes intractable as the number of agents and
targets grows. The fact that we are dealing with a hybrid dynamic
system further complicates the solution of a TPBVP. On the
other hand, it enables us to make use of IPA [24] to carry out the
parametric trajectory optimization process discussed in the next
section. In particular, we propose a parameterization of agent
trajectories allowing us to utilize IPA to obtain an unbiased
estimate for the objective function gradient with respect to the
trajectory parameters.

A. Agent Trajectory Parameterization and Optimization

The key idea is to represent each agent’s trajectory through
general parametric equations

sxj (t) = f(Θj , ρj (t)), syj (t) = g(Θj , ρj (t)) (36)

where the function ρj (t) controls the position of the agent on
its trajectory at time t and Θj is a vector of parameters con-
trolling the shape and location of the agent j trajectory. Let
Θ = [Θ1 , . . . ,ΘN ]. We now replace problem P1 in (25) by
problem P2:

min
Θ∈FΘ

1
T

∫ T

0
[qJ1(Θ, t) − (1 − q)J2(Θ, t) + J3(Θ, t)

+J4(Θ, t)] dt+ Jf (Θ, T ) (37)

where we return to allowing arbitrary stochastic data arrival pro-
cesses {σi(t)} so that P2 is a parametric stochastic optimization
problem with the feasible parameter set FΘ appropriately de-
fined depending on (36). The cost function in (37) is written
as

J(Θ, T ;X(Θ, 0)) = E[L(Θ, T ;X(Θ, 0))]

whereL(Θ, T ;X(Θ, 0)) is a sample function defined over [0, T ]
and X(Θ, 0) is the initial value of the state vector. For conve-
nience, in the following, we will use Li , i = 1, . . . , 4, and Lf
to denote sample functions of Ji , i = 1, . . . , 4, and Jf , respec-
tively. Note that, in (37), we suppress the dependence of the four
objective function components on the controls u(t) and θ(t) and
stress instead their dependence on the parameter vector Θ.

In the rest of this paper, we will consider two families of tra-
jectories motivated by a similar approach used in the multiagent
persistent monitoring problem in [23]: elliptical trajectories and
a more general Fourier series trajectory representation better
suited for nonuniform target topologies. The hybrid dynamics
of the data harvesting system allow us to apply the theory of
IPA [24] to obtain online the gradient of the sample function
L(Θ, T ;X(Θ, 0)) with respect to Θ. The value of the IPA ap-
proach is twofold: 1) The sample gradient ∇L(Θ, T ) can be
obtained online based on observable sample path data only; and
2) ∇L(Θ, T ) is an unbiased estimate of ∇J(Θ, T ) under mild
technical conditions, as shown in [24]. Therefore, we can use
∇L(Θ, T ) in a standard gradient-based stochastic optimization
algorithm

Θl+1 = Θl − ν l∇L(Θl , T ), l = 0, 1, . . . (38)
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to converge (at least locally) to an optimal parameter vector
Θ∗ with a proper selection of a step-size sequence {ν l} [28].
We emphasize that this process is carried out online, that is, the
gradient is evaluated by observing a trajectory with given Θ over
[0, T ] and is iteratively adjusted until convergence is attained.

1) IPA Calculus Review and Implementation: Based on the
events defined earlier, we will specify event time derivative and
state derivative dynamics for each mode of the hybrid system.
In this process, we will use the IPA notation from [24] so that τk
is the kth event time in an observed sample path of the hybrid
system and τ ′k = dτk

dΘ , X ′(t) = dX
dΘ are the Jacobian matrices of

partial derivatives with respect to all components of the control-
lable parameter vector Θ. Throughout the analysis, we will be
using (·)′ to show such derivatives. We will also use fk (t) = dX

dt
to denote the state dynamics in effect over an interevent time
interval [τk , τk+1). We review next the three fundamental IPA
equations from [24], based on which we will proceed.

First, events may be classified as exogenous or endogenous.
An event is exogenous if its occurrence time is independent
of the parameter Θ; hence, τ ′k = 0. Otherwise, an endogenous
event takes place when a condition gk (Θ,X ) = 0 is satisfied,
that is, the state X (t) reaches a switching surface described by
gk (Θ,X ). In this case, it is shown in [24] that

τ ′k = −
(
dgk
dX fk (τ −

k )
)−1 (

g′k +
dgk
dX X ′(τ −

k )
)

(39)

as long as ∂gk
∂X fk (τ

−
k ) 
= 0. It is also shown in [24] that the state

derivative X ′(t) satisfies

d

dt
X ′(t) =

dfk
dX X ′(t) + f ′k (t), t ∈ [τk , τk+1) (40)

X ′(τ +
k ) = X ′(τ −

k ) + [fk−1(τ −
k ) − fk (τ +

k )]τk ′ (41)

Then, X ′(t) for t ∈ [τk , τk+1) is calculated through

X ′(t) = X ′(τ +
k ) +

∫ t

τk

d

dt
X ′(t)dt. (42)

Table I contains all possible endogenous event types for our hy-
brid system. To these, we add exogenous eventsκi , i = 1, ...,M ,
to allow for possible discontinuities (jumps) in the random pro-
cesses {σi(t)} which affect the sign of σi(t) − μij pij (t) in (5).
We will use the notation e(τk ) to denote the event type occurring
at t = τk with e(τk ) ∈ E, the event set consisting of all endoge-
nous and exogenous events. Finally, we make the following
assumption, which is needed in guaranteeing the unbiasedness
of the IPA gradient estimates: (A6) Two events occur at the
same time w.p. 0 unless one is directly caused by the other.

2) Objective Function Gradient: The sample function gra-
dient∇L(Θ, T ) needed in (38) is obtained from (37) assuming a

total number ofK events over [0 T ] with τ
K + 1 = T and τ0 = 0:

∇L(Θ, T ;X(Θ; 0)) =

1
T
∇
[∫ T

0
(qL1(Θ, t) − (1 − q)L2(Θ, t) + L3(Θ, t)

+L4(Θ, t)) dt] + ∇Lf (Θ, T )

=
1
T
∇
[

K∑
k=0

∫ τk + 1

τk

(qL1(Θ, t)−(1−q)L2(Θ, t) + L3(Θ, t)

+L4(Θ, t)) dt] + ∇Lf (Θ, T )

=
1
T

[
K∑
k=0

q

(∫ τk + 1

τk

∇L1(Θ, t)dt+ L1(Θ, τk+1)τ ′k+1

−L1(Θ, τk )τ ′k )

− (1 − q)
(∫ τk + 1

τk

∇L2(Θ, t)dt+ L2(Θ, τk+1)τ ′k+1

−L2(Θ, τk )τ ′k )

+
(∫ τk + 1

τk

∇L3(Θ, t)dt+ L3(Θ, τk+1)τ ′k+1

−L3(Θ, τk )τ ′k )

+
(∫ τk + 1

τk

∇L4(Θ, t)dt+ L4(Θ, τk+1)τ ′k+1

− L4(Θ, τk )τ ′k )] + ∇Lf (Θ, T )

=
1
T

[
K∑
k=0

∫ τk + 1

τk

(q∇L1(Θ, t) − (1 − q)∇L2(Θ, t)

+ ∇L3(Θ, t) +∇L4(Θ, t)) dt] + ∇Lf (Θ, T ). (43)

The last step follows from the continuity of the state variables,
which causes adjacent limit terms in the sum to cancel out.
Therefore, ∇L(Θ, T ) does not have any direct dependence on
any τ ′k ; this dependence is indirect through the state derivatives
involved in the four individual gradient terms.

Referring to (10), the first term in (43) involves ∇L1(Θ, t),
which is as a sum ofX ′

i(t) derivatives. Similarly, ∇L2(Θ, t) is a
sum of Y ′

i (t) derivatives and ∇Lf (Θ, T ) requires only Z ′
ij (T ).

The third term, ∇L3(Θ, t), requires derivatives of Ij (t) in (13),
which depend on the derivatives of the max function in (9) and
the agent state derivatives s′j (t) with respect to Θ. The term
∇L4(Θ, t) needs the values of X ′

i(t) and Z ′
ij (t). The gradients

of the last two terms are derived in the appendix in [26]. Possible
discontinuities in these derivatives occur when any of the last
four events in Table I takes place.

In summary, the evaluation of (43) requires the state deriva-
tives X ′

i(t), Z
′
ij (t), Y

′
i (t), and s′j (t). The latter are easily ob-

tained for any specific choice of f and g in (36) and are shown
in [26, Appendix II]. The former require a rather laborious use
of (39 )–(41), which, however, reduces to a simple set of state
derivative dynamics as shown next.



KHAZAENI AND CASSANDRAS: EVENT-DRIVEN TRAJECTORY OPTIMIZATION FOR DATA HARVESTING IN MULTIAGENT SYSTEMS 1343

Proposition 2: After an event occurrence at t = τk , the state
derivatives X ′

i(τ
+
k ), Y ′

i (τ
+
k ), Z ′

ij (τ
+
k ), with respect to the

controllable parameter Θ satisfy the following:

X ′
i(τ

+
k ) =

⎧⎨
⎩

0, if e(τk ) = ξ0
i

X ′
i(τ

−
k ) − μilpil(τk )τ ′k , if e(τk ) = δ +

ij

X ′
i(τ

−
k ), otherwise

where l 
= j with pil(τk ) > 0 if such l exists and

τ ′k = ∂di j (sj )
∂sj

s′j

(
∂di j (sj )
∂sj

ṡj (τk )
)−1

.

Y ′
i (τ

+
k ) =

{
Y ′
i (τ

−
k ) + Z ′

ij (τ
−
k ), if e(τk ) = ζ0

ij

Y ′
i (τ

−
k ), otherwise

Z ′
ij (τ

+
k ) =

⎧⎨
⎩

0, if e(τk ) = ζ0
ij

Z ′
ij (τ

−
k ) +X ′

i(τ
−
k ), if e(τk ) = ξ0

i

Z ′
ij (τ

−
k ), otherwise

where e(τk ) = ξ0
i occurs when j is connected to target i.

Proof: See [26, eqs. (77), (80), (83), (88), (89), (91), (94),
(96) in Appendix IV]. �

This result shows that only three of the events in E can
actually cause discontinuous changes to the state derivatives.
Furthermore, note that X ′

i(t) is reset to zero after a ξ0
i event.

Moreover, when such an event occurs, note that Z ′
ij (t) is cou-

pled to X ′
i(t), similarly for Z ′

ij (t) and Y ′
i (t) when event ζ0

ij

occurs, showing that perturbations in Θ can only propagate to
an adjacent queue when that queue is emptied.

Proposition 3: The state derivativesX ′
i(τ

−
k+1) and Y ′

i (τ
−
k+1)

with respect to the controllable parameter Θ satisfy the follow-
ing after an event occurrence at t = τk :

X ′
i(τ

−
k+1) =

{
0, if e(τk ) = ξ0

i

X ′
i(τ

+
k ) −

∫ τk + 1

τk
μij p

′
ij (u)du, otherwise

Y ′
i (τ

−
k+1) = Y ′

i (τ
+
k ) +

∫ τk + 1

τk

β′
i(u)du

where j is such that pij (t) > 0, t ∈ [τk , τk+1).
Proof: See [26, eqs. (76), (79), and (81) in Appendix IV]. �
Proposition 4: The state derivatives Z ′

ij (τ
+
k+1) with respect

to the controllable parameter Θ satisfy the following after an
event occurrence at t = τk :

1) If j is connected to target i,

Z ′
ij (τ

−
k+1)

=

{
Z ′
ij (τ

+
k ), if e(τk ) = ξ0

i , ζ
0
ij or δ +

ij

Z ′
ij (τ

+
k ) +

∫ τk + 1

τk
μij p

′
ij (u)du, otherwise.

2) If j is connected to B with Zij (τk ) > 0,

Z ′
ij (τ

−
k+1) = Z ′

ij (τ
+
k ) −

∫ τk + 1

τk

βij p
′
Bj (u)du.

3) Otherwise, Z ′
ij (τ

−
k+1) = Z ′

ij (τ
+
k ).

Proof: See [26, eqs. (84), (85), (92), (99) in
Appendix IV]. �

Corollary 5: The state derivatives X ′
i(t), Z

′
ij (t), and Y ′

i (t)
with respect to the controllable parameter Θ are independent of
the random data arrival processes {σi(t)}, i = 1, . . . ,M .

Proof: The result for any t = τk follows directly from the
three propositions. For all other t ∈ (τk , τk+1], the result follows
from [26, eqs. (78), (80), and (83) in Appendix IV]. �

There are a few important consequences of these results. First,
as the corollary asserts, one can apply IPA regardless of the
characteristics of the random processes {σi(t)}. The corollary
ensures that the independence applies not only at event times
τk , but all t ∈ (τk , τk+1], as can be seen in [26, Appendix IV].
This robustness property does not mean that these processes do
not affect the values of the X ′

i(t), Z
′
ij (t), and Y ′

i (t); this effect
is captured through the observable event times τk , k = 1, 2, . . .,
which are an integral part of the gradient evaluation.

Second, the IPA estimation process is event-driven:X ′
i(τ

+
k ),

Y ′
i (τ

+
k ), and Z ′

ij (τ
+
k ) are evaluated at event times and then

used as initial conditions for the evaluations of X ′
i(τ

−
k+1),

Y ′
i (τ

−
k+1), and Z ′

ij (τ
−
k+1) along with the integrals appearing in

Propositions 3 and 4, which can also be evaluated at t = τk+1 .
Consequently, this approach is scalable in the number of events
in the system as the number of agents and targets increases.

Third, despite the elaborate derivations in the appendix in
[26], the actual implementation reflected by the three proposi-
tions is simple. Finally, returning to (43), note that the integrals
involving ∇L1(Θ, t) and ∇L2(Θ, t) are directly obtained from
X ′
i(t) and Y ′

i (t), the integral involving ∇L3(Θ, t) is obtained
from straightforward differentiation of (13), and the final term
is obtained from Z ′

ij (T ).
3) Objective Function Optimization: This is carried out us-

ing (38) with an appropriate diminishing step size sequence.
a) Elliptical trajectories: Elliptical trajectories are de-

scribed by their center coordinates, minor and major axes, and
orientation. Agent j’s position sj (t) = [sxj (t), s

y
j (t)] follows the

general parametric equation of the ellipse:

sxj (t) = Aj + aj cos ρj (t) cosφj − bj sin ρj (t) sinφj

syj (t) = Bj + aj cos ρj (t) sinφj + bj sin ρj (t) cosφj . (44)

Here, Θj = [Aj ,Bj , aj , bj , φj ], where Aj and Bj are the co-
ordinates of the center, aj and bj are the major and minor
axis, respectively, while φj ∈ [0, π) is the ellipse orientation,
which is defined as the angle between the x-axis and the ma-
jor axis of the ellipse. The time-dependent parameter ρj (t) is
the eccentric anomaly of the ellipse. Since the agent is moving
with constant speed of 1 on this trajectory from (32), we have
ṡxj (t)

2 + ṡyj (t)
2 = 1, which gives

ρ̇j (t) =
[

(a sin ρj (t) cosφj + bj cos ρj (t) sinφj )
2

+ (a sin ρj (t) sinφj − bj cos ρj (t) cosφj )
2

]− 1
2

.

In the data harvesting problem, trajectories that do not pass
through the base are inadmissible since there is no delivery of
data. Therefore, we add a constraint to force the ellipse to pass
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through w
B

= [wx
B
, wy

B
], where

wx
B

= Aj + aj cos ρj (t) cosφj − bj sin ρj (t) sinφj

wy
B

= Bj + aj cos ρj (t) sinφj + bj sin ρj (t) cosφj .
(45)

Using the fact that sin2 ρ(t) + cos2 ρ(t) = 1, we define a
quadratic constraint term added to J(Θ, T ;X(Θ, 0)) with a
sufficiently large multiplier. This can ensure the optimal path
passes through the base location w

B
. We define Cj (Θj ):

Cj (Θj ) =
(
1 − f 1

j cos2 φj − f 2
j sin2 φj − f 3

j sin 2φj
)2

(46)

where

f 1
j =

(
wx
B
−Aj

aj

)2

+
(
wy
B
−Bj

bj

)2

, f 2
j =

(
wx
B
−Aj

bj

)2

+
(
wy
B
−Bj

aj

)2

, f 3
j =

(b2j − a2
j )(w

x
B
−Aj )(wy

B
−Bj )

a2
j b

2
j

.

Multiple visits to the base may be needed during the mission
time [0, T ]. We can capture this by allowing an agent trajec-
tory to consist of a sequence of admissible ellipses. For each
agent, we define Ej as the number of ellipses in its trajectory.
The parameter vector Θκ

j with κ = 1, . . . , Ej defines the κth
ellipse in agent j’s trajectory and T κ

j is the time that agent j
completes ellipse κ. Therefore, the location of each agent is
described through κ during [T κ−1

j , T κ
j ], where T 0

j = 0. Since
we cannot optimize over all possible Ej for all agents, an itera-
tive process needs to be performed in order to find the optimal
number of segments in each agent’s trajectory. At each step, we
fix Ej and find the optimal trajectory with that many segments.
The process is stopped once the optimal trajectory with Ej seg-
ments is no better than the optimal one with Ej − 1 segments
(obviously, this is generally not a globally optimal solution). We
can now formulate the parametric optimization problem P2e ,
where Θj = [Θ1

j , . . . ,Θ
Ej
j ] and Θ = [Θ1 , . . . ,ΘN ]:

min
Θ∈FΘ

Je =
1
T

∫ T

0
[qJ1(Θ, t) − (1 − q)J2(Θ, t) + J3(Θ, t)

+J4(Θ, t)] dt+MC

N∑
j=1

Cj (Θj ) + Jf (Θ, T )

(47)

where MC is a large multiplier. The evaluation of ∇Cj is
straightforward and does not depend on any event (details are
shown in [26, Appendix II].

b) Fourier series trajectories: The elliptical trajectories
are limited in shape and may not be able to cover many targets
in a mission space. Thus, we next parameterize the trajectories
using a Fourier series representation of closed curves [29]. Using
a Fourier series function for f and g in (36), agent j’s trajectory

can be described as follows with base frequencies fxj and fyj :

sxj (t) = a0,j +
Γx
j∑

n=1

an,j sin(2πnfxj ρj (t) + φxn,j )

syj (t) = b0,j +
Γy
j∑

n=1

bn,j sin(2πnfyj ρj (t) + φyn,j ). (48)

The parameter ρ(t) ∈ [0, 2π], similar to elliptical trajectories,
represents the position of the agent along the trajectory. In this
case, forcing a Fourier series curve to pass through the base is
easier. For simplicity, we assume a trajectory to start at the base
and set sxj (0) = wx

B
, syj (0) = wy

B
. Assuming ρ(0) = 0, with no

loss of generality, we can calculate the zero frequency terms by
means of the remaining parameters:

a0,j = wx
B
−

Γx
j∑

n=1

an,j sin(φxn,j ), b0,j

= wy
B
−

Γy
j∑

n=1

bn,j sin(φyn,j ).

The parameter vector for agent j is Θj =
[fxj , a0,j , . . . , aΓx

j
, b0,j , . . . , bΓy

j
, φ1,j , . . . , φΓx

j
, ξ1,j , . . . , ξΓy

j
]

and Θ = [Θ1 , . . . ,ΘN ]. Note that the shape of the curve is
fully captured by the ratio fxj /f

y
j , so that one of these two

parameters can be kept constant. For the Fourier trajectories,
the fact that u∗

j = 1 allows us to calculate ρ̇j (t) as follows:

ρ̇j (t) =
1
2π

×

⎡
⎢⎢⎢⎢⎢⎢⎣

⎛
⎝fxj

Γx
j∑

n=1

an,jn cos(2πfxj ρj (t) + φxn,j )

⎞
⎠

2

+

⎛
⎝fyj

Γx
j∑

n=1

bn,jn cos(2πfyj ρj (t) + φyn,j )

⎞
⎠

2

⎤
⎥⎥⎥⎥⎥⎥⎦

−1/2

.

Problem P2f is the same as P2, but there are no additional
constraints in this case:

min
Θ∈FΘ

Jf =
1
T

∫ T

0
[qJ1(Θ, t) − (1 − q)J2(Θ, t) + J3(Θ, t)

+J4(Θ, t)] dt+ Jf (T ). (49)

IV. NUMERICAL RESULTS

In this section, numerical results are presented to illustrate
our approach. The mission space S is considered to be [0, 10] ×
[0, 10] in all cases. The first case we consider is a small mission
to obtain the TPBVP results and confirm the fact that it is not
scalable to bigger problems.

In Case I, we consider a two-target and two-agent setting. We
assume deterministic arrival processes with σi = 0.5 for all i.
For (3) and (4), we have used p(w, v) = max(0, 1 − d(w,v )

r ),
where r is the corresponding value of rij or r

Bj
. We set

μij = 100 and βij = 500 for all i and j. Other parameters used
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Fig. 5. Simulation results for the two-target and two-agent case. (a) TPBVP Trajectories for case I. (b) Elliptical Trajectories for case I. (c) Fourier Trajectories
for case I.

TABLE II
RESULT COMPARISON FOR CASE I

Method J ∗ J ∗
1 −J ∗

2

TPBVP 0.272 0.098 −0.038
Elliptical 0.255 0.092 −0.095
Fourier 0.202 0.089 −0.095

are q = 0.5, rij = r
Bj

= 0.5, and T = 20. The trajectory com-
parison from TPBVP, elliptical, and Fourier parametric solu-
tions is shown in Fig. 5(a)–(c). In each figure, the trajectories
are shown in the top part, while the actual objective function
convergence behavior is shown in the middle graph. The lower
graph shows the total amount of data at targets at any time (in
blue) and the total amount of data at the base (in green).

In the TPBVP results, the main limitation is the number of
the time steps in the discretization of the interval [0, T ], since
the number of control values grows with it. To bring this into
prospective, for this sample problem with T = 20, we consid-
ered 300 time steps, that is, 300 values for the heading of each
agent need to be calculated, which brings the total number of
controls to 600. In contrast, for the same problem, the total
number of controls for the elliptical trajectories are ten param-
eters, and for the Fourier trajectories, it is 28. This explains
why the TPBVP cannot be a viable solution for larger values
of T . Note that, in this scenario, the total time is only 20 time
steps so we can obtain a TPBVP solution. This, however, causes
a poor representation for the parameterized trajectories, which
are spending significant time outside the convex hull since they
have not converged after only 20 time steps.

In Table II, the actual values for J∗, J∗
1 , and J∗

2 are shown
for the three different trajectories of Fig. 5(a)–(c). It should be

Fig. 6. Simulation results for the nine-target and two-agent case. (a) Elliptical
trajectories for case II. (b) Fourier trajectories for case II.

emphasized that in all numerical results that follow, we show
the normalized values of the objective function. Note that the
objective is to minimize J by minimizing J1 − J2 .

Next, in Case II, we consider nine targets and two agents.
The base is located at the center of the mission space. We have
σi(t) = 0.5, μij = 50, and βij = 500 for all i and j. Other pa-
rameters used are q = 0.5, rij = 0.55, r

Bj
= 0.65, and T = 50.

In Fig. 6(a), the solution with two ellipses in each agent’s trajec-
tory is shown. As can be seen, the trajectory correctly finds all
the target locations and empties the target queues periodically.
Fig. 6(b) shows the Fourier trajectories. The two graphs on the
bottom show the objective function value and the instantaneous
total content at targets and base. The results for Case II are
summarized in Table III.
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Fig. 7. Simulation results for the 12-target and two-agent case. (a) Elliptical trajectories for case III. (b) Fourier trajectories for case III. (c) Fourier trajectories
for case III with stochastic arrival.

TABLE III
RESULTS COMPARISON FOR CASE II

Method J ∗ J ∗
1 −J ∗

2

Elliptical 0.19 0.090 −0.124
Fourier 0.18 0.069 −0.117

TABLE IV
RESULTS COMPARISON FOR CASE III

Method J ∗ J ∗
1 −J ∗

2

Elliptical 0.35 0.12 −0.09
Fourier 0.23 0.09 −0.1
Fourier (Stochastic Arrival) 0.23 0.13 −0.13

Case III has 12 targets that are uniformly distributed in the
mission space. Here, we try to examine the robustness of our ap-
proach with respect to the arrival rate process at targets. We use
the same parameters as in case II and solve the problem for deter-
ministic σi(t) = 0.5 using the elliptical trajectories and Fourier
trajectories. The same mission is simulated assuming that σi(t)
is a stochastic process with the piecewise linear arrival rate. The
average arrival rate is kept at 0.5. The results in Fig. 7(a)–(c) and
Table IV show that the Fourier parametric trajectories achieve
almost the same performance by the optimization algorithm in
the stochastic setting.

One point worth mentioning regarding the comparison be-
tween elliptical and Fourier series trajectories is that the ellip-
tical ones are more convenient for environments with a more
structured pattern in target placement, whereas the Fourier tra-
jectories are better suited in less structured environments where
targets are randomly placed.

TABLE V
RESULT COMPARISON WITH PSH FOR CASE II

Method J ∗
1 −J ∗

2

PSH Sequence 0.023 −0.22
Elliptical Sequence 0.027 −0.21
Fourier Sequence 0.024 −0.21

TABLE VI
RESULT COMPARISON WITH PSH FOR CASE III

Method J ∗
1 −J ∗

2

PSH Sequence 0.0257 −0.21
Elliptical Sequence 0.0304 −0.199
Fourier Sequence 0.0212 −0.21

V. COMPARISON WITH A GRAPH-BASED ALGORITHM

We begin with the observation that the final parametric tra-
jectories provide a sequence of targets visits, similar to the
functionality of a tour selection algorithm that uses the under-
lying graph topology of the mission space to determine such
sequences.

We have compared the results of our approach with a graph
topology algorithm called path splitter heuristic (PSH) devel-
oped in [12] . This algorithm starts with the best Hamiltonian
sequence and then uses a heuristic method to divide the Hamilto-
nian tour into several subtours that go through a few targets and
then return to the base. The algorithm then provides a sequence
of these subtours for each agent. We compare the sequences
from Case I and Case II in both elliptical and Fourier trajec-
tories, and results are shown in Tables V and VI. For a fair
comparison, we adopt each sequence and apply it with the sys-
tem dynamics in our model, that is, an agent can collect the data
once within range of a target and the data collection does not
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Fig. 8. Sequence comparison. (a) PSH sequences for case III. (b) Elliptical sequences for case III. (c) Fourier sequences for case III.

happen instantaneously. This, however, is not the basic model-
ing assumption used in PSH, where agents pick up all the data at
the target instantaneously once at the target location. We com-
pare the sum total of data at targets and the base for T = 200.
A larger value of T is used for this comparison in order to ap-
proximate infinite time results. These sequences are shown in
Fig. 8(a)–(c), where each color represents one agent trajectory.
We can see from these comparisons that in the graph-based
approach, targets are completely divided between agents. This
generates a spatial partitioning, giving each agent full respon-
sibility for a set of targets. However, in the trajectory planning
results, in most of the cases, we see a temporal partitioning
where agents can visit the same targets but at different times
of the mission. This clearly allows for more robustness with
respect to potential agent failures or changes in an agent’s op-
eration. Moreover, even though the computational complexity
of the PSH algorithm and the parametric trajectory optimiza-
tion approach are comparable, methods such as PSH need to
resolve the complete problem each time a new target may ap-
pear in the mission space. In contrast, the online event-driven
parametric optimization process is a methodology designed to
adapt to targets, which may randomly appear in the mission
space. These results are not necessarily aiming to prove perfor-
mance enhancement but to put the two approaches into contrast
in terms of suitability for online and offline applications. Also,
PSH agent trajectories consist of straight line segments. These
are not physically realizable, given limitations on the motion
of agents, which must smoothly turn direction from one target
to the next, whereas the parametrical trajectories are easier to
realize by most of the agents given these motion limitations.

VI. CONCLUSION

We have demonstrated a new event-driven methodology for
online trajectory optimization with application in the data har-
vesting problem. We proposed a new performance measure that
addresses the event excitation problem in event-driven con-
trollers. The proposed optimal control problem is then formu-
lated as a parametric trajectory optimization utilizing general
function families, which can be subsequently optimized online

through the use of IPA. Several numerical results are provided
for the case of elliptical and Fourier series trajectories and some
properties of the solution are identified, including robustness
with respect to the stochastic data generation processes and scal-
ability in the size of the event set characterizing the underlying
hybrid dynamic system.

Although the proposed methodology is focused on applying
the event-driven optimization approach to the data harvesting
problem, it should be noted that the new metric that was intro-
duced in [25] to ensure event excitation allows us to generalize
the methodology to other applications as well. The new met-
ric introduces a potential field or density map over the entire
mission space. This can viewed as a probability distribution of
potential targets in problems, where the exact locations of targets
are unknown. Used as a prior distribution, it can be improved
while the agents move within the mission space and gather more
information. In addition, this density can be dynamically chang-
ing if the targets are moving and their location changes with
time assuming some prior information about the target paths.
This provides a tool to apply agent trajectory optimization in
a much broader range of problems tracking moving points of
interest.
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[3] Z. Tang and U. Özgüner, “Motion planning for multitarget surveil-
lance with mobile sensor agents,” IEEE Trans. Robot., vol. 21, no. 5,
pp. 898–908, Oct. 2005.

[4] M. Zhong and C. G. Cassandras, “Distributed coverage control and data
collection with mobile sensor networks,” IEEE Trans. Autom. Control,
vol. 56, no. 10, pp. 2445–2455, Oct. 2011.

[5] K. Chakrabarty, S. S. Iyengar, H. Qi, and E. Cho, “Grid coverage for
surveillance and target location in distributed sensor networks,” IEEE
Trans. Comput., vol. 51, no. 12, pp. 1448–1453, Dec. 2002.

[6] M. Cardei, M. T. Thai, Y. Li, and W. Wu, “Energy-efficient target cover-
age in wireless sensor networks,” in Proc. 24th Ann. INFOCOM, 2005,
pp. 1976–1984.



1348 IEEE TRANSACTIONS ON CONTROL OF NETWORK SYSTEMS, VOL. 5, NO. 3, SEPTEMBER 2018

[7] S. Alamdari, E. Fata, and S. L. Smith, “Persistent monitoring in discrete
environments: Minimizing the maximum weighted latency between ob-
servations,” Int. J. Robot. Res., vol. 33, pp. 138–154, 2014.

[8] C. G. Cassandras, X. Lin, and X. Ding, “An optimal control approach
to the multi-agent persistent monitoring problem,” IEEE Trans. Autom.
Control, vol. 58, no. 4, pp. 947–961, Apr. 2013.

[9] D. Panagou, M. Turpin, and V. Kumar, “Decentralized goal assignment
and trajectory generation in multi-robot networks: A multiple Lyapunov
functions approach,” in Proc. IEEE Int. Conf. Robot. Autom., May 2014,
pp. 6757–6762.

[10] A. T. Klesh, P. T. Kabamba, and A. R. Girard, “Path planning for cooper-
ative time-optimal information collection,” in Proc. Amer. Control Conf.,
2008, pp. 1991–1996.

[11] J. L. Ny, M. A. Dahleh, E. Feron, and E. Frazzoli, “Continuous path plan-
ning for a data harvesting mobile server,” in Proc. IEEE Conf. Decision
Control, 2008, pp. 1489–1494.

[12] R. Moazzez-Estanjini and I. C. Paschalidis, “On delay-minimized data
harvesting with mobile elements in wireless sensor networks,” Ad Hoc
Netw., vol. 10, pp. 1191–1203, 2012.

[13] A. Blum, P. Chalasani, D. Coppersmith, B. Pulleyblank, P. Raghavan, and
M. Sudan, “The minimum latency problem,” in Proc. 26th. Annu. ACM
Symp. Theory Comput., 1994, pp. 163–171.

[14] C. G. Cassandras and W. Li, “Sensor networks and cooperative control,”
Eur. J. Control, vol. 11, no. 4–5, pp. 436–463, 2005.

[15] J. K. Hart and K. Martinez, “Environmental sensor networks: A revolution
in the earth system science?” Earth-Sci. Rev., vol. 78, no. 34, pp. 177–191,
2006.

[16] O. Tekdas, V. Isler, J. H. Lim, and A. Terzis, “Using mobile robots to
harvest data from sensor fields,” IEEE Wireless Commun., vol. 16, no. 1,
pp. 22–28, Feb. 2009.

[17] W. Wei, V. Srinivasan, and C. Kee-Chaing, “Extending the lifetime of
wireless sensor networks through mobile relays,” IEEE/ACM Trans. Netw.,
vol. 16, no. 5, pp. 1108–1120, Oct. 2008.

[18] W. Zhao, M. Ammar, and E. Zegura, “Controlling the mobility of mul-
tiple data transport ferries in a delay-tolerant network,” in Proc. IEEE
24th Annu. Joint Conf. IEEE Comput. Commun. Soc., Mar. 2005, vol. 2,
pp. 1407–1418.

[19] A. Pandya, A. Kansal, and G. Pottie, “Goodput and delay in networks with
controlled mobility,” in Proc. IEEE Aerosp. Conf., 2008, pp. 1–8.

[20] K. Akkaya and M. Younis, “A survey on routing protocols for wireless
sensor networks,” Ad Hoc Netw., vol. 3, pp. 325–349, 2005.

[21] M. Liu, Y. Yang, and Z. Qin, “A survey of routing protocols and simula-
tions in delay-tolerant networks,” Lecture Notes Comput. Sci., vol. 6843,
pp. 243–253, 2011.

[22] C. Chang, G. Yu, T. Wang, and C. Lin, “Path construction and visit schedul-
ing for targets using data mules,” IEEE Trans. Syst. Man Cybern., Syst.,
vol. 44, no. 10, pp. 1289–1300, Oct. 2014.

[23] X. Lin and C. G. Cassandras, “An optimal control approach to the multi-
agent persistent monitoring problem in two-dimensional spaces,” IEEE
Trans. Autom. Control, vol. 60, no. 6, pp. 1659–1664, Jun. 2015.

[24] C. G. Cassandras, Y. Wardi, C. G. Panayiotou, and C. Yao, “Perturbation
analysis and optimization of stochastic hybrid systems,” Eur. J. Control,
vol. 16, no. 6, pp. 642–661, 2010.

[25] Y. Khazaeni and C. G. Cassandras, “Event excitation for event-driven con-
trol and optimization of multi-agent systems,” in Proc. 13th Int. Workshop
Discrete Event Syst., 2016, pp. 197–202.

[26] Y. Khazaeni and C. G. Cassandras, “Event-driven trajectory optimization
for data harvesting in multi-agent systems,” arXiv:1608.06336, 2016.

[27] A. E. Bryson and Y. C. Ho, Applied Optimal Control: Optimization, Esti-
mation and Control. Boca Raton, FL, USA: CRC, 1975.

[28] H. Kushner and G. Yin, Stochastic Approximation and Recursive Algo-
rithms and Applications. New York, NY, USA: Springer, 2003.

[29] C. T. Zahn and R. Z. Roskies, “Fourier descriptors for plane closed curves,”
IEEE Trans. Comput., vol. C-21, no. 3, pp. 269–281, Mar. 1972.

Yasaman Khazaeni (M’13) received two B.S. de-
grees in electrical engineering and petroleum en-
gineering from Sharif University of Technology,
Tehran, Iran, in 2005, the M.S. degree in petroleum
engineering from West Virginia University, Morgan-
town, WV, USA, in 2010, and the Ph.D. degree in
systems engineering from Boston University, Boston,
MA, USA, in 2016.

From 2010 to 2011, she was a Research Associate
at West Virginia University, where she was involved
in managing projects on the artificial intelligence ap-

plication in reservoir engineering. She is currently a Research Staff Member
with the Cognitive User Experience Laboratory, IBM Research, Cambridge,
MA, USA. Her research experiences are in the area of control theory and
mathematical modeling, event-driven control, stochastic systems, and artificial
intelligence.

Dr. Khazaeni is a member of Phi Kappa Phi and has received several awards
including the 2008 and 2009 West Virginia University distinguished graduate
student, a second prize in Nico van Wingen SPE annual Scholarship, a 2011
Boston University Dean’s Fellowship, and a 2014 NSF Travel Award.

Christos G. Cassandras (F’96) received the B.S. de-
gree in engineering and applied science from Yale
University, New Haven, CT, USA, in 1977, the
M.S.E.E. degree in electrical engineering from Stan-
ford University, Stanford, CA, USA, in 1978, and the
M.S. and Ph.D. degrees in applied mathematics from
Harvard University, Cambridge, MA, USA, in 1979
and 1982, respectively.

He was with ITP Boston, Inc., Cambridge, from
1982 to 1984, where he was involved in the design
of automated manufacturing systems. From 1984 to

1996, he was a faculty member with the Department of Electrical and Computer
Engineering, University of Massachusetts Amherst, Amherst, MA, USA. He
is currently a Distinguished Professor of Engineering with Boston University,
Boston, MA, USA; the Head of the Division of Systems Engineering; and a Pro-
fessor of Electrical and Computer Engineering. He specializes in the areas of
discrete event and hybrid systems, cooperative control, stochastic optimization,
and computer simulation, with applications to computer and sensor networks,
manufacturing systems, and transportation systems. He has authored more than
380 refereed papers and five books.

Dr. Cassandras is a member of Phi Beta Kappa and Tau Beta Pi. He is also
a Fellow of the International Federation of Automatic Control. He has received
several awards, including the 2011 IEEE Control Systems Technology Award,
the 2006 Distinguished Member Award of the IEEE Control Systems Society,
the 1999 Harold Chestnut Prize (IFAC Best Control Engineering Textbook), a
2011 prize and a 2014 prize for the IBM/IEEE Smarter Planet Challenge compe-
tition, the 2014 Engineering Distinguished Scholar Award at Boston University,
several honorary professorships, a 1991 Lilly Fellowship, and a 2012 Kern
Fellowship. He was the Editor-in-Chief of the IEEE TRANSACTIONS ON AUTO-
MATIC CONTROL from 1998 to 2009. He serves on several editorial boards and
has been a Guest Editor for various journals. He was the President of the IEEE
Control Systems Society in 2012.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


