
Re-visiting procedural meaning: ‘but’, ‘however’ & ‘nevertheless’

1. Introduction
I began looking at expressions like but and however as a philosophy student rather than as a linguist. The fact that my interest in these expressions derived from my interest in the philosophy of language meant that I didn’t even know that they were known by others as ‘discourse markers’ and that they were studied from the point of view of the contribution they make to the connectedness of discourse. Thus I discovered these expressions in the mid-70s not as a result of reading Halliday & Hasan’s (1976) Cohesion in English but rather as a result of reading an unpublished version of Grice’s 1957 William James Lectures. His concern with these expressions derived from the fact that they posed a problem for his attempt to distinguish between ‘what is said’ by a speaker in making an utterance and what that speaker conversationally implicates. The problem was that his definition (see hand-out) included the suggestions carried by words like but and therefore, suggestions which he did not want to count as part of what is said. Why? As Stephen Neale (1992) has observed, it seems clear that what Grice wanted was to define ‘what is said’ so that it coincided both with the truth conditional content of the utterance and with the conventional meanings of the words uttered. The suggestions carried by but and therefore are part of their conventional (encoded) meaning; however, they do not seem to be part of the truth conditional content of the utterances that contain them. Grice’s solution was to say that the semantic function of a word like therefore was to enable a speaker to indicate, although not to say, that a certain consequence holds - or to conventionally implicate that a certain consequence holds (see handout). What I knew about these expressions then was that they were examples of what Grice called conventional implicature, which was a notion which Grice introduced in order to accommodate  instances of non-truth conditional meaning. I also knew that this notion was based on a distinction which is derived from speech act theoretic semantics - the distinction between saying/or describing and indicating (see Austin 1962, Urmson 1966, Bach & Harnish 1979, Recanati 1987). And I knew that there were a number of reasons for not feeling happy with this solution. 

So my concern with these expressions arose not out of an interest in discourse, but with my concern with non-truth conditional meaning, and in particular, with my aim of re-analysing Grice’s notion of conventional implicature in terms which appealed neither to the unexplained notion of indicating nor to the notion of a speech act - a notion which I felt was not entirely consistent with the rationalist tendencies which I thought I had detected in Grice’s section on how one should explain the maxims of conversation. At the same time, Sperber & Wilson’s work was beginning to show that the attempts by formal semanticists like Lewis and Davidson to accommodate the role that context played in interpretation by extending the notion of a grammar to include rules which assigned interpretations to sentence-context pairs were ill-founded and at odds with Grice’s insight in ‘Logic and Conversation’ that not all aspects of interpretation could be explained in terms of encoding and decoding but are the result of inference together with general principles of communication.

However, it turned out that this concern with non-truth conditional meaning led me to an approach to the analysis of expressions such as but, so and after all which provided an alternative to the one that was being developed by those theorists whose primary interest lay in their function in discourse. More fundamentally, my analysis of these expressions as linguistically encoded constraints on relevance was based on an approach to utterance interpretation in which notions such as coherence and discourse play no role at all. In this way, I have found that my analysis of these expressions has led me to conferences, workshops and edited volumes on discourse and text representation where, inevitably, I play the role of the heretic. At the same time, however, what I ended up with was a distinction between two kinds of linguistically encoded meaning which turned out not to be the same distinction as the one I thought I was investigating. My distinction between conceptual and procedural encoding turned out not to be co-extensive with the distinction between truth conditional and non-truth conditional meaning: there is conceptual meaning (including the meaning of certain so-called discourse markers) which is non-truth conditional and procedural meaning which is truth conditional. This meant that from a semantic point of view, there is not a unitary class of discourse connectives: there are some expressions which encode procedures and some which encode concepts. More fundamentally, it meant that what I ended up with was not so much a relevance theoretic version of the distinction between truth conditional and non-truth conditional meaning or a relevance theoretic version of the notion of conventional implicature, but an approach to linguistic meaning in which truth conditionality plays no role at all. 

So having cut myself off from both these approaches it is inevitable that I am faced with a new set of questions - questions which make different sorts of assumptions about the relationship between linguistic form and pragmatic interpretation. I shall try to outline these assumptions very briefly in the next section. Then I shall turn to some of the questions that they raise. And then I shall show how these questions have forced me to face up to some rather awkward questions about the way in which we account for (often very subtle) differences in meaning between but, however, and nevertheless. My aim is to demonstrate that while my original (1987, 1992) conception of procedural meaning is too narrow, it can be extended in a way which is consistent with relevance theory and, moreover, which provides a more satisfactory account of these expressions than is provided within speech act theoretic and coherence based accounts. 

2. Relevance theory and the conceptual-procedural distinction
Sperber & Wilson’s (1995) relevance theoretic approach to pragmatics provided two essential ingredients for my re-analysis of Grice’s notion of conventional implicature: on the one hand, it represents a move away from the speech act theoretic view of language as a vehicle for actions to a cognitively based view of language in which it is a vehicle for thoughts.  On the other hand, it followed through Grice’s insight about the inferential nature of communication and showed that the fundamental ability in human communication is not linguistic encoding and decoding, but the ability to make inferences which result in assumptions that are entertained as meta-representations of other people’s thoughts. On this view, pragmatics does not enter when linguistic decoding fails. On the contrary, the linguistic system is an input to independently existing inferential systems. This means that the question for linguistic semantics is not how bits of language relate to bits of the world (which is essentially the truth conditional view), but rather what kind of input they provide to the inferential phase of comprehension.  


(Long version) I think it may be worth expanding on this point as it has been misunderstood, most notably by Levinson (2000) who has described the position as one of semantic retreat arguing that a level of semantic representation which is not a representation of the world is so impoverished that it cannot even capture traditional sense relations (entailment, contradiction, hyponymy etc). The argument that grammatically determined semantic representations do not encode propositions with truth conditions is based on a range of (very ordinary) examples of utterances whose truth conditional content under-determined by their linguistic meanings. As Robyn Carston (1988, 1997, 2002) has shown, this phenomenon is not restricted to referential indeterminacy or lexical ambiguity (2), unspecified scope of quantifiers (3), but includes both utterances with inherently elliptical constructions (4), fully sentential utterances which are not generally classified as linguistically elliptical (5), fragmentary utterances (6), as well as utterances which (apart from their referential indeterminacy) have a meaning which although it determines a proposition with truth conditions, does not determine the proposition understood to have been expressed (7). The conclusion is that the contribution made by linguistically determined meaning is (as Levinson says) impoverished and schematic - it is a schema for the construction of a proposition rather than a proposition with truth conditions. On the other hand, this is not to say that there are no mental representations at all which can be assigned truth conditions: Fodor (1998) has argued that thoughts are representations not just in the sense that they are represented in the mind (like grammatical representations), but also in the sense that their content is at least partly determined by their relationship with the external world: ‘English has no semantics. Learning English isn’t learning a theory about what its sentences mean, it’s learning how to associate sentences with the corresponding thoughts’ (Fodor 1998:9).

Sperber & Wilson also assume that it is the thoughts which are communicated by utterances that have truth conditions: ‘the primary bearers of truth conditions are not utterances but conceptual representations’ (S & W 1993:23). In this sense they cannot be charged with semantic retreat. However, they have argued that linguistic semantics is not, as Fodor suggests,  a theory of how sentences are associated with corresponding thoughts, but rather a theory of what information is encoded by linguistic form as an input to the inferential processes which deliver the thoughts communicated by utterances. 

These inferential processes crucially involve contextual assumptions accessed by the hearer from memory and are constrained by a communicative principle which, according to S & W, is based on the cognitive principle that in information processing people aim to maximize relevance. S & W distinguish between two ways in which pragmatic inference plays a role in interpretation: on the one hand, pragmatic inference is involved in the enrichment of linguistically determined logical forms to deliver fully propositional conceptual representations - that is, in the recovery of explicitly communicated assumptions. For example, given the appropriate contextual assumptions a hearer may use pragmatic inference to derive the proposition in (9) from the linguistically encoded semantic representation of (8): 

(8)
There is nothing on.

(9)
There is nothing I consider worth watching on television.

On the other hand, pragmatic inference is involved in the derivation of implicitly communicated assumptions from the explicit content of utterances. For example, given the appropriate contextual assumptions, a hearer will derive the assumption in (11) as an assumption implicitly communicated by Muriel in (10):

(10)
Henry: Do you want to watch television?

Muriel: There’s nothing on.

(11)
Muriel does not want to watch television.

This distinction is not co-extensive with Grice’s distinction between ‘what is said’ and what is conversationally implicated’: Grice saw this as a distinction between those aspects of meaning which crucially did not involve pragmatic inference, whereas S & W regard both explicit content and implicit content as being the result of inferences involving contextual assumptions constrained by the principle of relevance.

With this picture in mind, let us return to the question which I have claimed is the question for a theory of linguistic semantics: what kind of contribution does linguistic form make to the inferential phase of comprehension? The picture I have drawn may have suggested that there can only be one answer to this: linguistic form provides an input to pragmatic inference in the sense that it encodes the concepts which become the constituents of the conceptual representations which enter into inferential computations. However, I believe that while this is an answer to our question, it is not the only one. In fact, given the assumption that pragmatic interpretation involves the construction of conceptual representations which enter into inferential computations, there is every reason to expect that linguistic form could encode two kinds of information: conceptual information (the constituents of conceptual representations) and what I have called procedural information - information about the inferential computations in which these representations are involved. This distinction is sometimes articulated (e.g. by Wharton 2001) as a distinction between translational encoding, where concepts are activated by expressions which translate them, and non-translational encoding, where concepts are activated by leading or pointing the hearer to an inferential route which results in a conceptual representation.  It is important to notice here that it is NOT being proposed that non-translational encoding involves using an expression to point or signal to a CONCEPT, which is how I think some people (including Bruce Fraser and Rieber 1997) have construed procedural meaning. For example, it is NOT being proposed that but signals or points to the concept of contrast (cf Rieber). What IS being proposed is that there are expressions or structures which can be used to point to an inferential route - a route that they would not reliably take unless they knew the code (Wharton 2001:144).

Let me show that this is not simply a theoretical possibility. Consider,  the sequence in (12) (adapted from Hobbs 1979):

(12)
(a) Henry can open Muriel’s safe. (b) He knows the combination.

There are two ways in which this sequence might be interpreted depending on whether the (b) segment is understood as evidence for the proposition expressed by  (a) or as a conclusion derived from (a). In the first interpretation, the proposition expressed by (b) is functioning as a premise which as the proposition expressed by (a) as a conclusion, while in the second interpretation, it is a conclusion in an inference that has the proposition expressed by (a) as a premise. The claim that linguistic meaning can encode information about the inferential phase of comprehension means that there are linguistic expressions (so and after all, for instance) which encode information about which of these inferential procedures yields the intended interpretation. And so we have the difference between (13) and (14).

(13)
Henry can open Muriel’s safe. So he knows the combination.

(14)
Henry can open Muriel’s safe. After all, he knows the combination.

The fact that there are linguistic expressions and constructions which constrain inferential procedures can be explained within relevance theory in terms of the communicative principle of relevance. Recall that according to this principle (which I have given after the example in (14), a hearer who recognizes that a speaker has made her intention to communicate manifest is entitled to assume that speaker is being optimally relevant. In other words, in making her communicative intention manifest, the speaker is communicating her belief, first, that her utterance will achieve a level of relevance high enough to be worth processing, and, second, that this level of relevance is the highest level that she is capable of given her interests and preferences. Since the degree of relevance increases with the number of cognitive effects derived and decreases with the amount of processing effort required for their derivation, the use of an expression which encodes a procedure for identifying the intended cognitive effects would be consistent with the speaker’s aim of achieving relevance for a minimum cost in processing.

3. New questions
My original (1987) account of semantic constraints on relevance showed not only how relevance theory provided an explanation for why languages have developed linguistically encoded constraints on relevance, but also why there are expressions with particular kinds of functions. Thus in Blakemore (1992) I suggested a classification of discourse connectives corresponding to the three types of cognitive effects (given on handout). Now it does seem that one can identify expressions whose meanings are linked to these cognitive effects. Thus it seems that whereas the meaning of after all in (14) is linked to the effect of strengthening, while the meaning of so in (13) is linked to the effect of contextual implication. Similarly, my account of but (also see Iten 2000) assumes that its function is linked to the cognitive effect of contradiction and elimination. Thus the relevance of the second segment of (15) lies in the fact that it contradicts and eliminates the assumption in (16) which assumed to have been made manifest by the first. 

(15)
There’s a pizza in the fridge, but leave some for tomorrow.

(16)
You can eat all of the pizza in the fridge.

In fact, these analyses suggest not only that the meanings of procedural discourse connectives are linked to cognitive effects, but also that they directly encode the cognitive effect intended. For example, after all was analysed as encoding the information that the intended inferential route is one that results in the strengthening of an existing assumption. I did point out that the hearer of an utterance containing after all is intended to access a particular set of contextual assumptions for its interpretation. For example, the hearer of (14) is expected to access the contextual assumption in (17):

(17)
If someone knows the number of the lock of a safe, then they can open it.

However, this is only as a consequence of the constraint encoded by after all on the intended cognitive effect(plus the communicative principle of relevance). Thus the hearer is expected to access the smallest and most accessible set of contextual assumptions which will deliver an interpretation in which the second segment of the sequence strengthens an assumption made accessible by the first segment. In this sense, then, after all imposes a constraint on the hearer’s selection of contextual assumptions only derivatively. This raises the question of whether there are expressions whose primary function is to impose a constraint on context.

So here are three of the questions which I believe are raised by my original account of procedural meaning (see handout). They are not the only questions: other research has focussed on the question of whether there are tests for distinguishing procedural meaning from conceptual meaning (see Wilson & Sperber 1993 for the key paper here); Tim Wharton has investigated the way in which the distinction can be applied to particles which lie at the margins of linguistics (e.g. oh, aha, ow); and then (following the work of Wilson & Sperber 1993, Billy Clark 1991) there has been the way in which the notion of procedural meaning can be applied to expressions which constrain the identification of explicitly communicated assumptions. However, my recent book - and the present paper - has been primarily concerned with the question of what procedural meaning looks like. 

4. The but, however, nevertheless problem
In fact, it doesn’t take long to realize that the answer to question (i) must be ‘no’ and the answer to (ii) must be ‘yes’. If the meanings of discourse connectives were analysed only in terms of the cognitive effect their use is intended to bring about, then we would only be able to distinguish three broad categories of discourse connectives - the ones connected with contextual implication, the ones connected with strengthening and the ones connected with contradiction and elimination. We would not be able to draw the more finely grained distinctions between the expressions which fall into a particular problem. I have called this section the but, however, nevertheless problem; but it’s important to see that the problem extends to other types of connectives as well. Thus for example, while it is clear that both after all and indeed must be connected to the effect of strengthening, it is equally clear that they do not make the same kind of contribution to the interpretation of the utterances that contain them:

(18)
I think that Muriel should be the player of the match. After all/?indeed, she scored all the goals.

(19)
Muriel played well today. Indeed/?after all, she was quite brilliant.

Similarly, it seems that both so and therefore are connected to the effect of contextual implication. However, while they are inter-substitutable in some cases, they are not in others:

(20)
Muriel scored all the goals. So/therefore she should be player of the match.

(21)
Employer: I’m afraid that we are having to down-size, and that our policy is to protect our more longstanding employees.

Employee: So/?therefore you’re saying that I’m fired.

(22)
[Driver makes a right turn]

Passenger: So/? therefore we’re not going past the post office?

This problem is not restricted to English. Ryoko Sasamoto is addressing the same questions in her work on two Japanese discourse connectives which in traditional taxonomies are associated with consequence - dakara and sorede. As she is finding, while it is easy to demonstrate that there are differences in meaning between these expressions, it is less easy to say what these differences are. The objective is to find an analysis which is compatible both with the uses in which they are inter-substitutable and the range of uses in which they are not. Not surprisingly, the argument becomes rather long and tortuous. Here I shall focus on a set of data involving but, however, and nevertheless, all of which seem to be connected to the effect of contradiction and elimination, and simply state the analyses which I found accounted for the (sometimes very subtle ) distinctions between them. My main aim, as I have said, is to show that procedural meaning cannot just be information about the intended cognitive effect. Fellow devotees of but and its less notorious relatives are recommended to go to Chapter 4 sections 2, 3 and 4 of my book for detailed argument. 

As Bruce Fraser has observed, the more general the constraint imposed by a discourse connective, the more difficult it is to analyse. He has suggested that but is the most general of the contrastive discourse markers in the sense that it ‘imposes the least restrictions on the relationship between S2 and the S1 with which it is contrasted’ (Fraser 1990:138).  I have argued that the meaning of but should be expressed not in terms of contrast, but in terms of the inferential process of contradiction and elimination. However, it does seem true that it is not at all easy to put your finger on the meaning of but, and, moreover, that there is a cluster of expressions related to but, and that of these but has the most general meaning. Thus as th 

following data shows, while but can always be used in utterances where however and nevertheless are acceptable, however and nevertheless cannot always be used in utterances where but is acceptable. Moreover, it seems that nevertheless is more restrictive than however, since while there are utterances in which both are acceptable, there are also cases in which however is acceptable but not nevertheless.

(23)
[in response to ‘ She’s had a very difficult time this semester’.

a)
But I think she should hand in some of the work.

b)
However, I think she should hand in some of the work.

c)
Nevertheless, I think she should hand in some of the work.

(24)
[in response to ‘Have you got my article?’]

a)
Yes, but the last page is missing.

b)
Yes, however, the last page is missing.

c)
Yes.?Nevertheless the last page is missing.

(25)
[speaker, who is in shock, is given a whiskey]

a)
But I don’t drink.

b)
?However I don’t drink.

c)
?Nevertheless I don’t drink.

There are other sorts of examples in which but, but not nevertheless or however are acceptable - most interestingly, I think, the cases of so-called ‘correction’ but. I believe that my analyses of these expressions accounts for these; however, there is no space here for including this discussion (see Blakemore 2002:109-215).

but: encodes a constraint on intended cognitive effects. It makes the cognitive effect of contradiction and elimination salient.

Comment: this analysis accounts for crucial differences between utterances containing but and utterances containing and. Similarities between and utterances and but utterances are superficial and disappear as soon as we consider the contexts in which they are appropriate. (See Foolen 1991 and Iten for similar argument). This analysis departs from my 1989 & 2000 analysis and represents a return to my 1987 position.

however: encodes information that hearer is expected to follow an inferential route which results in the contradiction and elimination of an accessible assumption p AND that apart from  p, the context includes at least one other assumption which carries a guarantee of relevance accepted by the speaker. 

Comment:  In (25b), of course, there has simply been no other assumption communicated that could carry a guarantee of relevance. In (26) there is such an assumption, but the suggestion here is that the assumptions made manifest by A’s utterance are of no relevance at all. Hence the unacceptability of however. 

(26)
A: We had a very nice lunch. I had an excellent lobster.

B: But/?however, what about the money.

In contrast, the suggestion in (23b) is that there is an assumption communicated by the preceding utterance which the speaker regards as relevant.

nevertheless: encodes a restriction on the context in which the utterance it introduces is relevant. This utterance must be understood as communicating an assumption which contradicts an assumption in the context which is an answer to a question raised (explicitly or implictly) by the preceding discourse. 

Comment: It is sometimes said that nevertheless operates in a rhetorical context. Without an explanation of the notion ‘rhetorical context’ this does not count as analysis of nevertheless. But it does point us in the right direction. Thus (23c) is uttered in response to an utterance which could be understood to communicate an answer to the question of whether a student should be absolved from handing in assessed work, namely, that the rules on the submission of work could be waived altogether. It is this answer which is contradicted by the nevertheless segment. In contrast, it is not possible to construe the speaker’s utterance of ‘yes’ in (24c) as an answer to a question which is contradicted by the nevertheless segment. Notice that according to this analysis, nevertheless ONLY encodes a constraint on context whereas however encodes both a constraint on the intended cognitive effect and a constraint on the context in which this is activated. This is consistent with the fact that in contrast with however, nevertheless can be combined with but. 

(27)
But nevertheless, I think she should hand in some of the work.

This is not to say that this creates a complex discourse connective whose meaning is determined by the meaning of but and the meaning of nevertheless. As Wilson & Sperber (1993) have argued, while conceptual discourse connectives may be semantically complex (e.g. in total contrast), it is not clear what compositionality would mean in procedural terms. Thus it is not surprising that (28) is unacceptable in the same way as (24c): 

(28)
Yes.? But nevertheless the last page is missing. 

Conclusion
In this paper I have focussed on the notion of procedural meaning itself and have not said anything about why I have opted for a procedural analysis of these expressions rather than the conceptual analysis proposed by Grice, Rieber or indeed any of the theorist who have analysed them as encoding a relation of contrast. However, I would like to conclude by drawing attention to the problem that the subtle distinctions that I have been trying to account for here pose for this sort of approach: it is very difficult to see how any of these distinctions can be captured by an analysis in which these expressions are associated with discourse relations like contrast or adversity. (The same point applies to the distinctions between the expressions which are analysed in terms of consequence or sub-types of the elaboration relation). Recently Sanders & Noordman (2001) have argued that there is experimental evidence for the view that whereas discourse relations are part of the discourse representation itself, discourse connectives ‘merely guide the hearer in selecting the right relation’ (2001:56). However, while it seems right to say that expressions like but and however guide the hearer towards an intended interpretation, it also seems that in treating them both as guides for selecting the relation of contrast, we would not be identifying those aspects of their encoded meaning which explains the kind of data in (23-5). The suggestion is either that these differences must be explained in some other way (which leaves us with the problem of saying what this is) or that each of these expressions encodes a different coherence relation (which leaves us with the proliferation of undefined coherence relations).

I have argued that these differences can be defined in terms of constraints on the context in which cognitive effects are activated. Although this  means that the notion of a constraint on relevance is more complex than my original 1987 analysis suggested, it is more complex in a way that is consistent with the relevance theoretic framework from which it derives. As I have shown, the notion of procedural encoding falls out from the assumption that the inferential phase of interpretation involves the construction and manipulation of conceptual representations. Since the results of this phase of interpretation depend not only on the activation of a particular inferential route (e.g. independent strengthening, contradiction & elimination, but also on the activation of contextual assumptions, it seems reasonable to assume that the procedural information encoded by a particular expression or construction may not only be information about the intended cognitive effects but also information about the kind of context in which these are to be derived. 


Re-visiting procedural meaning: ‘but’, ‘however’ & ‘nevertheless’

Diane Blakemore

University of Salford

d.blakemore@salford.ac.uk
1. Introduction
Grice’s 1989 definition of ‘what is ‘said’ (William James Lectures 1957)

An utterer U says that p iff:

U did something x 
(1) by which U meant that p;

(2) which is an occurrence of a type S which means ‘p’ in some linguistic system. 

Grice on conventional implicature
(1) Bill is a philosopher and he is, therefore, brave.

‘Now I do not wish to allow that, in my favoured sense of ‘say’, one who utters [1] will have said that Bill’s being courageous follows from his being a philosopher, though he may well have said that Bill is courageous and that he is a philosopher. I would wish to maintain that the semantic function of the word ‘therefore’ is to enable a speaker to indicate, though not to say that a certain consequence holds.’ (Grice 1989:21)   

2. Relevance theory and the distinction between conceptual and procedural encoding
Relevance theory & linguistic semantics
Sentences do not encode truth conditions. Linguistic semantics is not the study of truth conditions. The question for linguistic semantics is not how bits of language relate to bits of the world (which is essentially the truth conditional view), but rather what kind of input they provide to the inferential phase of comprehension.  

Semantic retreat?
Levinson (2000): relevance theoretic semantics abandons truth conditions altogether (semantic retreat) &  argues for a level of semantic representation which is not a representation of the world is so impoverished that it cannot even capture traditional sense relations (entailment, contradiction, hyponymy etc). 

The gap between linguistic meaning and truth conditional content
(2) The coach left the stadium at midday.

(3) No-one understood the lecture.

(4) She works too hard.

(5) On the table.

(6) Dogs must be carried [if you are travelling on the Underground with one]

(7) There is nothing on television.

(See Carston 2002)

‘English has no semantics. Learning English isn’t learning a theory about what its sentences mean, it’s learning how to associate sentences with the corresponding thoughts’ (Fodor 1998:9).

‘the primary bearers of truth conditions are not utterances but conceptual representations’ (S & W 1993:23). 

Linguistic semantics is a theory which explains what information is encoded by linguistic form as an input to the inferential processes which deliver the thoughts communicated by utterances. 

DECODING/ENCODING

linguistic form







      linguistically encoded logical form

            (semantic representation)

INFERENTIAL PHASE


conceptual representations

contextual assumptions

          (conceptual representations)

conceptual representations

Explicit vs implicit communication
(8)
There is nothing on.

(9)
There is nothing I consider worth watching on television.

(10)
Henry: Do you want to watch television?

Muriel: There’s nothing on.

(11)
Muriel does not want to watch television.

The question for linguistic semantics: What kind of input does linguistic form make to the inferential phase of interpretation?

A1
Linguistic form provides an input to pragmatic inference in the sense that it encodes the concepts which become the constituents of the conceptual representations which enter into inferential computations. I.e. Linguistic form encodes conceptual information. 
A2 
Linguistic form encodes information about the inferential computations in which these representations are involved. I.e. Linguistic form encodes procedural information.

Wharton 2001:  distinction between translational encoding, where concepts are activated by expressions which translate them, and non-translational encoding, where concepts are activated by leading or pointing the hearer to an inferential route which results in a conceptual representation.  

NB Non-translational encoding DOES NOT involve using an expression to point or signal to a CONCEPT (cf Bruce Fraser and Rieber 1997) E.g. it is NOT being proposed that but signals or points to the concept of contrast. The proposal is that there are expressions or structures which can be used to point to an inferential route - a route that they would not reliably take unless they knew the code (Wharton 2001:144).

(12)
(a) Henry can open Muriel’s safe. (b) He knows the combination.

(13)
Henry can open Muriel’s safe. So he knows the combination.

(14)
Henry can open Muriel’s safe. After all, he knows the combination.

The communicative principle of relevance (Sperber & Wilson 1995)

Every act of overt communication communicates presumption of its own optimal relevance

Optimal relevance (Sperber & Wilson 1995)

An ostensive stimulus is optimally relevant iff:

a) it is relevant enough to be worth the audience’s effort to process it (it achieves adequate cognitive effects);

b) it is the most relevant stimulus compatible with the communicator’s abilities and preferences.

Cognitive effects

New information P has a cognitive effect in a context C if:

a) it yields a contextual implication - an assumption which is the result of a deduction that involves the synthesis of P and C;

b) it strengthens an existing assumption (if an assumption in C is independently derived from a new set of premises that includes P);

c) it contradicts & leads to the elimination of an existing assumption.

(15)
There’s a pizza in the fridge, but leave some for tomorrow.

(16)
You can eat all of the pizza in the fridge.

3. New questions about procedural encoding
(17)
If someone knows the number of the lock of a safe, then they can open it.

New questions:

(i) Are the meanings of procedural discourse connectives always linked to cognitive effects?

(ii) Is it the case that every procedural discourse connective directly encodes the type of cognitive effect intended?  Could there be other types of procedural meaning?

(iii) What kinds of procedural information can be encoded by linguistic form - e.g. could an expression directly encode information about the type of contextual assumptions involved in pragmatic inference?

4. The but, however, nevertheless problem
(18)
I think that Muriel should be the player of the match. After all/?indeed, she scored all the goals.

(19)
Muriel played well today. Indeed/?after all, she was quite brilliant.

(20)
Muriel scored all the goals. So/therefore she should be player of the match.

(21)
Employer: I’m afraid that we are having to down-size, and that our policy is to protect our more longstanding employees.

Employee: So/?therefore you’re saying that I’m fired.

(22)
[Driver makes a right turn]

Passenger: So/? therefore we’re not going past the post office?
Question
(iv) How does the notion of a constraint on relevance (as it is defined by Blakemore 1987, 1992) help us make the finely grained distinctions between the meanings of the different expressions which seem to be linked to a single cognitive effect (e.g. but, however, yet, nevertheless)?

(23)
a)
I am sure she is honest. Nevertheless the papers are missing,

b)
I am sure she is honest. However, the papers are missing.

c)
I am sure she is honest, but the papers are missing.

(24)
[in response to ‘Have you got my article?’]

a)
Yes, but the last page is missing.

b)
Yes, however, the last page is missing.

c)
Yes.?Nevertheless the last page is missing.

(25)
[speaker, who is in shock, is given a whiskey]

a)
But I don’t drink.

b)
?However I don’t drink.

c)
?Nevertheless I don’t drink.

but: encodes a constraint on intended cognitive effects. It makes the cognitive effect of contradiction and elimination salient.

Comment: this analysis accounts for crucial differences between utterances containing but and utterances containing and. Similarities between and utterances and but utterances are superficial and disappear as soon as we consider the contexts in which they are appropriate. (See Foolen 1991 and Iten for similar argument). This analysis departs from my 1989 & 2000 analysis and represents a return to my 1987 position.

however: encodes information that hearer is expected to follow an inferential route which results in the contradiction and elimination of an accessible assumption p AND that apart from  p, the context includes at least one other assumption which carries a guarantee of relevance accepted by the speaker. 

Comment:  In (25b), of course, there has simply been no other assumption communicated that could carry a guarantee of relevance. In (26) there is such an assumption, but the suggestion here is that the assumptions made manifest by A’s utterance are of no relevance at all. Hence the unacceptability of however. 

(26)
A: We had a very nice lunch. I had an excellent lobster.

B: But/?however, what about the money.

In contrast, the suggestion in (23b) is that there is an assumption communicated by the preceding utterance which the speaker regards as relevant.

nevertheless: encodes a restriction on the context in which the utterance it introduces is relevant. This utterance must be understood as communicating an assumption which contradicts an assumption in the context which is an answer to a question raised (explicitly or implictly) by the preceding discourse. 

Comment: It is sometimes said that nevertheless operates in a rhetorical context. Without an explanation of the notion ‘rhetorical context’ this does not count as analysis of nevertheless. But it does point us in the right direction. Thus (23c) is uttered in response to an utterance which could be understood to communicate an answer to the question of whether a student should be absolved from handing in assessed work, namely, that the rules on the submission of work could be waived altogether. It is this answer which is contradicted by the nevertheless segment. In contrast, it is not possible to construe the speaker’s utterance of ‘yes’ in (24c) as an answer to a question which is contradicted by the nevertheless segment. Notice that according to this analysis, nevertheless ONLY encodes a constraint on context whereas however encodes both a constraint on the intended cognitive effect and a constraint on the context in which this is activated. This is consistent with the fact that in contrast with however, nevertheless can be combined with but. 

(27)
But nevertheless, I think she should hand in some of the work.

This is not to say that this creates a complex discourse connective whose meaning is determined by the meaning of but and the meaning of nevertheless. As Wilson & Sperber (1993) have argued, while conceptual discourse connectives may be semantically complex (e.g. in total contrast), it is not clear what compositionality would mean in procedural terms. Thus it is not surprising that (28) is unacceptable in the same way as (24c): 

(28)
Yes.? But nevertheless the last page is missing. 
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