












2 McGILL AND TEICH 

detection errors. Similar relations exist between d and decision latencies 

where speed can be traded off against accuracy. 

We cite these familiar landmarks because the reader will search this 

chapter from beginning to end without finding even one ROC curve. 

Discriminability measures are developed but they are not labeled d'. The 

time variable is central to our arguments but it appears as a sensory 

integration time, and we omit all mention of decision latencies. The reader 

might well ask whether anything can be left of signal detection theory if we 

admit to having cut its heart out from the very beginning. 

The answer is that detection theory has more than one heart. It does not 

take precisely the same form in all its manifold applications. In this chapter 

we consider a particular form of the theory dealing with flows of informa­

tion between the ear and the brain. When the scope of detection theory is 

narrowed in that way, the theory grows both more powerful and more 

intricate. ROC curves and the d measure might not ever be mentioned 

(although they are always there ready to be computed). This is because 

other questions are more likely to preoccupy us at first. Such other 

questions involve attempts to characterize the machinery that processes 

signals passing through the auditory network. 

If you know the energy or amplitude distribution of a signal as it enters 

the ear, and you also know the detectability of the signal from psychophy­

sical experiments, can you find a consistent mechanism that will transform 

the one into the other? The configuration of that mechanism, the distor­

tions it introduces, the expected changes from one class of stimuli to 

another: These are the first questions to which our version of detection 

theory addresses itself. Over the past 50 years great progress has been made 

toward answering a number of deep questions about the two major senses: 

vision and audition. We have written our chapter to give an account of the 

work in audition, to indicate what we now know about detection, the 

puzzles that remain unresolved, and finally to suggest new forms for the 

sought-after processing mechanism. 

Ever since Green's (1960) study of intensity discrimination in white noise, 

together with two closely related papers by Pfafflin and Mathews (1962), 

and Jeffress (1964), each dealing with sinusoids masked by white gaussian 

noise, we have been tantalized by the knowledge that a wide range of 

auditory masking phenomena can be predicted in remarkable detail from 

the statistics of the stimulus. The discovery suggested that if auditory 

stimuli could be specified in just the right way, the entire detection problem 

might be handled without ever leaving the stimulus domain. There would 

then be no absolute requirement to confront any of the complexities of 

mechanisms processing information in the ear, the auditory pathways, or 

the brain itself; or so we once thought. These complexities would instead 
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of the type of transmission system we have been studying. It does seem, 

nevertheless, that our new estimates of critical bandwidth are perhaps a bit 

too narrow, just as our estimates of noise bandwidth from intensity 

discrimination are not quite wide enough. 

All things considered, the indications of progress are obvious. We have 

been able to characterize an active detection network based upon the 

principle of stochastic multiplication. We have managed to do so without 

getting hopelessly lost in the myriad complexities of the auditory pathways. 

Abandoning total dependence on the stimulus, and constructing the func­

tional outline of an amplifier network (a hybrid of stimulus, receptor, and 

transmission mechanisms) generates solutions for a variety of problems 

deemed either intractable or overwhelmingly complex when approached in 

the conventional stimulus-oriented way. Time will tell whether this system 

is the one we have been seeking. 
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