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Abstract We examine vibrational energy transfer across

the heme–protein and protein–solvent interfaces of cyto-

chrome c, using, as appropriate, classical, semiclassical,

and quantum approaches. To characterize energy flow

across the interface between the heme and the rest of

cytochrome c, we calculate communication maps for the

protein in its native structure as well as two structures with

Met80 dissociated from the heme at 300 K. The response

to excess energy in the heme is mediated by covalent and

hydrogen bonds to the heme, as well as several through-

space interactions, including those involving the dissoci-

ated Met80. This observation suggests no energy flow

bottleneck between the heme and Met80 that would impede

rebinding kinetics at 300 K. We examine the possibility of

additional bottlenecks to energy flow by calculating the

temperature dependence of the ergodicity threshold in an

imidazole-ligated Fe-porphyrin system that constitutes the

core of the heme–histidine complex. The ergodic threshold,

which we calculate quantum mechanically, corresponds to

a temperature of about 140 K. We also address the flow of

excess vibrational energy from the protein to the solvent.

We calculate the thermal boundary conductance between

cytochrome c and water semiclassically over a range of

temperatures and find that the protein–water interface

poses no greater resistance to thermal flow than the protein

itself.

Keywords Vibrational energy flow � Thermal boundary

conductance � Communication maps � Diffuse mismatch

model

1 Introduction

Pathways and bottlenecks to energy flow in proteins

mediate chemical reaction kinetics including allosteric

transitions, charge transfer, and ligand binding and disso-

ciation [1–9]. For this reason, there have been numerous

experimental and computational studies of vibrational

energy relaxation in heme proteins [10–22]. Cytochrome c,

a heme protein consisting of a single polypeptide chain

containing 104 amino acid residues organized into a series

of five a helices and six b turns, is an important participant

in electron transfer for ATP synthesis in mitochondria and

as signal amplifier in cell apoptosis [23]. The heme active

site in cytochrome c has a six-coordinate low-spin iron,

with His18 and Met80 bound as internal ligands. A number

of experimental studies [24–26] have elucidated its ultra-

fast dynamics following photoexcitation, sometimes lead-

ing to ligand dissociation and recombination. Recent

computational work has explored the non-adiabatic tran-

sitions involved in ligand recombination using ab initio

potential energy surfaces [27] revealing heterogeneity in

the rebinding kinetics determined by protein and solvent

structure and temperature [28]. The rebinding kinetics can
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also be influenced by energy flow. Bu and Straub reported

detailed molecular dynamics (MD) simulations of vibra-

tional energy relaxation from the heme of cytochrome c in

its native state [29]. In this article, we further study

vibrational energy flow in cytochrome c, both in its native

structure and in two structures with Met80 dissociated from

the heme. We examine, using classical, semiclassical, and

quantum methods, vibrational energy transfer across two

interfaces: (1) between the heme and the rest of cyto-

chrome c when Met80 is bonded and dissociated from the

heme, and (2) the interface between cytochrome c and

water.

Bottlenecks to vibrational energy transfer in a molecule

as large as a protein can occur on different length scales.

On the scale of a residue or cofactor, energy redistribution

among vibrational modes within such a subspace of the

protein depends on anharmonic coupling and a local den-

sity of states made up of these modes. Quantum mechan-

ical first-order time-dependent perturbation theory can be

adopted to calculate energy transfer by anharmonic cou-

pling [30–32], an approach that becomes valid when the

product of the anharmonic coupling and local density of

states is at least of order 1 [33, 34]. When this criterion is

not met, energy may still flow but the dynamics can be

quite complex in molecules of even modest size [35–38].

On larger length scales, we may be interested in energy

flow through residues of the protein, for instance, how

bonds or other interactions between residues influence

redistribution of excess energy in different parts of the

protein [29, 39]. At even larger length scales, we can

consider vibrational energy flow between the protein as a

whole and the solvent, e.g., to address how excess energy

already distributed within the protein flows into the solvent

environment and whether additional resistance to energy

redistribution is encountered at the protein–solvent inter-

face [40–42].

In our study of energy flow across the heme–protein

interface, we calculate communication maps [43], which

we use to determine the response of the protein to excess

energy in the heme at 300 K when Met80 is bound to and

dissociated from the heme. Met80-heme rebinding kinetics

depends on whether the Met80 orientation to the heme is

upward or downward, i.e., the upward structure does not

bind to the heme and must isomerize to the downward to

bind [27, 28]. Isomerization kinetics can be mediated by

energy flow in each structure as well as the barrier between

structures [44–50], so we examine if an energy flow bot-

tleneck is introduced when Met80 is dissociated from the

heme. In the native structure, Met80 responds more rapidly

than any other residue to excess energy in the heme. We

find the response time to be diminished but still quite rapid

when Met80 is dissociated from the heme, so that, at least

at temperatures near 300 K, there appears to be no energy

flow bottleneck between the heme and Met80. Dissociation

of Met80 from the heme does not affect the response of

other parts of the protein to excess vibrational energy in the

heme.

Another way in which energy flow could influence the

rate constant for Met80-heme rebinding involves limited or

slow energy relaxation within the heme itself, which might

occur at low temperature. We can think of the binding

region as a system of many coupled nonlinear oscillators,

which may exhibit ergodicity only above an energy

threshold [51–55]. We examine the energy and temperature

dependence of ergodicity quantum mechanically in an

imidazole-ligated Fe-porphyrin system that forms the

binding region of the heme. Vibrational relaxation in that

system was studied by Straub and coworkers using quan-

tum mechanical time-dependent perturbation theory [31].

We use the vibrational frequencies calculated in that work

to estimate the temperature-dependent ergodicity threshold,

which we find to be near 140 K. We thus expect limited or

sluggish energy flow within the binding region at lower

temperatures.

Having examined how excess energy flows from the

heme into the rest of the protein, we consider energy flow

across the boundary between cytochrome c and solvent.

We coarse grain the system beyond the level of the residues

and address thermal transport across the interface of the

protein and bulk water. Thermal transport within proteins

has been studied by MD simulations [56–58], computa-

tional approaches based on the vibrational modes of the

system [45, 59, 60], and experimentally by time-resolved

spectroscopy [61–64]. Below we adopt a semiclassical

approach [65] to calculate the resistance to thermal flow

across the cytochrome c–water interface and compare the

result with the resistance to thermal flow in proteins

computed earlier [60] to determine whether the flow of

excess vibrational energy in cytochrome c is impeded more

by the protein itself or its interface with water.

In the following section, we summarize the calculation

of communication maps to describe the response of cyto-

chrome c to excess vibrational energy in the heme and

thermal boundary conductance at the cytochrome c–water

interface. In Sect. 3, we present and discuss our results.

Concluding remarks are given in Sect. 4.

2 Methods

2.1 Communication maps and molecular simulations

Protein structures and calculation of normal modes, which

was carried out using the CHARMM simulation package

with the CHARMM28 force field, have been described in

previous work by two of us [27, 28]. The sequence of
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1HRC from the PDB was used to define the human cyto-

chrome c system, and the crystal structure was taken as the

initial configuration. Using the normal modes for cyto-

chrome c in the native structure and two dissociated

structures, i.e., upward and downward [27, 28], we com-

puted frequency-resolved communication maps. The cal-

culation of communication maps has been detailed

elsewhere [43], and in this subsection, we summarize the

method. Thermal transport coefficients have been com-

puted for molecules and other nanoscale objects using a

number of approaches [66–68]. For coarse-graining a siz-

able molecular system such as a protein, a useful starting

point is the heat current operator in harmonic approxima-

tion [69]

S ¼
X

a;b

Sabaya ab; ð1Þ

where a and b are two modes of the protein, and a� and a

are, respectively, raising and lowering operators. The

coefficient, Sab, corresponding to the protein as a whole

can be expressed in terms of the Hessian matrix, H, and

eigenmodes, e, of the object. We break the coefficient up

into contributions from various regions. The contribution to

the energy flux between regions A and A0 to the matrix

elements of S is [43]

S
fAA0g
ab ¼ i�hðxa þ xbÞ

4V
ffiffiffiffiffiffiffiffiffiffiffi
xaxb
p

X

r;r02ðx;y;zÞ

X

l;l02AA0
ea

l Hll0

rr0 ðRl � Rl0 Þeb
l0

ð2Þ

where Rl is the position of atom l and r is a coordinate (x, y

or z). When the regions A and A0 span the protein, Eq. (2)

expresses the matrix elements of the heat current operator

for the whole system in harmonic approximation given in

Ref. [69]. Similarly, we can sum over all regions to obtain

S�b for the whole molecule. Considering only energy flow

between the local regions A and A0, we write the local

energy diffusivity in mode a in harmonic approximation as

DfAA0g
a ¼ pV2

3�h2x2
a

X

b 6¼a

S
fAA0g
ab

���
���
2

d xa � xb
� �

: ð3Þ

When A and A0 span the molecule, Eq. (3) gives the mode

diffusivity, from which the coefficient of thermal conduc-

tivity, j, can be expressed for the whole molecule, j = Ra

Ca Da, where Ca is the heat capacity per unit volume of the

molecule for mode a, given by Ca ¼ kB b�hxað Þ2 eb�hxa

eb�hxa�1ð Þ2
.

Otherwise D
fAA0g
a is a local mode diffusivity for energy

flow between A and A0. The coefficient of thermal con-

ductivity has been calculated for proteins [45, 59, 60], and

here, we identify the regions of the protein that primarily

contribute to thermal transport through the molecule. For a

practical calculation on a finite-sized system, we substitute

a rectangular window of width g for the delta function,

which should be large enough to envelop several vibra-

tional modes. For the results presented here, we calculated

the mode diffusivity using g = 15 cm-1, which is large

enough to include many modes in the averaging; results for

Da did not change significantly with larger g. Communi-

cation maps can then be constructed by plotting D
fAA0g
a for

all A and A0 at frequencies, xa. We note that we have

considered the extent to which anharmonicity might affect

the pathways we calculate in the communication maps in a

previous study. In a recent calculation of communication

maps for PYP [70], we identified the same energy transport

pathways from the chromophore as Ishikura and Yamato

[71] did using an anharmonic treatment.

In Sect. 3, we use communication maps to locate energy

transport channels that include the heme. We present results

for the thermal average over the frequency-resolved com-

munication maps for the structures at 300 K, using for

averaging the communication maps constructed at 50,

100 cm-1, and continuing in 50 cm-1 intervals until

400 cm-1, above which the communication maps contribute

very little to the thermal average due to the small values of

D
fAA0g
a at higher frequency. Each of these frequency-

resolved maps is actually an average over maps for 4 modes

closest in frequency to the designated frequency. The ther-

mally averaged communication map is obtained assigning a

Boltzmann weight to the frequency-resolved communication

maps and is specifically calculated as DfAA0g ¼
R

dxqðxÞ
DfAA0gðxÞe��hx=kBT . Using the thermally averaged frequency-

resolved communication map, we calculate, in addition to

the local thermal diffusivity, a response rate of one residue

to vibrational excitation in another, corresponding to the

inverse of the first mean passage time, which we define as

DfAA0g=R2 [14], where R is the distance from the center of

mass of A to the center of mass of A0.
To complement the analysis of energy transport using

communication maps, we also carried out classical non-

equilibrium simulations of energy transport from the heme.

We in effect heated the Fe and neighboring atoms of the

porphyrin to 300 K and followed the transfer of energy

over the next few picoseconds to the rest of the molecule,

which was initially at 0 K. Similar starting conditions have

been applied in earlier molecular simulations of proteins to

elucidate energy transport pathways [72] and by us for a

homodimeric hemoglobin [14]. We carried out this analysis

in harmonic approximation to provide a realistic repre-

sentation of the thermal population of the vibrational

modes of the protein. On the short times of this analysis,

there is no time for configurational changes of the protein

or confined water molecules [73]. Details of our non-

equilibrium simulation approach, including other applica-

tions to heme proteins, are given in Refs. [60, 74, 75].
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2.2 Cytochrome c–water thermal boundary

conductance

The thermal boundary conductance, hBd, between two

subsystems, 1 and 2, the inverse of the thermal boundary

resistance or Kapitza resistance [65, 76], is expressed in

terms of the heat flow, _Q, driven by the difference in

temperature, DT, between the two sides of the interface and

the area of the interface, A, hBd ¼
_Q

ADT
. Heat flow across the

interface can be expressed in harmonic approximation in

terms of the vibrational excitations, each with energy �hx,

that pass through it. The vibrational mode density per unit

volume on side j is �qjðxÞ and the mode occupation number

is nðx; TÞ ¼ expðb�hxÞ � 1ð Þ�1
, where b ¼ 1=kBT and the

speed of propagation on side j is vjðxÞ. The thermal

boundary conductance is then expressed as [76]

hBd ¼ 1
4

d

dT

R
dx�hxv1ðxÞ�q1ðxÞnðx; TÞaðxÞ, where a(x) is

the transmission probability. In a convenient approach to

eliminating the transmission probability, a(x), the diffuse

mismatch model assumes that after crossing the boundary,

a vibrational excitation has no memory of which side of the

interface it emerged from, i.e., there is diffuse scattering of

vibrational energy at the boundary between the protein and

water, giving [76]

hBd ¼
1

4
kB

Z
dx b�hxð Þ2

� v1ðxÞv2ðxÞ�q1ðxÞ�q2ðxÞ
v1ðxÞ�q1ðxÞ þ v2ðxÞ�q2ðxÞð Þ

eb�hx

eb�hx � 1ð Þ2
: ð4Þ

We apply Eq. (4) to estimate the boundary conductance

at the interface between cytochrome c and water. For the

calculations discussed in the following section, the volume

of the protein is estimated assuming a sphere with radius

corresponding to the protein’s radius of gyration, which for

cytochrome c is 14 Å. We have used the vibrational mode

density of cytochrome c reported in Ref. [74] and for water

in Ref. [77], both calculated in harmonic approximation.

For the speed of sound in water and cytochrome c, we have

used the values 15 Å ps-1 [77] and 22 Å ps-1 [41, 74],

respectively.

3 Results and discussion

3.1 Communication maps of vibrational energy flow

from heme into protein

Before discussing the communication maps, we first

examine results of non-equilibrium simulations of vibra-

tional energy flow from the center of the heme to the rest of

the protein. In Fig. 1, we plot the time evolution to 3 ps of

vibrational energy in cytochrome c, which is initially cold

everywhere except the Fe atom and the atoms of the por-

phyrin directly bonded to it.

The non-equilibrium simulations were carried out for

the native structure of cytochrome c and can be directly

compared with earlier MD simulations of vibrational

energy flow in cytochrome c carried out by Bu and Straub

Fig. 1 Snapshots of non-

equilibrium molecular

simulations of vibrational

energy flow in cytochrome

c (structure with Met80 bonded

to the heme). The color code

corresponds to percentage of

total energy in the residue that is

indicated
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[29]. In that study, the entire heme was heated initially,

whereas in the simulations we present here, we have con-

sidered energy flow from a ‘‘hot’’ region consisting only

the Fe and a few atoms of the porphyrin. By 1 ps, we

observe that more than 10 % of the total energy in the

protein is contained in the Cys14, Cys17, His18, and

Met80, i.e., those residues covalently bonded to the heme.

However, there is little energy flow into the residues that

hydrogen bond to the heme, residues that Bu and Straub

[29] found to open up additional energy transport pathways

from the heme. The difference is likely due to the different

initial conditions in these two studies. By 2–3 ps, we

observe that excess energy originally in the heme is found

mainly in the two cysteines and Met80.

We calculated communication maps for cytochrome c,

not only in its native state with Met80 bonded to the heme,

but also for two structures where Met80 is dissociated,

which we refer to as upward and downward due to the

orientation of Met80 with respect to the heme. The

response of the protein to excess energy in the heme, and to

excess energy in different parts of the heme, obtained from

the communication maps, is plotted in Figs. 2 and 3. We

define the response rate of one residue to vibrational

excitation in another as DfAA0g=R2, where R is the distance

from the center of mass of A to the center of mass of A0,

and DfAA0g is the local energy diffusivity between A and A0.
The largest response rates from the heme that we observed

were of order 0.1 fs-1.

Figure 2a shows the residues that respond fastest to

excess vibrational energy in the heme of the bonded

form of cytochrome c based on the communication

maps, which are seen to include Cys14, Cys17, and

Met80, all covalently bonded to the heme. Other resi-

dues that respond particularly rapidly include Thr49 and

Asp50, which are located on the periphery of the heme

and hydrogen bond to the side chains, as well as Trp59,

which has been probed by Mizutani coworkers by

picosecond time-resolved anti-Stokes ultraviolet reso-

nance Raman (UVRR) measurements [26]. In the UVRR

experiments, an energy transfer time of 1–3 ps from the

heme to Trp59 was found. To examine whether or not

the response of these residues is due to excess energy in

the Fe-porphyrin portion of the heme or the heme side

chains, we computed communication maps in which we

separated these two parts of the heme. DfAA0g=R2 for the

response to excess energy in the Fe-porphyrin is plotted

in Fig. 2b, and for the response to excess energy in the

heme side chains in Fig. 2c. We observe that the fast

response of Met80 is due to interaction with Fe-por-

phyrin, whereas the fast response of the cysteine resi-

dues is due to interaction with both the porphyrin and

the side chains. The fast response of Thr49, Asp50,

Trp59, as well as some other residues that are peripheral

to the heme is due to the interaction with the heme side

chains. Similarly, through-space interactions with the

heme appear to originate from the heme side chains,

e.g., Arg38, which was also found by Bu and Straub

[29] to funnel energy from the heme. The results of the

communication maps, in which the response to excess

energy in the heme core and the heme side chains were

separately examined, are consistent with the flow of

energy found in the non-equilibrium simulations plotted

in Fig. 1. In the latter, only the center of the porphyrin

was initially hot, revealing an energy transport pathway

through the two cysteines and Met80 but none through

Thr49 or Asp50.

We consider now the effect of Met80 dissociation on the

response of the protein to excess energy in the heme.

Figure 3 compares the response rates for excess energy in

the heme for the bonded (Fig. 3a) and upward (Fig. 3b)

forms and for excess energy in only the porphyrin region of

the bonded (Fig. 3c) and upward orientations of Met80

with respect to the heme (Fig. 3d) (The results for the

upward and downward orientations are very similar and

only the former are shown.). The most striking difference

between the bonded and the unbonded forms is the

reduction in the response time of Met80 to excess vibra-

tional energy in the heme when Met80 is not bonded.

Indeed, Met80 goes from the residue that responds fastest

to excitation in the Fe-porphyrin portion of the heme to a

residue that responds more slowly than either of the cys-

teines or His18 when Met80 is dissociated from the heme.

(a) (b)

(c)

Fig. 2 Largest values of D/R2 between the heme, or parts of the

heme, and protein residues obtained from communication maps of

cytochrome c at 300 K. In a, the heme is complete, whereas in b and

c the largest D/R2 values are plotted for interactions between the

residues and the porphyrin ring and heme side chains, respectively
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Nevertheless, we still observe a significant through-space

response of Met80 to excess energy in the heme, compa-

rable to the response rate of other nearby residues, some of

which hydrogen bond to the heme. The rapid response of

Met80 to excess energy in the heme indicates that the rate

constant for rebinding of Met80 to the heme is not regu-

lated by bottlenecks to vibrational energy flow between

them at 300 K.

When the temperature is low, however, bottlenecks to

vibrational energy flow within the heme itself could

emerge. At low temperatures, anharmonic coupling among

the vibrational modes of the heme might not be sufficiently

large to ensure rapid energy flow. Straub and coworkers

carried out quantum mechanical time-dependent perturba-

tion calculations of vibrational relaxation in an imidazole-

ligated Fe-porphyrin system (Fig. 4), examining the

anisotropic relaxation from specific vibrational modes of

the complex. Using the vibrational mode frequencies that

they report, we can estimate the internal energy in this

complex that is needed for ergodic flow of vibrational

energy in this molecule using local random matrix theory

(LRMT) [33, 34]. LRMT predicts that the ergodicity

threshold depends on a local density of states, not the total

vibrational density of states of the molecule. The ergodicity

threshold occurs where the product of the local density of

states and the size of the anharmonic matrix elements

coupling states on the energy shell is of order 1, or when

[33, 34]

TðEÞ � 2p
3

X

Q

VQ

�� ��� �
qQ

� �2 [ 1; ð5Þ
where Q is the distance in terms of quantum numbers between

two states coupled by the set of matrix elements, VQ, and qQ is

the local density of states. Cubic anharmonic terms couple

(a) (b)

(c) (d)

Fig. 3 Communication map

predictions of the hot residues

following excitation of the ring

portion of the heme in the

bonded (a) and (c) and the

dissociated (b) and (d) systems.

As in Fig. 2, the largest heme

residue D/R2 values are plotted

for the full heme (a) and (b) and

for the porphyrin region only

(c) and (d). The bonded

structure exhibits much faster

energy flow into Met80 than the

dissociated system, though

communication with Met80

remains quite rapid even

without the chemical bond

between the heme and Met80

Fig. 4 Top (top) and side (bottom) views of the Fe-porphyrin system

studied by Straub and coworkers [31]. Using the vibrational

frequencies reported in Ref. [31], we estimate the total energy

required for irreversible energy flow in this molecule
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states at most a distance Q = 3 in vibrational quantum

number space, as a cubic term can transfer one quantum of

energy from one mode to two quanta in other modes.

To estimate the ergodicity threshold in terms of the

vibrational frequencies of the system, we make use of a

scaling relation to estimate average anharmonic matrix ele-

ments, Vij, coupling states iij and jij . The assumption

underlying the scaling is the expectation and observation that

coupling between states that lie a ‘‘distance’’ Q from one

another in quantum number space, where Q ¼
P

a va, and va

is the occupation number difference in mode a between the

two vibrational states, decrease with Q roughly as Vij*C-Q,

where C [ 1 [78]. Gruebele and coworkers found empiri-

cally that for modest-sized organic molecules [78]

Vij ¼
Y

a

Rva
a ; Ra �

a1=Q

b
xa nað Þ1=2; ð6Þ

which yields the expected exponential decrease in the

matrix elements with Q while accounting for the occupa-

tion of individual modes. In Eq. 6, na is the number of

quanta in mode a, ma is the occupation number difference

in mode a between two vibrational states, and a and b are

constants. For Vij expressed in cm-1, a and b are chosen to

be 3,050 and 270, respectively. We have compared esti-

mates using Eq. (6) for the anharmonic constants with

ab initio calculations of the anharmonic constants in pep-

tide–water complexes and found that, on average, the

results are quite similar [79].

The value of T(E) calculated with Eq. (5) depends on the

energy, E, of the molecule. Since we consider the heme at a

given temperature, we take the thermal energy to be

Eh i ¼
P

a nah i�hxa, where the temperature-dependent

mode occupation, nah i, is given by nah i ¼ e�hx=kBT � 1
� ��1

.

The result we obtain for T(E) for the imidazole-ligated Fe-

porphyrin complex is plotted in Fig. 5. We find the ergodicity

threshold for this system at energy of about 1,040 cm-1. The

corresponding temperature dependence of T is plotted in the

inset to Fig. 5, where we estimate the temperature of the

ergodicity threshold to be around 140 K. That temperature

lies below the protein dynamical transition of around 180 K,

so that at all temperatures where conformational transitions

are relatively facile we expect vibrational energy flow within

the heme to be facile as well. The rate of energy flow from an

initially excited state is dictated by the local density of states

to which it is coupled [33, 34], which mediates the mode-

specific pathways observed in calculations [31].

3.2 Cytochrome c–water thermal boundary

conductance

The coefficient of thermal conductivity for several proteins

has been computed in linear response approximation from

two different approaches, both yielding values of

0.1–0.3 W m-1 K-1 [40, 60], much smaller than the

thermal conductivity of water, which is about

0.6 W m-1 K-1. Here, we examine whether the boundary

between cytochrome c and water introduces additional

resistance to vibrational energy flow beyond the resistance

to thermal flow in the protein.

We calculated the thermal boundary conductance, hBd,

for cytochrome c and water with Eq. (4) from 200 to 320 K

and plot the result in Fig. 6. In earlier studies, we calcu-

lated the thermal boundary conductance between myoglo-

bin and water [41] and between GFP and water [42]. The

former turns out to be about 1 % larger than the values we

found for cytochrome c and water, so essentially indistin-

guishable from the cytochrome c–water results plotted in

Fig. 6. However, the results for the GFP–water interface

that we calculated in the same way are different, and we

plot them in Fig. 6 with our calculations for cytochrome

c and water. For the cytochrome c–water interface, we find

a modest increase in boundary conductance over the plot-

ted range of temperature, from about 240 MW K-1 m-2 at

200 K to about 300 MW K-1 m-2 at 320 K, with a value

of 299 MW K-1 m-2 at 300 K. This compares with about

260 MW K-1 m-2 at 200 K to about 340 MW K-1 m-2

at 320 K for the GFP–water interface, with a value at

300 K of 329 MW K-1 m-2, which is about 10 % larger

than the thermal boundary conductance we computed for

the cytochrome c–water interface. While we are not aware

of molecular simulation studies of the thermal boundary

conductance between cytochrome c and water with which

to compare, we note the values that we compute at 300 K

Energy (cm-1)

T

Temperature (K)

T

120                      130                      140                      150                      160

6

5

4

3

2

1

0

Fig. 5 Transition parameter, T, as a function of total energy in the

imidazole-ligated Fe-porphyrin system shown in Fig. 2. The ergodic-

ity transition occurs at the energy where T = 1, indicated by the

horizontal line, which in this molecule appears around 1,200 cm-1.

Inset shows T as a function of temperature, where again the critical

T = 1 is indicated by a horizontal line. The ergodicity threshold is

found for this molecule to be around 140 K
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are reasonably consistent with those computed for four

different proteins (including GFP but not cytochrome c) by

molecular simulations at 300 K and reported in Ref. [40].

We plot the range of those boundary conductance values in

Fig. 6 for comparison.

The thermal boundary conductance between cytochrome

c and water is roughly 2–3 times as large as the thermal

boundary conductance computed for the interface between

water and a monolayer of hydrocarbon chains with –OH

head groups [80]. Vibrational energy transport across the

cytochrome c–water interface is relatively efficient com-

pared with interfaces involving other organic molecules

that hydrogen bond to water.

The relative thermal resistance within a protein to thermal

resistance at the boundary between the protein and water is

given by the dimensionless Biot number, Bi, defined as

Bi = hBdL/j, where L is a length scale, often taken as the

volume to surface area, and j is the coefficient of thermal

conductivity [40]. At 300 K, we find hBd = 299 MW K-1

m-2. While we have not computed the coefficient of thermal

conductivity for cytochrome c, we use as a representative

value j = 0.25 W K-1 m-1, obtained for myoglobin in an

earlier study [60]. We approximate the length, L, as the

volume to surface area, R/3, which, using a 14 Å radius of

gyration noted earlier, is about 0.5 nm for cytochrome

c. These estimates yield a value for the Biot number of

Bi & 0.6, so that thermal resistance at the protein–water

interface is comparable, perhaps a bit smaller, than thermal

resistance in cytochrome c.

4 Concluding remarks

We have examined vibrational energy transfer across the

heme–protein and protein–water interfaces of cytochrome

c. To characterize energy flow across the heme–protein

interface, we calculated frequency-resolved communica-

tion maps for cytochrome c in its native structure as well as

two forms of the protein with Met80 dissociated from the

heme and computed the thermal average at 300 K. We

found the response of cytochrome c in its native structure at

300 K to excess energy in the heme to be mediated pri-

marily by covalent and hydrogen bonds to the heme, as

well as several specific through-space interactions with the

heme side chains. Included in the latter is Trp59, which has

been probed by Mizutani coworkers by picosecond time-

resolved anti-Stokes UVRR measurements [26]. The

communication maps reveal that Trp59 lies along an

energy transport pathway that emerges from the heme side

chains, consistent with the picosecond response time to

excitation of the heme observed in the UVRR experiments

[26]. In earlier work, we found vibrational energy transport

pathways to be robust with respect to thermal motion of

proteins around their native structure [81]. However, the

energy transport pathways in cytochrome c, like those for

electron transfer [82], could be altered when this protein

interacts with its cellular environment.

The communication maps indicted that energy flow

from the heme to Met80 remains rapid when it is dissoci-

ated from the heme, though not as fast as when it is

covalently bonded. The rapid energy flow between heme

and dissociated Met80 that we found at 300 K suggests no

energy flow bottleneck between them, though bottlenecks

may emerge at lower temperature, even within the binding

region itself. To examine the latter possibility, we calcu-

lated the temperature dependence of the ergodicity

threshold in an imidazole-ligated Fe-porphyrin system that

constitutes the core of the heme–histidine complex, which

we found to correspond to about 140 K, well below the

protein dynamical transition of roughly 180 K.

We also addressed vibrational energy flow from cyto-

chrome c into the solvent, adopting a more coarse-grained

perspective than our computational study of the response of

the protein to excess vibrational energy in the heme. We

calculated the thermal boundary conductance between

cytochrome c and water over a wide range of temperatures

and found that the interface between the protein and water

poses no greater resistance to thermal flow than the protein

itself.
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