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The vibrational energy relaxation of carbon monoxide in the heme
pocket of sperm whale myoglobin was studied by using molecular
dynamics simulation and normal mode analysis methods. Molec-
ular dynamics trajectories of solvated myoglobin were run at 300
K for both the d- and «-tautomers of the distal His-64. Vibrational
population relaxation times of 335 6 115 ps for the d-tautomer and
640 6 185 ps for the «-tautomer were estimated by using the
Landau–Teller model. Normal mode analysis was used to identify
those protein residues that act as the primary ‘‘doorway’’ modes in
the vibrational relaxation of the oscillator. Although the CO relax-
ation rates in both the «- and d-tautomers are similar in magnitude,
the simulations predict that the vibrational relaxation of the CO is
faster in the d-tautomer with the distal His playing an important
role in the energy relaxation mechanism. Time-resolved mid-IR
absorbance measurements were performed on photolyzed carbon-
monoxy hemoglobin (Hb13CO). From these measurements, a T1

time of 600 6 150 ps was determined. The simulation and exper-
imental estimates are compared and discussed.

S ince the pioneering efforts of Landau and Teller (1), the
problem of vibrational energy redistribution has attracted

much theoretical attention (2–6). With the advent of ultrafast
time-resolved IR spectroscopy, there is renewed interest in this
problem as researchers can now probe directly the lifetimes of
specific vibrational modes and, therefore, explore mechanisms
of vibrational relaxation (7). In particular, the vibrational relax-
ation of metal carbonyl compounds has received considerable
attention with CO population relaxation times (T1) found to
range from the picosecond to nanosecond time scales, depend-
ing on the metal carbonyl and its surroundings (8). In that study,
both chemical bonding and surrounding solvent were found to
influence the vibrational relaxation time of the carbonyl. In
addition to this seminal work, there have been several experi-
mental probes of CO relaxation when bound to model heme
compounds and heme proteins (9–11).

The vibrational relaxation of bound CO in heme proteins was
found to be very fast ('20 ps) compared to other CO ligated
compounds. In addition, Fayer and coworkers found that (i) the
T1 population relaxation time for the carbonyl ligand stretch is
largely independent of temperature from 20 to 300 K (12); (ii)
the vibrational lifetimes vary among different vibrational sub-
states of the same protein (13); (iii) changes in the vibrational
lifetime of bound CO are highly correlated with a change in the
vibrational frequency of CO (13); and (iv) intermolecular trans-
fer of vibrational energy is relatively unimportant in the relax-
ation process of bound CO (13).

Vibrational relaxation tends to be more efficient through
strong covalent interactions, yet there is only one such interac-

tion between the CO and the heme. To explain the fast relaxation
of bound CO in heme proteins, it has been suggested that the
manifold of vibrational states within the heme is responsible.

The absence of temperature-dependent relaxation up to 300 K
suggests that these ‘‘bath’’ modes have frequencies greater than
'400 cm21 (13). This argument excludes the protein’s lowest
frequency collective modes and indicates that the bath modes
responsible for vibrational relaxation correspond to localized
vibrations. One possibility is the Fe-C vibration at approximately
500 cm21; frequency shifts in this mode have been shown to be
inversely correlated with those in the CO stretch (14).

In contrast to the detailed picture that has emerged for energy
relaxation of bound CO in heme proteins, little is known about
CO energy relaxation in the photolyzed state, where CO is not
covalently attached but is trapped within a docking site. The
structure and dynamics of the photolyzed state have been
recently probed using x-ray diffraction (15–18), vibrational
spectroscopy (19–22) and computer simulation (23–25). Photol-
ysis of heme proteins produces a small but significant population
of CO in its excited vibrational state (21); its population dynam-
ics can be probed to determine its rate of vibrational relaxation.
Because the photodetached CO has no covalent interactions, its
relaxation time T1 should be significantly longer than that
observed in the bound state. Measurement of this relaxation
time will give a picture of the role of the protein ‘‘solvent’’ in the
relaxation of the CO.

In this note, we describe theoretical and experimental studies
of the vibrational relaxation of photodissociated CO in the heme
pocket of myoglobin. The empirical CHARMM potential energy
function (26, 27) is used to model protein and solvent. It is
combined with the CO potential of Straub and Karplus that
accurately models the electrostatic potential and vibrational
anharmonicity of the diatomic molecule. The CO dynamics is
analyzed in terms of a Landau–Teller theory used to estimate the
population relaxation time T1. Such a ‘‘classical’’ theory is
expected to provide an accurate estimate of T1 when the system
and bath are effectively harmonic and quantum corrections are
small (28). Our results suggest that our computational model
provides a reasonable estimate of the system dynamics and is well
suited to identify putative doorway modes for vibrational relax-
ation.

Abbreviations: T1, relaxation time; QNM, quenched normal mode; INM, instantaneous
normal mode.
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Materials and Methods
Sample Preparation. Human hemoglobin A (Hb) was prepared
from the hemolysate of fresh red blood cells (29) and purified by
chromatography on a DEAE-Sephacel column. The solution was
dialyzed against D2O buffered with 0.1 M potassium phosphate,
pD 7.5. The HbO2 was converted to Hb13CO by stirring under
1 atm of 13CO for 12 h. The final concentration of Hb13CO was
'4 mM. The sample was loaded into a gas-tight IR cell com-
prised of two CaF2 windows separated by a 100-mm-thick spacer.
The 13CO isotope was used instead of 12CO to shift the CO
vibrational absorbance into a region with somewhat greater D2O
transparency.

Time-Resolved Mid-IR Spectrometer. Time-resolved mid-IR spectra
of photolyzed HbCO were measured by using a transient spec-
trometer that has been described elsewhere (30). The sample cell
was confined within a temperature-controlled enclosure set at
10°C and was rotated to provide a fresh sample volume for each
photolysis pulse. The sample was photolyzed with picosecond
laser pulses (35 ps, 527 nm) and probed with optically delayed
femtosecond IR pulses (200 fs, '5 mm). The laser pulse pho-
tolyzed approximately 35% of the HbCO found within the
probe-illuminated volume. For this study, a prism-based optical
compressor minimized the chirp of the amplified continuum
used to generate femtosecond mid-IR probe pulses, thereby
shortening their duration to ,200 fs and enlarging their band-
width to $250 cm21. After passing through the sample, the
broadband IR probe pulse was spectrally dispersed with a
monochromator (3 cm21 bandpass) and its intensity was mea-
sured as a function of wavelength with a liquid-nitrogen-cooled
InSb photodetector. The photodetector signal was normalized
with respect to a reference signal to obtain the sample trans-
mittance at a wavelength determined by the monochromator and
delay time determined by an optical delay stage. The photolysis-
induced change in the sample absorbance, DA, was computed
from sample transmittances measured with and without the
photolysis pulse. To maximize the signal level, the photolysis and
probe pulses were polarized parallel to one another (21). The
1.5-kHz repetition frequency of the laser system permitted
extensive signal averaging and contributed to the high quality
time-resolved spectra reported here.

Computational Model of the Photolyzed State of Solvated Carbon-
monoxy Myoglobin. The computer simulation studies employed a
computational model of the fully solvated myoglobin molecule.
For the starting configuration, the 20 K x-ray structure of
photolyzed carbonmonoxy myoglobin (Mb*CO) reported by
Schlichting et al. (15) was used. The Mb*CO was introduced into
a 56.570 3 56.570 3 37.712 Å3 box of equilibrated TIP3P water
molecules. After removing water molecules lying within 2.5Å of
the protein molecule, excess potential energy caused by bad
contacts and strain was reduced by using the steepest descent
method. This resulted in 2,553 protein and ligand atoms and
2,982 water molecules for a total of 11,499 atoms (24, 31).

By using classical molecular dynamics the system temperature
was gradually raised to 300 K. Once a temperature of 300 K was
achieved, molecular dynamics was run for 20 ps and the tem-
perature was monitored. If a drift was detected, the velocities
were resampled according to the Maxwell distribution. During
the last 10 ps of the run such velocity reassignment was not
necessary, indicating the system had relaxed to a near equilib-
rium state.

The molecular dynamics time step was 1.0 fs using the Verlet
algorithm (32). The intermolecular potential was truncated at
10.5 Å. The three-site CO model of Straub and Karplus (23, 24),
in which charges are centered on the carbon and oxygen atoms
as well as the center of mass, was employed. The bond stretch was

represented by the Huffaker RRKR potential (33). This simple
model has been shown to reproduce the experimental dipole and
quadrupole moments of the CO molecule, as well as ab initio
interaction energies of CO with a variety of molecules, including
water and formamide (23).

The computational model employed has been developed to
describe local, high-frequency vibrations, such as those involving
CC, CO, NH, and CH stretches, with good accuracy (typically
within a few percent accuracy) (27). Lower-frequency motions
on the order of hundreds of wavenumbers, such as torsional and
out-of-plane ring bending motions, are typically within 10 per-
cent accuracy. The greatest uncertainty is found in the modeling
of the lowest-frequency motions (below 100 wavenumbers).
Experimental comparisons have been carried out, and they
suggest that empirical force field models, such as the one used
in this study, can be reasonably accurate. However, the exact
results are sensitive to the details of the treatment of the
long-range electrostatic interactions (34, 35). In this study, we
demonstrate that the CO stretching motion is most strongly
coupled to the higher-frequency local modes (above 1,000
wavenumbers), which are those modes most accurately modeled
by the force field employed.

Computational Method for Computing T1. The most commonly
employed model for vibrational population relaxation begins
with the approximation that the system is well-described as an
anharmonic oscillator bilinearly coupled to a bath of harmonic
oscillators. Zwanzig (5) demonstrated that the classical dynamics
of such a system can be represented exactly in the form of a
generalized Langevin equation. For this model the relaxation has
been shown to be approximated by a Landau–Teller result of the
form (2, 6, 31, 36–42)

1
T1~v0!
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`

dtcos~v0t!z~t!, [1]

where z(t) is the time-dependent friction acting on the oscillator,
m is the reduced mass, and v0 is the frequency of the oscillator\

as determined by the environment (43).
By the second fluctuation–dissipation theorem, the friction is

proportional to the equilibrium time correlation function of the
fluctuating force, dF 5 F 2 ^F&, acting on the oscillator

z~t! 5
1

kBT
^dF~t!dF~0!&. [2]

This approximate model has been employed to study, among
other systems (44–46), dioxygen relaxation in a rare gas solvent
(38), and relaxation of a polar solute (methyl chloride) in a polar
solvent (water) (41). The latter study found the Landau–Teller
theory to be valid in that the simulation result of the vibrational
energy relaxation was exponential in time and in good agreement
with the Landau–Teller theoretical prediction. Subsequently,
Bader and Berne demonstrated that this Landau–Teller expres-
sion is exact for both (i) a classical solute in a classical solvent and
(ii) a quantum solute in a quantum solvent (28). Therefore, if the
bath is well approximated as a set of bilinearly coupled harmonic
oscillators, resulting in a Gaussian model of the fluctuating force
autocorrelation function, the fully quantum result can be com-
puted from a fully classical simulation. Considerable effort has

\The coordinate time correlation function of the oscillator may have a finite recurrence
time, trecur, and a true relaxation time cannot be rigorously defined. However, we expect
that for a large system, the relaxation time will be far shorter than the recurrence time.
Therefore, we may define an observation time, tobs, such that T1 , tobs ,, trecur and the
computed relaxation time is insensitive to the exact choice of tobs.
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been made to test, improve on, and extend this model (38–40,
47).

When the system dynamics is not exactly harmonic the model
predictions will be approximate. What is the best estimate of the
size of the quantum corrections to the classical Landau–Teller
model? In general, it is not known how this should be done.
However, Skinner and coworkers (48) have recently made
careful comparisons of a number of models with experimental
estimates for the rate of vibrational relaxation in neat, liquid
dioxygen. For that system, they found the quantum corrections
to be large and on the order of 2 3 105. This and other work has
raised questions concerning the accuracy of previous simulation
estimates based on classical simulations interpreted using the
Landau–Teller theory.

Compared with the systems mentioned above, the system
studied here is a particularly good case for application of the
Landau–Teller model owing to the predominately harmonic
high frequency dynamics and weak coupling of the CO to the
protein and solvent bath. That assertion is supported by the fact
that preliminary estimates of the population relaxation time
based on the Egelstaff theory show that it agrees with the
Landau–Teller theory estimate to within a factor of three (J. L.
Skinner, personal communication).

During the simulations the CO bond was constrained to its
equilibrium length (1.128 Å) using the SHAKE algorithm and
the force along the bond was determined. The force autocorre-
lation function and its Fourier transform were then computed
and used to determine the time-dependent friction acting on the
bond. This calculation was performed for both the d- and
«-tautomers of the distal His (see Fig. 1) and used to compute
T1 as a function of the oscillator frequency.

The density of vibrational states of the protein and solvent
‘‘bath’’ can be used to identify vibrational ‘‘doorway’’ modes
participating in the vibrational relaxation of the CO molecule.
The vibrational density of states

D~v! 5
1

3N ^Oi

3N

d@v 2 vi#& . [3]

was determined using both quenched normal mode (QNM) and
instantaneous normal mode (INM) methods. In each case, the
normal mode spectrum was determined by taking ‘‘snap shot’’
configurations from the dynamical trajectories used to compute
the time-dependent friction. For the QNM spectrum, the ge-
ometry was optimized to the nearest local minimum of the

potential energy (producing a ‘‘quenched’’ state), and the nor-
mal mode analysis was performed for the mechanically stable
configuration. In computing the INM spectrum (49–56), the
normal mode analysis was carried out on the ‘‘snap shot’’
configuration itself.

Results and Discussion
Time-Resolved mid-IR Absorbance Data. Time-resolved mid-IR ab-
sorbance spectra of photolyzed Hb13CO were measured at a series
of times equally spaced on a logarithmic time scale (see Fig. 2). Four
features are readily apparent in the early time spectra, but only two
features, labeled B1 and B2, survive in the later time spectra.** The
surviving features correspond to 13CO in its ground vibrational
state (n 5 0) and trapped within a protein docking site (20). The two
satellite features labeled B*1 and B*2 decay with time and are well
described as red-shifted replicas of B1 and B2. The experimentally
determined shift between B1 (B2) and B*1 (B*2) is 26 cm21, similar
to the 25.3 cm21 shift between the ground (14 0) and hot band (2
4 1) vibrational transitions of 13CO in the gas phase (57). Conse-
quently, B*1 and B*2 arise from 13CO generated in its first excited
vibrational state (n 5 1). The spectral evolution of 13CO is shown
more clearly in Fig. 3, where the raw data are omitted and the
best-fit spectra†† are overlaid rather than offset. The decay of the
integrated intensity of B*1 and B*2, shown in Fig. 3 Inset, is well
described as an exponential function with a decay time constant of
600 6 150 ps. To convert the integrated absorbances into an

**Experimental evidence suggests that CO has a preferred orientation within the protein
docking site and the anisotropic field surrounding the docked ligand causes a Stark
splitting of the isotropic 13CO vibrational spectrum into B1 and B2 (19–21).

††The features denoted B1 and B2 are poorly described by single Gaussian functions;
however, they are both quite well described by a sum of two Gaussians (12 parameters),
i.e., B91 (B92) and B01 (B02) (19). The hot bands were modeled as shifted replicas of the B1 and
B2 features (2 additional parameters: amplitude and shift). Finally, the background was
modeled as a cubic polynomial (4 parameters). To make the least-squares optimization of
18 parameters for each time point more robust, several parameters were invoked as
global parameters over all time points. For example, the shift between B91 and B01 (B92 and
B02), their relative width, their relative integrated area, and the hot band shift were made
global parameters without compromising the quality of the fits. Furthermore, the shift
between B91 and B01 and their relative area was made to be the same as those for B92 and
B02. These constraints elevated the chi-squared parameter minimally and facilitated the
convergence of all parameters toward their assumed global minimum.

Fig. 1. A closeup of the carbonmonoxy myoglobin active site. The d and «

symbols mark the location of the d and « nitrogens of the distal His. This
configuration was taken from one of the molecular dynamics trajectories
described in the text. The «-tautomer is shown here.

Fig. 2. Picosecond time-resolved mid-IR absorbance spectra of photolyzed
Hb13CO. Photolysis of Hb13CO detaches 13CO from the heme. The 13CO is
produced predominately in its ground vibrational state (n 5 0) and gives rise
to two major features, B1 and B2. A small (3.6%) portion of the 13CO is
produced in its excited vibrational state (n 5 1) and gives rise to two satellite
features, B*1 and B*2. Vibrational relaxation back to the ground state (n 5 13
0) causes the red-shifted satellite features to disappear. The solid curves were
obtained by a least squares fitting to experimental spectra with the con-
strained model involving the Gaussian functions.
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estimate of the relative hot band population, the absorbance cross
section for the first hot band transition (24 1) was assumed to be
twice that of the ground state transition (14 0). [In the harmonic
oscillator approximation, the integrated absorbance for a vibra-
tional transition is proportional to (n 1 1) (58).]

A 3.6% nascent population in n 5 1 corresponds to a
Boltzmann temperature of 825 K, which is about 50% hotter than
would be expected if the photon energy beyond that required to
break the Fe-CO bond were distributed over all degrees of
freedom of the heme and if the CO was in thermal equilibrium
with the heme at the time of its release (59, 60). It would seem
that this near correspondence is coincidental: the time scale for
CO release is within 100 fs of photoexcitation (20, 61), so it is
unlikely that the CO can emerge in thermal equilibrium with the
heme. If the dissociated CO were to come into thermal equi-
librium with the heme after its release, collisions with the
ambient protein would limit its rise in temperature to approxi-
mately half that of the heme. Consequently, the partitioning
between the ground and first excited vibration of CO is dictated

by the dissociation mechanism, not by any mechanism for
thermalization.

A modest (6.7%) decrease in integrated B-state absorbance is
observed at 1 ns and likely corresponds to departure of CO out
of the heme pocket docking site. Because ligand escape is far
slower than vibrational relaxation, vibrational relaxation of CO
occurs while trapped within a well-defined region of the protein.

Simulation Estimates of T1 and Identification of ‘‘Doorway’’ Modes.
Molecular dynamics simulation was used to compute the fre-
quency-dependent friction on the CO oscillator in the heme
pocket of solvated myoglobin. The computation of the vibra-
tional relaxation time employed the standard preexisting poten-
tial functions used previously in the simulation of carbonmonoxy
myoglobin (23, 24). Given the dynamical time series it is straight-
forward to compute the force correlation function, its Fourier
transform, and the resulting relaxation time. As such, the
computed time depends only on the dynamics, which is deter-
mined by the potential and the initial conditions. The results are
shown in Fig. 4. The magnitude of the frequency-dependent
friction at the frequency of the CO was used to compute the
population relaxation time through Eq. 1.

Table 1 lists the results for the vibrational relaxation times in
both the d- and «-tautomers. Note that the frequencies listed in
Table 1 are shifted slightly from those seen in Fig. 2. This shift
is due to the different local environments found in the myoglobin
(simulation) and hemoglobin (experimental) studies. The results
have error bars comparable to those derived from the experi-
mental measurements (31). Our calculations predict a measur-
able difference in the relaxation time depending on the proto-
nation state of the distal His. The simulation estimate based on
the approximate Landau–Teller theory is in good agreement
with the experimentally measured relaxation time of 600 6 150
ps and the simulated relaxation time of the «-tautomer. The
larger rate for T1 in the system of the «-tautomer suggests that

Fig. 3. Overlay of best-fit spectra at 56, 100, 178, 316, 562, and 1000 ps. (Inset)
Time-dependent population of CO in its n 5 1 vibrational state (reported as a
percentage of the total population of docked CO). The nascent yield of
vibrationally excited CO is about 3.6%. The population of vibrationally excited
CO decays exponentially with a time constant of 600 6 150 ps.

Fig. 4. The frequency dependent friction kernel, z̃(v), for the carbon mon-
oxide ligand in the heme pocket of sperm whale myoglobin is shown for both
tautomers of the distal His. Displayed in the inlay is the fluctuating force
autocorrelation function for the carbon monoxide ligand stretch. This func-
tion was computed as an average over 20 trajectories for CO in the heme
pocket at 300 K. The ¹ marks the approximate CO oscillator frequency. The
z#(v) data have been smoothed for clarity.

Fig. 5. The QNM and INM vibrational density of states of the «-tautomer of
sperm whale myoglobin.

Table 1. Vibrational population relaxation times, T1, for the
dissociated CO in the heme pocket of solvated myoglobin at
room temperature

His-64
B1

2131 cm21

B2

2119 cm21

d-tautomer 335 6 115 330 6 145
«-tautomer 640 6 185 590 6 175

Estimates are made at CO frequencies of 2,131 and 2,119 cm21, which are
identified with the B1 and B2 states of photolyzed CO in myoglobin. Times are
given in ps.
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the dominant protonation state of the distal His in the experi-
mental system may be the «-tautomer. However, considering the
nature of the simulation, the possibility that the experimental
system is the d-tautomer should not be excluded.

The QNM and INM density of states for the «-tautomer are
shown in Fig. 5. General features of the computed D(v) include
a rapid rise at low frequency caused by collective modes and a
wide band of torsional and ring deformation modes mixed with
bond and angle stretches up through the carbonyl stretches at
approximately 1,600 cm21. Following this dense band there is a
clear separation of states between 1,800 and 2,800 cm21. This
separation effectively isolates the CO vibration from the remain-
der of the system. As a result, CO vibrational coupling to the
protein/solvent bath is weak. As we move up in frequency the
modes become much more localized. In fact modes from 2,000
to 3,200 cm21 are due to the hydrogen stretching of only 1–2
residues. At higher frequencies the states are highly localized
OH and NH stretching modes.

To identify the doorway modes, we computed the coupling
constants between the CO stretch and the bath modes from the
INM spectrum. The distribution of the square of the coupling
constants is called the influence spectrum, which graphically
illustrates the frequencies to which the CO stretch (15) strongly
coupled. For the «-tautomer of the distal His, the influence
spectrum, seen in Fig. 6, has a noticeable peak at a frequency of

'3,515 cm21 corresponding to the N«-H« stretch of the distal
His. The second most prominent peak can be seen in the region
from 1,500 to 1,700 cm21. The modes found here are a combi-
nation of angle bend and bond stretching motions. Once again,
His-64 plays a key role. The influence spectrum for the d-tau-
tomer exhibited similar couplings but lacks the N«-H« stretch.

While there is some solvent coupling evident between 3,200
and 3,300 cm21, the effect appears to be minimal. This infor-
mation suggests that the principle modes responsible for CO
relaxation in myoglobin are extremely localized and that large-
scale collective motions are relatively unimportant in the relax-
ation process. This is in agreement with the interpretation of
experiments of Fayer et al. (12) in which they attributed high
frequency, localized modes to the relaxation of the CO ligand in
myoglobin. Furthermore, the residues most strongly involved in
the relaxation tend to be those closest to the CO molecule. This
behavior is similar to that found in liquids, in which the fluctu-
ations in the first solvation shell of an oscillator strongly con-
tribute to vibrational relaxation (62).

Summary
Investigation of CO relaxation in heme proteins can provide
information concerning the cooperative nature of ligand binding
and rebinding, in particular, and protein dynamics, in general.
The computational estimates of the vibrational relaxation time
agree favorably with the relaxation time determined by the
time-resolved mid-IR spectroscopic measurements reported
above. The agreement is especially good when comparing the
computational results of the «-tautomer with those obtained
from the experimental measurements. However, one must have
in mind that quantum corrections could alter these estimates.
Preliminary calculations based on the Egelstaff theory suggest
that our Landau–Teller theory values might overestimate the
quantum corrected values. The calculations therefore suggest
that the «-tautomer, which yields the largest T1 values, may be
the dominant form in HbCO and MbCO. The estimated vibra-
tional relaxation times predict that the relaxation rate is more
than an order of magnitude slower than that observed for bound
CO. Identification of high frequency vibrations of the distal His
as important to the relaxation mechanism indicates that the
temperature dependence of T1 will be weak as is the case for the
bound CO. These estimates can be tested experimentally for the
absolute time scale and the predicted role of the distal His in the
energy relaxation mechanism. Measurements of T1 for myoglo-
bin mutants of the distal His should show a significant change in
the relaxation time and mechanism.
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