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ABSTRACT: Geminate recombination of the methionine ligand to the heme
iron in ferrous cytochrome c protein following photodissociation displays rich
kinetics. It is of particular interest to develop an understanding of fast and slow
rebinding time scales, observed in experimental studies, in terms of features of
the underlying complex energy landscape. The classical empirical force field in
the heme pocket has been extended by incorporating ab initio potential energy
surface calculations representing the ground singlet state and quintet state
associated with methionine bond breaking and rebinding. An algorithm based
on the Landau−Zener nonadiabatic transition theory has been employed to
model the electronic surface hopping between two spin states during the
process of ligand dissociation and recombination. Multiple conformational
substates of the dissociated methionine ligand are found to participate in the
reaction dynamics. Varying time scales for interconversion between substates
lead to a mechanism elucidating the fast and slow rebinding time scales. The
reaction system may be understood in terms of a two-dimensional reaction coordinate distinctly separated from the coupled bath
of surrounding protein and solvent degrees of freedom. Insights into the reaction dynamics provided by this study lead to
suggestions for future experiments to further probe the role of dynamic heterogeneity in the kinetics of ligand−protein binding.

■ INTRODUCTION
Geminate recombination of axial ligands to the iron atom in
heme proteins, as one of the key steps of protein global
structural dynamics and allostery, has been of great interest and
widely studied both experimentally and theoretically in the past
decades. Many of those studies have been dedicated to diatomic
axial ligands, such as CO, NO, and O2 in globins.1−27 From
those studies, a deep and general understanding of protein
dynamics, in terms of transitions between conformational
substates, has developed and formed the foundation for
modern “energy landscape” theories of protein dynamics and
thermodynamics. In spite of this success, a rigorous under-
standing of molecular reaction dynamics for ligand rebinding in
myoglobin has proven elusive. The Agmon−Hopfield8 and
Champion-Srajer28,29 models of ligand rebinding define specific
reaction coordinates for the rebinding process but also include
an undefined protein coordinate as an essential component of
the multidimensional reaction coordinate in addition to the
surrounding bath. Although heme−ligand dissociation in heme
proteins usually does not occur under normal conditions,
heme−ligand bond breaking and rebinding take place during
the process of internal and external ligand switching or
competition in neuroglobin30,31 as well as in a specific group
of heme-based sensor proteins such as Ec DOS, DOSH, and
CooA.7,32,33 Understanding the kinetics and thermodynamics of
internal ligand binding is essential to our knowledge of the
composition and function of these heme proteins.
Cytochrome c (cyt c) (Figure 1) is an essential component

of the electron transport chain in mitochondria.34 The 6-
coordinated iron (Fe) in the heme plays an essential role in the
process of electron transport. The dissociation of the internal

ligand, the methionine (Met80), from the heme causes an
electronic structural change around the heme inducing the
transition between 6-coordinated and 5-coordinated iron.
Photodissociation of Met80 in reduced Fe(II) cyt c has been
performed by Champion and co-workers,35 and the rebinding
of the Met80 was observed to occur with single exponential
kinetics on a time scale of 6.2 ps. Kruglik and co-workers36

studied the same system and two rebinding time scales were
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Figure 1. Heme pocket in cyt c showing distal Met80 and proximal
His18.
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observed, including a fast and a slow rebinding with 4.8 ps and
16 ps time constant, respectively. In recent work using
femtosecond transient-absorption method, Zhong and co-
workers37 observed a Met80 rebinding time constant of
approximately 7 ps. In that study, the global structural
distortion and energy relaxation triggered by the photo-
dissociation was also observed. These studies raise questions
regarding time scale mechanisms of fast and slow rebinding of
Met80 in cyt c.
There are two main challenges that face the computational

modeling of the Met80 rebinding in cyt c. (i) Identifying an
effective potential energy surface (PES) that allows for ligand
dissociation and recombination in a classical molecular
dynamics (MD) simulation. (ii) Defining a reactive model to
describe the electronic structural change, including changes in
spin state, associated with the transition between bonded and
dissociated ligand states.
In forming PESs for the rebinding process, one approach is

to reduce the system to one or two degrees of freedom defining
a one- or two-dimensional PES. The PES can be chosen from
empirical classical MD force field or experimental data, or it can
be obtained from ab initio calculations. A ligand−porphyrin−
imidazole model is often employed using geometrical
optimizations and single point energy surface scans along a
particular reaction coordinate.19−21 In a recent study of NO
rebinding in myoglobin by Nutt, Karplus, and Meuwly,9 a two-
dimensional PES was developed using ab initio optimization on
a NO−heme−imidazole system. PES calculations in different
spin states have been intensely studied by Harvey and co-
workers,21,38−40 with a focus on analyzing spin-forbidden
nonadiabatic transitions. One problem associated with using a
simplified model system to obtain the PES is that the effects of
the protein environment are largely neglected.1,8,41−45

In defining the process of nonadiabatic transitions between
PESs, various models and theories have been developed from
studies of NO rebinding in myoglobin.9,11,13,15−17 A simple PES
can be defined dependent on key heme−ligand atoms around
the reaction center. Li, Elber, and Straub17 employed the one-
dimensional Landau−Zener46−48 model to capture the non-
adiabatic transitions between the bonded state and the
dissociated state in NO binding in myoglobin. Two one-
dimensional PESs for two electronic states were designed, and
the nonadiabatic transition associated with NO−heme bond
breaking and rebinding was modeled using the Landau−Zener
theory. The problem that arises is that the Landau−Zener
theory, a powerful tool to investigate nonadiabatic transition for
one-dimensional systems, is challenged to describe reaction
dynamics in proteins where the multidimensional reaction
degrees of freedom are essential, and the system cannot be
reliably reduced to one or two dimensions.8,49 Meuwly,
Karplus, and co-workers11 chose a different reactive model to
describe the ligand rebinding process. A structural criterion for
the reaction was defined, and once the system meets the
criterion for a transition, the transition is assumed to always
occur. The reaction rate is estimated from the energy barrier at
the transition point of the PES. This method efficiently defines
a reactant and a product state, but leads to an estimation of the
reaction rate that ignores nonadiabatic tunneling transitions
and barrier recrossing.48,50,51

Calculation of the nonadiabatic transition probability using
the Landau−Zener theory requires knowledge of the coupling
between two electronic states44,52−54, which is often difficult to
determine. The application of the surface-hopping algorithm

based on Tully’s fewest switches model55,56, which demands a
model for the nonadiabatic coupling vector, is a great challenge
in complex systems such as ligand−heme binding in proteins.
We present a computational study of geminate recombina-

tion of the Met80 ligand to the heme iron atom in ferrous cyt c
protein following photodissociation in terms of the dynamics of
the underlying complex energy landscape. The CHARMM
force field is extended by incorporating ab initio PES
calculations to model the singlet (bonded) and quintet
(unbonded) states for the Met80 recombination energetics. A
full-dimensional surface-hopping algorithm based on the
Landau−Zener theory is used to capture the nonadiabatic
transitions between the bonded and unbonded states of the
Met80 ligand. The time evolution of Met80 photodissociation
and rebinding is explored through the simulation of multiple
dissociation and rebinding trajectories. A distribution of
rebinding time scales is observed and understood in terms of
the dynamics of two key degrees of freedom, as well as the
surrounding protein dynamics.

■ METHODS

PESs. Met80 rebinding involves at least two electronic
states:1,4,11,20 the ground state singlet (s), associated with the
bonded state, and the quintet (q), associated with the
unbonded state. In this work, the classical CHARMM force
field in the heme pocket has been extended by incorporating ab
initio PES calculations. The force field has been designed to
model these two spin states, including two sets of force
parameters to describe the heme doming44,57−59 controlled by
the Fe−N bond, N−Fe−N angle, S−Fe−N angle, and C−S−
Fe angle interactions.11 The Fe−S bond is modeled by a Morse
potential

= −− α − −α −V R D( ) [e 2e ]R R R R
s

2 ( ) ( )s s (1)

for the singlet state and a repulsive potential

= −− β −V R A B( ) e R R
q

2 ( )q
(2)

for the quintet state, as functions of the Fe−S distance R. D is
the Fe−S binding energy, Rs is the equilibrium Fe−S bond
length, and α, β, A, B, and Rq are parameters to be determined
by fitting to ab initio energy calculations and appealing to
experimental observables.

PES Parametrization. Parameters for Vs and Vq were fitted
using the following strategy. (1) A model system (Figure 2) of
porphyrin, proximal imidazole ligand and distal dimethyl-sulfide
ligand, modeling the Met80−heme−His18 complex, was
employed in ab initio geometrical optimization to obtain a
global minimum structure in a defined spin state. (2) Single
point energy surface calculations, VGaussian, were computed for
both states by slowly changing R with all other degrees of
freedom fixed. (3) The same set of geometries obtained from
(1) were optimized using the CHARMM force field to calculate
Vcharmm, where Vcharmm is the total potential energy
without the Fe−S interaction. (4) Vs and Vq were fitted to
the difference VGaussian − Vcharmm. The idea of calculating single
point energy is to minimize the effects from physically
inaccurate deviations in secondary degrees of freedom due to
the lower accuracy of the CHARMM force field when the
system is far from the equilibrium configuration. Ab initio PES
calculations were performed at the B3LYP/6-31G** level to
the model system using Gaussian03.
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Adjustments to PES. The fundamental frequency of the Fe−
S stretching mode was found to be 372 cm−1.60 Normal mode
analysis was performed in CHARMM to capture and compare
the Fe−S stretching mode with experimental measurement.
The parameters in eq 1 were adjusted accordingly to D = 14
kcal/mol, α = 2.6 Å−1, and Rs = 2.32 Å.
In addition to the single point energy scan, an energy scan

using full geometrical optimization of the model system at
different Fe−S distances was also performed. As shown in
Figure 3, the dimethyl-sulfide group favors different orienta-
tions to the heme plane, leading to an up-and-down flipping
motion, as it moves away from the heme. Calculations resulted
in an 8 kcal/mol asymptotic energy difference between the
singlet and quintet states, on the basis of which the parameter B
in eq 2 was adjusted. The final parameters in eq 2 were set to A
= 10 kcal/mol, B = 3 kcal/mol, β = 3.9 Å−1, and Rq = 2.3 Å.
Surface Hopping Algorithm. Simulation of chemical

bond breaking and reformation requires the modeling of
nonadiabatic transitions between different electronic states. The
Landau−Zener46,47 theory of nonadiabatic surface-scattering is
one theoretical model that has been applied to model ligand−

Fe binding in heme proteins.48 Zener’s work in 1932 led to a
result for the transition probability between two diabatic energy
surfaces:

= − π Δ
ε − ε
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where ε1 and ε2 represent the potential energies of two diabatic
states. Δ is the electronic coupling between these two states
assigned to the spin−orbit coupling in this case.50,52,53 h is
Plank’s constant. This result is more commonly written as
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where the time derivative of the energy difference between the
diabatic states ε1 and ε2 is replaced by
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where v is the velocity along the reaction coordinate, and F1
and F2 are the slopes of two potentials at the crossing point.
Equation 4 is widely employed, as F and v can be easily
determined for a one-dimensional system.
For the case of a transition between the singlet and quintet

states involved in Met80 ligand binding in cyt c, the
nonadiabatic transition is best treated as a multidimensional
problem. In order to successfully implement eq 4, one must
reduce the PES to one or very few dimensions. This leads to an
inaccurate description of the dynamics, as some of the essential
reaction coordinates may be eliminated in the process of
reduction. Another problem is potential energy discontinuity
when a transition occurs. To conserve the total energy of the
system, the potential energy change is usually deposited into
the kinetic energy by rescaling the velocities of atoms around
the reaction center, a process that is convenient but not
necessarily physically reasonable.
We introduce a full-dimensional treatment of the Landau−

Zener theory by appealing to eq 3, eliminating the need to
reduce the system to one dimension, as long as the first-order

Figure 2. The model system for the truncated heme pocket including
distal dimethyl-sulfide and proximal imidazole.

Figure 3. Geometrical optimizations of the model system at different RFe−S: (a) singlet, from left to right, RFe−S = 2.44, 3.2, 4.4, 5.2 Å; (b) quintet,
from left to right, RFe−S = 3.2, 3.5, 5.3, 5.5 Å.
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derivative of the PES over time is known. We introduce an
energy criterion to conserve the total energy of the system
during transitions, simply based on the “physics” of a two-spin-
state system. Spin flipping most likely occurs when the two
states are close enough in energy, leading to large transition
probability induced by strong spin−orbit coupling and a small
energy barrier.
We define εdiff = |ε1 − ε2| as the energy difference between

the singlet state, ε1, and the quintet state, ε2. ε1 and ε2 are
calculated at each time step by applying singlet and quintet
force fields to the same geometry. When εdiff < Δε, a predefined
small energy gap, the Landau−Zener transition probability P is
evaluated. P is then compared to r, a random number from the
uniform distribution between 0 and 1. If P > r, a transition to
the other spin state is accepted, otherwise, the system remains
in the current state. In this work, the spin−orbit coupling, Δ, is
predetermined by appealing to calculations and experimental
measurements in diatomic ligand−heme systems.50,61−63 The
energy gap Δε influences the rebinding kinetics, and was with a
value of no less than the maximum energy change between two
consecutive time steps. Δε was defined to be <2 kcal/mol, and
Δ was approximated as a constant set to be 350 cm−1. We have
adjusted these parameters in a way that leads to kinetics for fast
rebinding that are consistent with experimental observations, in
order to probe the time scale and mechanism of the slower
rebinding component.
MD Simulation. The sequence of 1HRC cyt c from the

Protein Data Bank (PDB) was used to define the human cyt c
system and the crystal structure was taken as the initial
configuration. A cubic water box with 10440 TIP3P water
molecules was added to surround the protein. The Stormer−
Verlet algorithm and periodic boundary conditions were used,
and the Ewald method was used to calculate the electrostatic
energy. All bonds with hydrogen atoms were constrained using
SHAKE. The simulation time step was 1 fs. The singlet state
system (with 6-coordinated heme) was first minimized and
then slowly heated up to 300 K. A constant pressure and
temperature (CPT) equilibration was performed for over 6 ns.
Seed structures were taken every 20 ps during the later stage of
the CPT equilibration. The size of the water box was
determined to be 68.8 × 68.8 × 68.8 Å3. A total of 200 seed
structures were collected and each was evolved for another 20
ps of constant volume and energy (NVE) equilibration. The
final coordinates and velocities of each seed structure were
collected as the initial coordinates and velocities for the
dynamics simulations.
To simulate the photolysis process, the system underwent a

vertical transition between the singlet (bonded) and the quintet
(unbonded) force fields for each of the initial structures
obtained from NVE equilibration. The system dynamics
evolved at constant NVE. εdiff was calculated and monitored
at each step. P was calculated and compared with r when the
energy criterion for a transition was satisfied. Once a transition
between electronic states was accepted, the force field was
abruptly switched causing the system to undergo an energy
change less than the magnitude of εdiff due to the occurrence of
the transition. This energy change was ignored. Each initial
structure was used to perform dynamics runs five times with a
different random number, r, to compute the rebinding time
statistics. A total of 1000 trajectories were collected for analysis.

■ RESULTS
Time Evolution of Photodissociation and Rebinding.

The Fe−S distance, RFe−S, was monitored as the key reaction
coordinate and sensitive indicator of photodissociation and
rebinding. Typical fast rebinding and slow rebinding trajectories
are shown in Figure 4a. Each of the trajectories starts from a 6-

coordinated equilibrium structure. For the fast rebinding
trajectories, RFe−S increases from the equilibrium bond length
2.3 Å to 3.5−4 Å within 100 fs after photodissociation. Such a
time is too short for nuclear reorganization, but sufficient for
electronic density redistribution. In the transition, the Met80
ligand is immediately pushed away from the heme due to
strong repulsive interactions. Upon rebinding, the RFe−S then
rapidly returns to 2.3 Å after fluctuating around 3.5−4 Å for the

Figure 4. (a) Fast and slow rebinding trajectories, (b) histogram of
rebinding times over 1000 trajectories, and (c) survival probability of
unbounded Met80 as a function of time.
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time scale of several picoseconds. The trajectories for the slow
rebinding reveal the population and fluctuation of RFe−S around
5 Å, and the RFe−S is often observed to make a transition to
intermediate distances of 3.5−4.5 Å before rebinding.
Figure 4b shows the rebinding time distribution over 1000

trajectories. Figure 4c shows the fraction of unbounded Met80
over time, exhibiting a double exponential decay. Two major
lifetime constants of unbounded Met80, τ1,τ2, were fitted using
a linear combination of two single exponential functions to
yield u(t) = C1exp(−t/τ1) + C2 exp(−t/τ2), where C1 = 70.4, C2
= 30.2, τ1 = 3.6 ps, and τ2 = 14.4 ps. This defines two time
scales: τ1 for fast rebinding and τ2 for slow rebinding.
Mechanism of Multistep Rebinding. A key goal of our

study is to resolve the mechanism of rebinding associated with
the different rebinding times observed in the double-
exponential decay. The dissociated Met80 ligand in cyt c is
covalently connected to the protein backbone making the
reaction unimolecular in the case of which the protein dynamics
are restricted to fluctuations among conformational substates of
the native structural ensemble. In our simulations, multiple
conformational substates of the dissociated Met80 were found
to be essential to the interpretation of the fast and slow
rebinding time scales observed in experimental studies.
We have observed that the dissociated methionine samples

specific conformational substates before it rebinds to the heme
Fe. Figure 5b,c shows two different substates with respect to
the C−S−C pointing downward and upward. Figure 5a shows
the orientation of the C−S−C when it is bonded to the Fe.
Comparison of panels a and b reveals that the downward
substate is conformationally similar to the bonded state, except
that the Fe−S distance is larger and the sulfur atom is slightly
tilted up. Comparing panels b and c, one can see that the
upward substate differs from the bonded state through a
reorientation of the C−S−C group. The Fe−S distance reaches
its longest separation at this point. Detailed analysis on 1000
trajectories suggests that the population of these conforma-
tional substates leads to different rebinding time scales.
Another major conformational difference between the

dissociated states and the bonded state is the heme doming
with the Fe out-of-plane displacement. This can be observed
from Figure 5b,c, with a noticeable out-of-plane displacement
of the heme Fe, as opposed to the in-plane Fe atom observed in
Figure 5a.
The reaction system can be represented in terms of a two-

dimensional reaction coordinate distinctly separated from the
coupled bath of surrounding protein and solvent degrees of
freedom. It is difficult to describe the orientation of the active
site, including relative orientation of Met80 to the heme,
exclusively through the internal coordinates of Met80. One
approach would be to consider combinations of torsional angles
C−S−C−C, S−C−C−C, or C−C−C−C of the Met80 that
reflect the rotamers of the Met80. Those combinations of
torsional angles considered as generalized coordinates led to a
wide variety of values that were not well correlated with the
upward and downward states that are associated with the
reaction intermediates. Two methionine rotamers studied by
Yamashita et al.7 have also been observed in our MD
simulations. In our study, those two rotamers were found in
both the bonded and dissociated states, and have no direct
correlation with the C−S−C downward and upward
orientations in the dissociated state in particular. One example
is Figure 5a−c, which illustrates one type of methionine
rotamer that exists in the bonded state, the dissociated

downward state, and the dissociated upward state. In order to
show the correspondence between the conformational
substates and rebinding times, the downward and upward
orientations in Figure 5 are alternatively represented as an angle
θ describing the C−S−C flipping motion of the Met80 and the
Fe−S distance RFe−S. As shown in Figure 6, θ is defined as the
angle between two vectors, r1 and r2. r1 is defined by the iron
atom and the nitrogen atom of the histidine residue that is
connected to the iron atom. r2 bisects the C−S−C angle of the
Met80. The R−θ two-dimensional trajectories of six fast and
two slow rebinding events are shown in Figure 7. For the fast
rebinding trajectories, θ populates two main regions (where
RFe−S = 3.5−4 Å) with a slight change of roughly 20° compared
to the θ values in the equilibrium region (where RFe−S = 2.3 Å).
For the slow rebinding trajectories, θ populates three different
regions. In one region, RFe−S is large (5 Å) with a roughly 100°
rotation of θ from the equilibrium position, indicating a flipping
from downward to upward. The other two regions are merged
into an area where RFe−S is around 3.5−4 Å. The time needed
for transition between the upward and downward orientations
of θ is the main cause of a slower rebinding.
In Figure 8, the overlap of a fast and a slow rebinding two-

dimensional trajectory shows the differences in terms of the
changes of θ and RFe−S. In the fast rebinding trajectory, the

Figure 5. (a) Bonded Met80 configuration and dissociated Met80
configurations (head on and rotated 90 degrees) in (b) the downward
substate and (c) the upward substate.
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motion of the Met80 is relatively restricted to the downward
substate. For the slow rebinding trajectory, the Met80 is able to
move more freely to populate the downward and upward
substates. The three dimensional schemes of trajectories in
Figure 7 are shown in Figure 9 in terms of the time evolution of
two key reaction coordinates θ and RFe−S. Adding the time axis
(vertical axis) to reaction coordinates R and θ (horizontal axes)
provides insight into how the system transitions from one
substate to another. Each trajectory starts from the bottom with
dark blue color, and, as time evolves, the color changes become
warmer and warmer. The projection of the trajectories on the
RFe−S−θ plane is identical to the corresponding plot in Figure 7.
To explore the nature of configurations in the unbonded

state, a 3.2 ns equilibration of the 5-coordinated system (with
dissociated Met80) in the quintet state was performed and the
distributions of RFe−S as well as θ are shown in Figure 10a,b. In
each plot of Figure 10, three Gaussian functions were used in
the fit with the sum of the Gaussians shown in red. The center
of each function is set to RFe−S = 3.5 Å, 4.0 Å, and 5 Å, and θ =
50°, 75°, and 170°, respectively, defining three distinct
conformational substates. The dissociated system differentially
samples those substates, resulting in different rebinding time
scales when it comes to a reactive dynamics run. Figure 10
provides insight into the population of each substate, where the
fast rebinding contribution from downward substates comprises
over 90% of the population, and the remaining population is
assigned to the upward substate.
Free Energy Landscape and Kinetic Energy Relaxa-

tion. Although two key reaction coordinates have been
extracted to study the rebinding dynamics, there are many
other degrees of freedom involved that are, in general, difficult
to explicitly describe. Rather than using the multidimensional
potential energy landscape of the protein, a lower dimensional
effective free energy landscape may be defined to provide
insight into the kinetics of the system at finite temperature. By
binning data from trajectories (as in Figure 7), a probability
density distribution P(R,θ) may be defined along with the
effective free energy9

θ θ= −F R k T P R( , ) ln ( , )B (6)

where kB is the Boltzmann’s constant and T is temperature.
Figure 11a shows the effective free energy surface of the
reactive system as a function of two reaction coordinates, R and
θ, as well as the two-dimensional contour projection on the
R−θ plane. From this free energy landscape, the minimum
energy path was computed with the result shown in Figure 11b.
The reaction path shows two reactant states (corresponding to
the downward and upward conformational substates) and one
product state (corresponding to the bonded state). The energy
barrier for the transition from the upward substate to the
downward substate is 0.5 kcal/mol in the forward direction and
2 kcal/mol in the backward direction. The barrier for the
transition from the downward substate to the product state is 1
kcal/mol. The barrier from the product state to the downward
substate is >3 kcal/mol and >4 kcal/mol to the upward
substate. There is a natural flow of probability from the upward
to downward substates. Figure 7 provides an example of
transition from the downward substate to the upward substate,
which is possible but rare. It is highly unlikely to have a
transition from the product state to the reactant states due to a
large energy gap. Recrossing of the barrier from the product
state to the reactant states after rebinding is never observed in

Figure 6. Definition of reaction coordinate θ as the angle between
vectors r1 and r2.

Figure 7. Two-dimensional projections of trajectories of fast and slow
rebinding of Met80 ligand (θ in degrees, R in angstroms). The
trajectory is initially dark blue, and evolves as time progresses to be
light blue, green, yellow, orange, and finally red.
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the MD simulations. In fact, thermal dissociation of axial
ligands is known to take place in the microsecond time scale.
Therefore, dissociation was not expected to be observed in our
picosecond time scale simulations. Such a large energy gap can
only be overcome by developing a high concentration of excess
energy through, for example, photodissociation that breaks the
valence bond and causes a vertical transition.
In order to examine the feasibility of applying some form of

equilibrium reaction rate theory, it is useful to look at the time
scales of kinetic energy relaxation along those key reaction
coordinates following the photodissociation. Figure 12a,b
shows the 20 ps kinetic energy relaxations of the heme and
Met80 as well as the time autocorrelation function. E is defined
as the total kinetic energy of all heavy atoms in each residue and
⟨E⟩ = 3NkBT/2 as the average equilibrium kinetic energy,
where N is the number of heavy atoms in each residue. The
kinetic energy relaxation of the Met80 occurs in less than 1 ps,
and is substantially slower (on the order of several pico-
seconds) for the heme. The heme pocket is able to reach
equilibrium or near equilibrium when the rebinding occurs
(with a 3.6 ps time scale for fast rebinding and 14.4 ps for slow
rebinding), suggesting that it may be possible to apply
equilibrium reaction rate theory to estimate the reaction rate.
Fe Out-of-Plane Motion. Experimentalists have observed

that the Fe atom moves out of the heme plane following
photodissociation.4,35,59,64 This has also been observed in our
MD simulations as well as ab initio geometrical optimizations.
Figure 3b shows several optimized structures in the quintet
state at different Fe−S distances. The Fe atom moves out of
plane within a very short time, with the separation of the
dimethyl-sulfide group and the heme occurring more gradually.
This indicates that the Fe out-of-plane motion is induced by the
instantaneous change of the local electronic structure associated
with photodissociation. For the case of the singlet state, in
Figure 3a the Fe atom stays in plane except for a slight
displacement at large Fe−S distance. A large Fe−S separation at
low spin state (singlet) is a physically unfavorable high-energy
configuration upon photodissociation. Figure 13 shows the
distribution of Fe−S distances in the singlet and quintet states

from the rebinding dynamics simulations. RFe−S is strongly
localized around 2.3 Å in the singlet state with an upper bound
no greater than 3.2 Å. This suggests that the slight out-of-plane
displacement of the Fe atom at large RFe−S may be ignored for
the singlet state force field. RFe−S reveals a wider distribution in
the quintet state, as the dissociated Met80 samples a number of
conformational substates, including torsional transitions in the
Met80 side chain.

■ DISCUSSION
Met80 Side Chain Transitions. The flipping motion of the

Met80 has been observed in MD simulations of Met80
dissociation and rebinding (see Figure 5) and interpreted as the
essential mechanism underlying the fast and slow rebinding
dynamics. In the model system of porphyrin-dimethyl sulfide,
the orientational transition in the dimethyl sulfide group with
increasing Fe−S distance observed in Figure 3 provides insight
into the rebinding mechanism. The methyl groups and heme
maintain a strong interaction despite the spin state change.
During dissociation of dimethyl sulfide (Figure 3), the methyl
groups are pulled toward the heme and remain at a relatively
static distance (about 3.75 Å) from the heme (see Table 1).
The attraction between the sulfur atom and the heme decreases
as RFe−S increases in the singlet state, and turns into a strong
repulsion when the spin switches to quintet upon dissociation.
The sulfur atom therefore gains substantial momentum to
create a significant separation from the heme. Similar attraction
interactions between the terminal methyl group of Met80 and
the heme, as well as the s-flanking methylene of Met80 and the
heme, also appear to stabilize the upward dissociated
configuration.

Surface Hopping Dynamics and Assumptions. The
energy criterion in this Landau−Zener-based surface hopping
algorithm ensures that the spin state change is only allowed
when the potential energies of each state, ε1 and ε2, are
sufficiently close. The total energy of the system is conserved
without a need for redistribution of energy over the system
modes to address unphysical discontinuities in the potential
energy. Figure 14 shows three trajectories in which ε1, ε2, and
the actual potential energy of the system at each time step,
εactual, are monitored. One can see that εactual smoothly
transitions between ε1 and ε2. The allowed energy jump is
approximately the magnitude of the electronic coupling
between the two states. Figure 14 also shows multiple hopping
transitions between the two electronic states. The approximate
surface hopping method employed in this study aims to provide
a dynamics that captures the overall statistics of surface
crossing. In that sense, the detailed dynamics of multiple
surface hopping in a given encounter in the transition region
may correspond to a more complex quantum dynamics where
there is a significant probability of population on each diabatic
surface as the nuclei pass through the crossing region and
before they separate into the better defined asymptotic states.
The heme doming motion, as well as the distance and relative
orientation between the Met80 and heme, are the major
conformational “order parameters” that define the transition
region. The sulfur atom in Met80 must approach the Fe atom
with the Met80 residue in a downward conformation of
rebinding to occur. The heme doming configuration at the time
of rebinding tends to be flat as opposed to being domed toward
the His18. Many other conformational factors could be taken
into account in order to provide a more fine-grained
description of the system conformation. However, the two

Figure 8. An overlap of two-dimensional projections of fast (blue) and
slow (red) rebinding trajectories for Met80 ligand. Relatively restricted
motion of the Met80 ligand and lack of conformational transition in
angle θ is observed to underlie fast rebinding.
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principal coordinates that we have defined capture what we feel
are the essential degrees of freedom that describe the slow and
fast rebinding dynamics.
Although our model appears to capture essential aspects of

the methionine rebinding mechanism, it is an approximate and
simplified model of the nonadiabatic reaction dynamics. The
time dependence of the PES in the crossing zone is a linear
approximation. This assumption excludes the case in which two
PESs approach but never cross. In that case, the transition
probability can be significantly different from the linear model.

One of the theories to describe this noncrossing case is the
Rosen−Zener model.65,66 An alternative model is the Demkov
model.67 In those models, the electronic coupling is treated
exponentially as a function of either the time or the reaction
coordinate.65−68

Electronic coupling of a system that involves spin state
change is reduced to the spin−orbit coupling, which is a
challenge to address both theoretically and experimentally, even
in cases where the initial and final electronic states and energy
surfaces are well-defined. The actual coupling is time-depend-

Figure 9. Time evolution of Met80 rebinding trajectories displayed in three dimensions of R, θ, and, on the vertical axis, time (R in angstroms, θ in
degrees, and time in ps).
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ent (conformation-dependent) and cannot be easily calculated
during MD simulations. The coupling is treated as a constant in
time in the Landau−Zener linear model, as the crossing zone of
the PES is sufficiently small. Our energy criterion restricts the
coupling to being estimated only within the crossing zone.
Direct transitions between singlet and quintet states are spin-

forbidden.39,40,61 However, transitions can still be induced by a
strong spin−orbit coupling.54 Sometimes the multiple-step
rebinding process can be caused by multiple-step spin state
change, for example, a quintet−triplet−singlet process. An ab
initio study of a spin-dependent mechanism for diatomic ligand
binding to heme by Franzen61 provides a thorough discussion
of this point. In our work, this multiple-step spin flipping was
not considered as a dominant mechanism, as the electronic
structural relaxation happens in such a short time that any
intermediate spin state would be too short-lived to be
considered populated in our dynamics.
Limitations of Force Field Parametrization. We have

presented an extended CHARMM force field in the heme
pocket that leads to efficient and reasonable dynamics.
However, a full set of force field parameters for both spin
states must be designed to provide a better description of the
nonadiabatic rebinding dynamics as well as to elucidate the
intramolecular vibrational energy relaxation in heme proteins.

In this work, the force field parametrization for the bonded and
dissociated states has been strictly limited in terms of heme
doming and Fe−S interaction. All other terms were treated as
in the CHARMM force field. This includes the partial charges
on each atom in the heme pocket as well as some angle and
torsion terms69 that have been tested in our study. The same
set of partial charges were employed for both singlet and
quintet states in our study. Luthey-Schulten70 and co-workers
have presented an alternative set of partial charges of the singlet
Met80−heme−histidine (His18) pocket, including changes in
bond, angle, and torsion parameters. Meuwly and co-workers
have carried out similar work for the quintet state (personal
communication from Meuwly). A rigorous self-consistent
parametrization of both the singlet and quintet states for this
system is a goal for future studies.

■ CONCLUSION
An ab initio incorporated CHARMM force field has been
extended to the heme pocket in cyt c to study the dynamics of
Met80 ligand rebinding. A surface hopping algorithm based on
Landau−Zener theory has been applied to address the
nonadiabatic transition dynamics. A two-step rebinding
mechanism has been proposed and described in terms of the

Figure 10. (a) RFe−S and (b) θ probability distributions from sampling
conformations of the protein in unbonded quintet state only (no
transitions to the singlet state for rebinding were allowed). The
simulations in the absence of dissociation or rebinding clearly show
three major conformational substates in each of the distributions.

Figure 11. (a) Effective free energy landscape computed from
observed rebinding trajectories and (b) associated one-dimensional
minimum energy pathway.
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population of three major conformational substates of the
dissociated Met80 ligand. The Fe out-of-plane displacement
and the C−S−C group flipping of the Met80 are found to be
essential functional motions of the system that are essential to
ligand dissociation and recombination dynamics. The overall
dynamics is consistent with prior experimental studies and
provides an atomic-level interpretation of the mechanism
underlying the distribution of time scales and the connection
between the protein structure and function.
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Figure 12. (a) Kinetic energy relaxation of heme and Met80 in the
first 20 ps following ligand photodissociation and (b) time
autocorrelation functions of the kinetic energies of heme and Met80
in the first 20 ps.

Figure 13. RFe−S distributions in singlet and quintet states derived
from rebinding dynamics trajectories.

Table 1. Key Structural Parameters of the Dimethyl Sulfide−
Porphyrin−Imidazole Model System

Fe−S distance (Å) Fe oopa displacement (Å) C−heme distanceb(Å)

3.2 0.18 3.65
3.5 0.22 3.75
5.3 0.324 3.77
5.5 0.327 3.76

aOut-of-plane. bAverage distance between methyl carbons and heme
plane. Figure 14. Observed transitions between electronic states projected on

the time-dependent PES during Met80 rebinding dynamics for three
trajectories.
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