Coarse-Grained Model of Coil-to-Helix Kinetics Demonstrates the Importance of Multiple Nucleation Sites in Helix Folding
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Abstract: An extension of a coarse-grained, implicit-solvent peptide model wherein each amino acid residue is represented by four interaction sites is presented and discussed. The model is used to study the coil-to-helix transition of five peptide sequences, ranging from all hydrophobic to all hydrophilic, for a 10-residue peptide. The thermodynamics of the folding transition are analyzed and discussed for each sequence, and the stability of the α-helix is correlated with the hydrophobic content of the sequence. In addition, for each sequence, the folding kinetics of the transition from random coil to full α-helix are analyzed, and the mean folding time is determined. Folding times vary from 59 ns for the most hydrophobic sequence to 132 ns for the most hydrophilic sequence. These folding times compare very well with those measured in experiments. All sequences show single-exponential kinetics. A plot of the mean folding time versus the reciprocal of the Zimm–Bragg parameter σ—a measure of the free energy cost of nucleating a helix—is shown to be nonlinear, in contrast to the predictions of many theories of the coil-to-helix transition. It is proposed that the origin of this nonlinearity is due to multiple helix nucleation sites, indicating that even for short peptides such as those studied here, multiple folding pathways play an important role in the transition from random coil to native state.

1. Introduction

One of the fundamental problems in the study of protein folding is the coil-to-helix transition of proteins and peptides which form α-helices. That α-helices are common structural motifs in many biologically relevant proteins only underscores the importance of understanding the coil-to-helix transition. Many theoretical models for this transition have been developed, beginning with the pioneering work of Schellman,1 Zimm and Bragg,2 and Lifson and Roig3 more than 40 years ago. For a recent survey of advances in the theory of the coil-to-helix transition, see the review by Doig.4

It is the model of Zimm and Bragg2 which first defined the parameters by which the coil-to-helix transition is frequently described. In their model, which is isomorphic with the one-dimensional Ising model, the Hamiltonian is

\[ H = -J \sum_{i\neq j} s_i s_j - H \sum_i s_i \]  

where the spin–spin coupling constant J and the external field H are expressed in units of kT. Zimm and Bragg introduced the parameters s and σ, defined as

\[ s \sigma = \exp(H) \quad s = \exp(J + H) \]  

which determine the free energy of helix propagation and nucleation, respectively. At the folding transition temperature, \( s = 1 \). Takano and co-workers5 have shown recently how well the Zimm–Bragg model describes the thermodynamics of the coil-to-helix transition when compared to an all-atom molecular dynamics simulation.

The thermodynamics of the coil-to-helix transition is well understood, due largely to the use of the Zimm–Bragg model. The kinetics of the transition, however, are still poorly understood, despite much progress, both experimental and
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Theoretical, over the past decade. Details of the folding rate and of the folding mechanism, or mechanisms, are still unclear. Early estimates for the folding rate were on the order of 1 μs. More accurate temperature-jump experiments by Williams et al. revealed a folding time of 160 ns for a 21 residue alanine-based peptide. Thompson et al. measured a slightly longer folding time of 220 ns and 240 ns, respectively. Using a stopped-flow CD measurement, Clarke and co-workers measured a considerably longer folding time of miliseconds for a 16-residue peptide. Another set of T-jump experiments on a 153-residue globular protein by Woodruff and co-workers showed a relaxation rate in the range of 10–160 ns. In the past few years, Gai and co-workers have performed both stopped-flow experiments and temperature jump experiments that have established a time scale on the order of 200 ns.

Theoretical predictions for the folding time of an α-helix tend to be considerably shorter than the 200 ns time scale established by experiment, though some are in agreement. An early MD simulation by Daggett and Levitt suggested the time scale for helix propagation to be 100 ps. Coarse-grained simulations by Thirumalai and co-workers indicated the folding time at the folding temperature to be roughly 20 ns. A different coarse-grained model developed by Takada and co-workers, which will be discussed in more detail below, gives a folding time of approximately 15 ns. Margulis et al. measured a folding time of 1 ns for a molecular dynamics simulation of an alanine pentapeptide in explicit solvent. One calculation that does agree with experiment is the nucleation-elongation theory of Doshi and Muñoz. They establish a folding time of 150–300 ns.

Many models of the coil-to-helix transition have sought to relate the folding time, \( \tau \), to the Zimm–Bragg parameters \( s \) and \( \sigma \). In a seminal work, Schwartz estimated the folding time at the midpoint of the coil-to-helix transition (when \( s = 1 \)) to be

\[
\tau = \frac{1}{4 \sigma k_f}
\]

where \( k_f \) is the rate of adding an additional helical residue at the helix end. Brooks proposed a model based on a sequential formation of helical residues and demonstrated that the mean time for the folding/unfolding process scaled as \( \tau \sim 1/\sigma \). In all these models, it is found that the mean folding time, \( \tau \), is inversely proportional to the Zimm–Bragg parameter \( \sigma \). In addition, we note that all these models include the assumption that the helix propagates from a single nucleation site.

One recent theoretical model that relaxes this assumption is that due to Buchete and Straub. This model, referred to as the active helix Ising model, is also based on the Zimm–Bragg model and allows one to solve the mean-first passage time equation. Buchete and Straub numerically determined the mean first passage time for a range of \( 1/\sigma \) values at fixed \( s \) and found significant nonlinear behavior. They observed linear behavior for small values of \( \sigma \) and strongly nonlinear behavior for large values of \( \sigma (\sigma \geq 0.005) \). This nonlinear behavior is increasingly important for longer polypeptide chains and for smaller values of the propagation constant \( s \).

In contrast to almost all theoretical predictions, Gai found evidence that the folding time for the coil-to-helix transition does not scale linearly with \( 1/\sigma \). The only model which predicts this behavior is the active helix Ising model of Buchete and Straub. As noted above, one of the key assumptions in many models, but not that of Buchete and Straub, is that a helix is formed from a single nucleation site. It is suggested that the origin of the nonlinearity lies in the ability of a peptide, even one as short as 10 residues in length, to have multiple nucleation sites. In this work, we propose to study the kinetics of the coil-to-helix transition via computer simulation for several model peptides in order to investigate the dependence of the folding time on the Zimm–Bragg parameter \( \sigma \) and to determine the relevance of multiple nucleation sites.

A natural choice for this investigation is the use of molecular dynamics (MD) simulations. The most accurate approaches employ all-atom MD simulations using an explicit molecular representation of the solvent. At the present time, for studies of the thermodynamics and kinetics of large-scale conformational transitions, and for phenomena that occur on time scales of hundreds of nanoseconds, such approaches are computationally too demanding in applications involving all but small peptides and proteins. Consequently, there is an ongoing effort to develop coarse-grained models of proteins using a reduced number of degrees of freedom. The most appealing approach is to include solvent effects implicitly in the interaction potentials and to replace the atoms in each amino acid residue by a small number of interaction sites, thereby drastically reducing the number of particles and interactions necessary for the calculation.

In this work, we present an extension of one such reduced model, originally developed by Takada et al. In section 2, the peptide model is presented, while in section 3, the Langevin dynamics used to propagate the motion of the peptide forward in time is described. In section 4, the thermodynamics of the coil-to-helix transition is discussed as well as the kinetics of the folding transition. Finally, section 5 presents some conclusions.

2. Peptide Model

The coarse-grained model used for the peptide in this work is a refinement of that proposed by Takada et al. Similar structural models have been used by Hall to study peptide aggregation. The structural model consists of four particles or “united atoms” per amino acid residue, shown schematically in Figure 1. Three of these united atoms represent the peptide backbone: one represents the amide nitrogen and its hydrogen, another the α-carbon and its hydrogen, and the third the carbonyl carbon and its oxygen. This high level of backbone representation is essential for reproducing correct secondary structure in the folded peptide. The fourth united atom represents the amino acid side chain.

The model as presented here includes two types of side-chain interaction sites: hydrophobic and hydrophilic. While it is possible to introduce more detailed interaction potentials that more closely mimic the chemical identity of all the amino acids, for the present purpose it is sufficient to limit ourselves to this “two-letter” amino acid model. It has long
We use the letter transition and on the mean folding time for helix formation. sequence on the equilibrium properties of the coil-to-helix sequence on equilibrium and dynamic properties. can adequately be used to study the effect of amino acid captures many fundamental aspects of protein folding and been realized that such a coarse-grained approximation Table 2. Structural Parameters

<table>
<thead>
<tr>
<th>van der Waals diameters</th>
<th>( \sigma ) (Å)</th>
<th>( \sigma_{\text{local}} ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(_2)</td>
<td>3.30</td>
<td>2.64</td>
</tr>
<tr>
<td>C'</td>
<td>3.56</td>
<td>2.94</td>
</tr>
<tr>
<td>N</td>
<td>2.94</td>
<td>2.36</td>
</tr>
<tr>
<td>C(_\phi)</td>
<td>4.50</td>
<td>4.50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>bond lengths</th>
<th>( r ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(_2)–C'</td>
<td>1.52</td>
</tr>
<tr>
<td>C(_2)–N</td>
<td>1.45</td>
</tr>
<tr>
<td>C'–N</td>
<td>1.33</td>
</tr>
<tr>
<td>C(<em>2)–C(</em>\phi)</td>
<td>1.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>bond angles</th>
<th>degrees</th>
<th>( k_{\phi} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>N–C(_2)–C'</td>
<td>111.6</td>
<td>200.0</td>
</tr>
<tr>
<td>C(_2)–C'–N</td>
<td>117.5</td>
<td>200.0</td>
</tr>
<tr>
<td>C'–N–C(_2)</td>
<td>120.0</td>
<td>200.0</td>
</tr>
<tr>
<td>C'–C(<em>2)–C(</em>\phi)</td>
<td>110.0</td>
<td>200.0</td>
</tr>
<tr>
<td>N–C(<em>2)–C(</em>\phi)</td>
<td>110.0</td>
<td>200.0</td>
</tr>
</tbody>
</table>

been realized that such a coarse-grained approximation captures many fundamental aspects of protein folding and can adequately be used to study the effect of amino acid sequence on equilibrium and dynamic properties.

In this work, we study five different 10-residue amino acid chains in order to determine the effect of amino acid sequence on the equilibrium properties of the coil-to-helix transition and on the mean folding time for helix formation. We use the letter \( P \) to denote a hydrophobic residue and the letter \( H \) to denote a hydrophilic residue. The five sequences are given in Table 1. Sequence A consists of 10 hydrophobic residues, while sequence E consists of 10 hydrophilic residues. Sequences B, C, and D are mixtures of hydrophobic and hydrophilic residues, with, in order, increasing hydrophilic content.

Table 2. Structural Parameters

Table 3. Energetic Parameters

<table>
<thead>
<tr>
<th>torsion potential</th>
<th>kcal/mol</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nu_{2,\phi} )</td>
<td>0.00</td>
</tr>
<tr>
<td>( \nu_{2,\psi} )</td>
<td>0.20</td>
</tr>
<tr>
<td>( \nu_{3,\phi} )</td>
<td>0.45</td>
</tr>
<tr>
<td>( \nu_{3,\psi} )</td>
<td>4.00</td>
</tr>
<tr>
<td>( \nu_{2,\phi} )</td>
<td>0.45</td>
</tr>
<tr>
<td>( \nu_{2,\psi} )</td>
<td>0.00</td>
</tr>
<tr>
<td>( \nu_{2,\phi} )</td>
<td>0.00</td>
</tr>
<tr>
<td>( \nu_{2,\psi} )</td>
<td>1.50</td>
</tr>
<tr>
<td>( \nu_{3,\phi} )</td>
<td>0.45</td>
</tr>
<tr>
<td>( \nu_{3,\psi} )</td>
<td>4.00</td>
</tr>
<tr>
<td>( \nu_{3,\phi} )</td>
<td>0.45</td>
</tr>
</tbody>
</table>

\( \nu_{\alpha} \) 40.0

The interaction potentials can be divided into two types: local and nonlocal

\[ V = V_{\text{local}} + V_{\text{nonlocal}} \]  

The local interaction potentials consist of the bond angle, dihedral angle, 1–4 van der Waals, and an improper dihedral potential to maintain the chirality of the side chain

\[ V_{\text{local}} = V_{\text{BA}} + V_{\phi} + V_{\psi} + V_{\alpha} + V_{\text{vdW–local}} + V_{\chi} \]  

The values for the various structural and energetic parameters are given in Tables 2 and 3. The bond angle potential is harmonic about the equilibrium bond angle and is given by

\[ V_\phi = \sum_{i=1}^{11} \frac{1}{2} k_{\phi}(\theta_i - \theta_{\phi}) \]  

The dihedral angle energy is given by

\[ V_{\text{TOR}} = V_{\phi} + V_{\psi} + V_{\alpha} \]  

with

\[ V_{\phi} = \sum_{i=1}^{11} \frac{1}{2} \left[ \nu_{2,\phi}(1 - \cos 2\phi_i) + \nu_{3,\phi}(1 + \cos 3\phi_i) \right] \]  

\[ V_{\psi} = \sum_{i=1}^{11} \frac{1}{2} \left[ \nu_{2,\psi}(1 - \cos 2\psi_i) + \nu_{3,\psi}(1 + \cos 3\psi_i) \right] \]  

\[ V_{\alpha} = \sum_{i=1}^{11} \frac{1}{2} \nu_{\alpha}(1 + \cos \alpha_i) \]  

The values for \( \nu_{2,\phi}, \nu_{3,\phi}, \nu_{2,\psi}, \nu_{3,\psi}, \text{ and } \nu_{\alpha} \) were carefully chosen to produce, in conjunction with the van der Waals potential, a Ramachandran plot with realistic energy barriers for the alanine dipeptide, shown in Figure 2. The barrier height between the \( \alpha \)-helix and \( \beta \)-sheet regions is 4.2 kcal/mol. These values are also given in Table 3. The box in Figure 2 defines the \( \alpha \)-helical region and is centered on the
Values for \( k_i \) and \( \chi^{(ij)} \) are given in Table 3.

The nonlocal interaction has three contributions: the van der Waals interaction, hydrogen bonding, and the hydrophobic effect

\[
V_{\text{nonlocal}} = V_{\text{vdW}} + V_{\text{HB}} + V_{\text{HP}}
\]

The novel feature of the model developed by Takada et al.\textsuperscript{21} is the dependence of the hydrogen bonding scheme and the hydrophobic interaction on the local peptide density, here referred to as \( \rho_i \) for residue \( I \). The strength of both interactions is scaled by a function \( 0 \leq S(\rho) \leq 1 \), which depends on the local density. For example, in the hydrogen bond potential, \( S \) is small for low peptide densities and equal to 1 for high densities. In this way, the competition for hydrogen bond formation between the (implicit) solvent and other hydrogen bond donors on the peptide is mimicked.

In full, the hydrogen bond potential is

\[
V_{\text{HB}} = \epsilon_{\text{HB}} \sum_{i,j \neq I, I+3} S_{\text{HB},ij} \delta^{(a)(b)}(r_{ij}) + \frac{1}{2} \epsilon_{\text{HB}} \sum_i S_{\text{HB},i}(\rho_i)
\]

where \( i \) is the \( i \)th atom and is located in residue \( I \). The strength of the interaction is given by \( \epsilon_{\text{HB}} \). The scaling function \( S_{\text{HB},IJ} \) is given by \( S_{\text{HB},IJ} = [S_{\text{HB}}(\rho_I) + S_{\text{HB}}(\rho_j)]/2 \).

The distance-dependent interaction between \( i \) and \( j \) is

\[
u_{\text{HB}}^{(a)}(r_{ij}) = 5 \left( \frac{\sigma_{\text{HB}}}{r_{ij} - r_{\text{HB}}} \right)^{12} - 6 \left( \frac{\sigma_{\text{HB}}}{r_{ij} - r_{\text{HB}}} \right)^{10}
\]

and

\[
u_{\text{HB}}^{(r)}(r_{ij}) = 3 \left( \frac{\sigma_{\text{HB}}}{r_{ij} - r_{\text{HB}}} \right)^{10}
\]

The scaling function \( S_{\text{HB}}(\rho_i) \), where \( \rho_i = \sum K u_{\text{HB}}(r_{ik}) \), is defined as

\[
S_{\text{HB}}(x, x_{\text{min}}, x_{\text{max}}) = \begin{cases} 0 & \text{if } x < x_{\text{min}} \\ \frac{1}{2} \left[ 1 + \cos \left( \frac{x_{\text{max}} - x}{x_{\text{max}} - x_{\text{min}}} \right) \right] & \text{if } x_{\text{min}} \leq x \leq x_{\text{max}} \\ 1 & \text{if } x > x_{\text{max}} \end{cases}
\]

The second term in eq 13 is a penalty term that accounts for buried non-hydrogen-bonded pairs. The function \( u_{\text{HP}}(r) \) is defined below.

There are two contributions to the hydrophobic interaction, one from the side chains and one from the \( \alpha \)-carbons. The interaction is given by

\[
V_{\text{HP}} = \sum_I \delta_{\alpha}(I) S_{\alpha}(\rho_I) + \sum_I \delta_{\mu}(I) S_{\mu}(\rho_I)
\]

where \( I \) represents \( \alpha \)-carbons and \( \mu \) represents side-chain interaction sites. The parameter \( \delta_{I,\mu} \) is equal to 1 for hydrophobic residues and -1 for hydrophilic residues.

Similar to that used in the hydrogen bonding scheme, the scaling function \( S_{\text{HP}}(\rho_i) \), where \( \rho_i = \sum K u_{\text{HP}}(r_{ik}) \), is defined as

\[
S_{\text{HP}}(x, x_{\text{max}}) = \begin{cases} \cos \left( \frac{x_{\text{max}} - x}{2} \right) & \text{if } x \leq x_{\text{max}} \\ 1 & \text{if } x > x_{\text{max}} \end{cases}
\]

The switching function \( u_{\text{HP}} \) used in both the hydrogen bonding scheme and the hydrophobic interaction is defined by

\[
u_{\text{HP}} = \begin{cases} 1 & \text{if } r < \sigma_{\text{HP}1} \\ \frac{1}{2} \left[ 1 + \cos \left( \frac{r - \sigma_{\text{HP}1}}{\sigma_{\text{HP}2} - \sigma_{\text{HP}1}} \right) \right] & \text{if } \sigma_{\text{HP}1} < r < \sigma_{\text{HP}2} \\ 0 & \text{if } r > \sigma_{\text{HP}2} \end{cases}
\]

Finally, the van der Waals interaction is given by

\[
V_{\text{vdW}} = \sum_{i,j \neq I} \phi_{ij}(r)
\]
The force on particle $i$ due to the molecular configuration is represented by $F_i$. The friction constant $\zeta_i$ is related to the viscosity of water, $\eta$, by Stoke’s Law

$$\zeta_i = 6\pi a_i \eta$$

where $a_i$ is the effective radius of each particle and is equivalent to the sum of the van der Waals radius and the radius of a water molecule, 1.4 Å. As is usual in Langevin dynamics, the random force $\zeta_i$ has a mean of zero and a variance of

$$\langle \zeta_i(t)\zeta_j(t') \rangle = 2\zeta_r k_B T \delta(t - t')$$

Equation 22 is solved using the Velocity Verlet algorithm.

The position at time $t + h$ is given by

$$x_i(t + h) = x_i(t) + h\dot{x}_i(t) + \frac{h^2}{2m}[F_i + \Gamma_i - \zeta_i \dot{x}_i(t)]$$

Similarly, the velocity at time $t + h$ is given by

$$\dot{x}_i(t + h) = (1 - \alpha)(1 - \alpha + \alpha^2)\dot{x}_i(t) + \frac{h}{2m}(1 - \alpha + \alpha^2)[F_i(t) + \Gamma_i(t) + F_i(t + h) + \Gamma_i(t + h)]$$

where $\alpha$ is the reduced mass $m_2/m_1$.

To improve the sampling of phase space, the Replica Exchange Method31–34 is used. In this method, several noninteracting replicas are simulated in parallel, each at a different temperature. At regular intervals, a Monte Carlo exchange step is attempted between two replicas, say $i$ and $j$, at neighboring temperatures, $T_i$ and $T_j$. The transition probability of this replica exchange is given by

$$W(X \to X') = \begin{cases} 1 & \text{if } \Delta \leq 0 \\ \exp\{-\Delta\} & \text{if } \Delta > 0 \end{cases}$$

where

$$\Delta = (\beta_i - \beta_j)[E_j - E_i]$$

Here, $E_i$ is the potential energy for replica $i$ at temperature $\beta_i = 1/kT_i$. The temperatures are chosen to be equally spaced on a logarithmic temperature scale. Exchanges are attempted every 10 ps, and the replica exchange acceptance ratios vary from 15% to 40%.

### 4. Results and Analysis

#### 4.1. Thermodynamics

The thermodynamic and structural properties of all five peptides were studied using replica exchange MD. The fluctuations in the total energy and in the molecular configuration were measured. The first, given by the heat capacity $C_v$, is commonly used to determine the location of the collapse transition $T_c$. The heat capacity is defined by

$$C_v(T) = \frac{\partial E_{\text{total}}}{\partial T} = \frac{\langle E^2 \rangle - \langle E \rangle^2}{k_B T^2}$$

where the first equality is from thermodynamics, and the second is from statistical mechanics. Figure 3 shows the heat capacity for all five peptides as a function of the temperature. The peak in $C_v$ is the collapse transition temperature. The data shown in Figure 3 were determined via the second equality and were subjected to the weighted histogram analysis method (WHAM). The heat capacity was also determined via the first equality and found to be in agreement with the statistical mechanical definition.

The peak in the conformational fluctuations of the peptide is used to determine the folding temperature, $T_f$, below which the polypeptide is predominantly in the native configuration. A measure of how much a given conformation differs from the native state is given by the parameter $\chi$, called the “overlap function”. There is no unique way of defining such a parameter, though all reasonable definitions lead to similar results. We follow Vietshans et al.30 in defining $\chi$ as

$$\chi = \frac{1}{N_a^2 - 5N_a + 6} \sum_{i=1}^{N_a-3} \sum_{j=i+3}^{N_a} \Theta(\epsilon - |r_{ij} - r_{ij}^n|)$$

where $N_a$ corresponds to the number of $\alpha$-carbons, $r_{ij}$ is the distance between $\alpha$-carbons $i$ and $j$, and $r_{ij}^n$ is the same distance in the native state. $\Theta$ is the Heaviside function and is equal to 1 when its argument is positive and is equal to zero otherwise. Specifically, the Heaviside function is 1 when the difference between the pair distance $r_{ij}$ and distance between the same pair in the native state, $r_{ij}^n$, is less than some tolerance $\epsilon$. Thus, only “nativelike” pair-distances contribute to the sum in eq 30. The parameter $\epsilon$ is set to 0.5 Å. Note that $\chi$ is equal to 1 in the native state. We define the native state as a helix with $\phi$ and $\psi$ angles of 63° and 54°, respectively. The fluctuations in $\chi$ are measured by

$$\Delta \chi = \langle \chi^2 \rangle - \langle \chi \rangle^2$$

The behavior of $\Delta \chi$ is shown in Figure 4. The temperature of the peak in $\Delta \chi$ for each sequence is the same as that for the heat capacity. Values for the folding temperature are given in Table 1. Note that the location of the peaks for both
and shift to higher temperatures with increasing hydrophobicity. The more hydrophilic peptides are more easily solvated and consequently have a less stable R-helix and a folding transition at a lower temperature. The relative heights of the peaks are also consistent with the peaks in the heat capacity: the more hydrophobic sequences have smaller fluctuations at the folding transition than the more hydrophilic sequences. This is to be expected, as the more hydrophilic the peptide, the more readily it will be solvated.

Note that while sequences C and D have similar transition temperatures, the width of the transition region for sequence C is narrower than that for sequence D.

Comparison with a plot of the radius of gyration, $R_g$, as a function of temperature, shown in Figure 5, clearly shows that $R_g$ changes dramatically within the transition region centered on $T_1$. Above $T_1$, the radius of gyration increases with increasing temperature with the rate of increase greater the more hydrophilic the peptide sequence. Below $T_1$, the peptides all have a constant radius of gyration equal to that of a full $\alpha$-helix, while above $T_1$, the radius of gyration increases with increasing $T$. One interesting feature of the radius of gyration for sequence A is that it passes through a minimum at 305 K. This is due to the strong hydrophobic attraction of the P side chains which cause the $\alpha$-helix to compress slightly. At very low temperatures, this compression is canceled by the bond- and dihedral angle potentials, which become increasingly important as the temperature decreases.

Figure 6 shows the behavior of the average helicity $\theta$ as a function of temperature. The helicity is defined as

$$\theta = \frac{N_{\text{H}}}{N_{\text{res}} - 4} \quad (32)$$

where $N_{\text{H}}$ is the number of helical hydrogen bonds and $N_{\text{res}}$ is the number of residues in the polypeptide chain. For each peptide sequence, $\theta = 1$ at low temperatures, indicating a full $\alpha$-helix, and $\theta \approx 0$ at high temperatures, where each
peptide is fully unfolded and has no α-helical hydrogen bonds. The width of the transition region decreases with increasing hydrophobicity. Due to the short length of the peptides, sequence effects play a role in the behavior of \( \theta \). For example, sequence B has the lowest value for \( \theta \) at low temperatures when it would be expected, as a more hydrophilic sequence, to have a value comparable to sequence A. This is due to fraying of the helix at the N-terminus.

One of the most useful models to describe the coil-to-helix transition is due to Zimm and Bragg. Two parameters are central to their analysis: \( s \), which is related to the free energy of helix propagation, and \( \sigma \), which is related to the free energy of helix nucleation.

The fractional helicity for a peptide of \( N \) residues is given by

\[
\theta = \frac{1}{N} \frac{\partial \ln Q}{\partial \ln s}
\]  
(33)

where \( Q \) is the partition function and can be written as a sum over eigenfunctions of the transition matrix

\[
Q = \sum_n \lambda_n^N
\]  
(34)

In the case of the Zimm–Bragg model, \( n = 2 \), the partition function can be written as

\[
Q = \lambda_+^N + \lambda_-^N
\]  
(35)

where

\[
\lambda_{\pm} = \frac{1}{2} (1 + s) \pm \frac{1}{2} \sqrt{(1 - s)^2 + 4 \sigma s}
\]  
(36)

To determine \( s \) and \( \sigma \), eq 33 was fit to the fractional helicity determined via simulation and shown in Figure 6. Following the analysis of Takano et al., we have used the Levenburg-Marquardt nonlinear least-squares algorithm to fit eq 33.

The behaviors of \( s \) and \( \sigma \) as a function of temperature are shown in Figures 7 and 8, respectively. In agreement with Ohkubo and Brooks, we find that the large-N approximation for \( s \) and \( \sigma \) used in previous work is not suitable for chain lengths of 10 residues. The behavior of \( s \) is qualitatively similar to that seen by Ohkubo and Brooks. For a given \( T \), the more hydrophobic sequence generally has a higher value of \( s \). The exception is for sequence B, since \( s \) was determined from the fractional helicity, and the fractional helicity was low at low temperatures due to fraying of the helix ends. At the lowest temperatures sampled, \( s \) is between 1.5 and 2.0 for all sequences. As the temperature increases, \( s \) decreases, passing through 1.0 at a lower temperature than the folding temperature as determined by the peak in the heat capacity. At the highest temperatures sampled, \( s \) is approximately 0.5, which is higher than expected, though the more hydrophilic the sequence, the smaller the value of \( s \).

The behavior of \( \sigma \) is very interesting. At low and high temperatures, \( \sigma \) is approximately 0.005 for the most hydrophobic sequence and 0.001 for the most hydrophilic sequence. However, at the folding temperature, \( \sigma \) has a maximum. The most hydrophobic sequence has a maximum at \( \sigma = 0.08 \), while the most hydrophilic sequence has a peak of only \( \sigma = 0.009 \). The behavior for \( \sigma \) of sequence A is similar to that seen by Ohkubo and Brooks. However, the value of \( \sigma \) at high temperatures determined here is considerably smaller than seen in that work.

4.2. Kinetics. To determine the sequence dependence of the kinetics of the coil-to-helix transition, a procedure similar to that developed by Veitshans et al. was used. For each sequence, \( M = 400 \) independent initial configurations, generated from a high-temperature simulation run, were quenched to the folding temperature and were allowed to propagate forward via eqs 25 and 26 until the overlap function \( \chi \) was equal to 1.0, whereupon the simulation was stopped. The fraction of unfolded peptides as a function of time, \( P_u(t) \), was then used to characterize the folding kinetics. \( P_u(t) \) is defined as

\[
P_u(t) = 1 - \int_0^t P_u(s) ds
\]  
(37)
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**Figure 7.** The Zimm–Bragg parameter \( s \) plotted as a function of temperature. A measure of the folding temperature is where \( s = 1 \). In this case, \( T(s = 1) \) is generally lower than the folding temperature as determined by the peak in the heat capacity. The symbols and colors are the same as in Figure 3.
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**Figure 8.** The Zimm–Bragg parameter \( \sigma \) shows a strong peak at the folding temperature. The magnitude of the peak increases as the hydrophobic content increases. The symbols and colors are the same as in Figure 3.
where $P_{fp}(t)$ is the distribution of first passage times

$$P_{fp}(s) = \frac{1}{M} \sum_{i=1}^{M} \delta(s - \tau_i) \quad (38)$$

and where $\tau_i$ is the first passage time of trajectory $i$. $P_u(t)$ for each sequence was then fit to a single exponential

$$P(t) = A_0 \exp(-t/\tau_0) \quad (39)$$

where we shall refer to $\tau_0$ as the mean folding time. Unlike Veitshans et al., $P_u(t)$ was best fit by a single exponential. Single-exponential folding kinetics were also seen by Bredenbeck et al. in the folding of a 16-residue helix-forming peptide. Both $P_u(t)$ and the best-fit exponential for each sequence are shown in Figure 9. That the kinetics is best described by a single exponential is in line with what would be predicted from the value of $\sigma_f$, a measure of the “foldability” of the peptide. The parameter $\sigma_f$ introduced by Thirumalai is defined by

$$\sigma_f = T_\theta - T_\tau \quad (40)$$

where $T_\theta$ and $T_\tau$ are the collapse and folding temperatures determined in the previous section. For these model peptides, $T_\theta = T_\tau$, and $\sigma_f = 0$. Peptides with $\sigma_f \approx 1$ encounter misfolded structures, some of which can be very stable and which serve as kinetic traps. Peptides with $\sigma_f \approx 0$ have folding kinetics that show two-state behavior, which is best fit by a single exponential.

As expected, the most hydrophobic sequence has the fastest folding time, while the most hydrophilic sequence has the slowest. The folding times are given in Table 1 and vary from 59 ns for the fastest to 132 ns for the slowest. Sequences B, C, and D behave as expected, with the folding time increasing with increasing hydrophilic content. The data for sequences C and D lie on top of each other, though sequence C does fold slightly faster.

Two main folding pathways were observed for the coil-to-helix transition. The first, by which approximately 80% of the trajectories folded, began with a single helix nucleation site, followed by the growth of the helix to encompass the entire peptide. This mechanism is illustrated in Figure 10. In this figure, the unfolded peptide is shown in part A, a structure with a single helical hydrogen bond near the center of the peptide is shown in part B. In part C, the helix has grown in both directions and includes one of the end termini, and finally in part D, the full helix. The second pathway is the more interesting of the two, as helix formation begins with two helix nucleation sites. This pathway is shown in Figure 11. In part A of that figure, the unfolded peptide is shown. In part B, the first helix nucleation site is formed at the C-terminus. Before this helix can grow to include the entire peptide, a second helix is nucleated at the N-terminus, shown in part C. Given the small size of the peptide, multiple helix nucleation can only occur with a nucleation site at each terminus. Finally, in part D, the two helices meet to form a full helix. Multiple folding pathways have been seen in larger proteins, and peptides with multiple helical structures were seen by Nymeyer and Garcia at low temperatures in simulations of the folding of a 21-residue helical peptide.
In their work, Buchete and Straub\textsuperscript{26} identify the inclusion of multiple nucleation sites as the origin of the nonlinear behavior. To test whether this is a possible mechanism in these simulations, we can look at the average number of helical segments, $\langle n_H \rangle$ (defined as three or more consecutive residues in a helical state), at the folding temperature for each sequence. This is plotted versus the reduced temperature $T/T_f$ in Figure 13. The more hydrophobic sequences, which have higher values of $\sigma$, do indeed have a higher average number of helical segments at the folding temperature than the more hydrophilic sequences. For example, sequence A has $\langle n_H \rangle = 1.39$, while sequence E has $\langle n_H \rangle = 1.21$. That all sequences have $\langle n_H \rangle > 1.0$ at the folding temperature indicates that multiple helix nucleation sites are important even for short chains such as those studied here.

5. Conclusion

A coarse-grained model peptide was introduced and used in a series of molecular dynamics simulations. For five different peptide sequences, each 10 residues in length and of varying hydrophobic/hydrophilic content, the thermodynamics of the coil-to-helix transition was characterized and the folding temperature was determined. The folding temperature, and hence the helix stability, increased with increasing hydrophobic content of the peptide. For each sequence, 400 independent configurations were simulated at their folding temperature, and the time was measured for each conformation to go from a random coil to an $\alpha$-helix. From this distribution of folding times, the kinetics of the coil-to-helix transition was characterized. Folding times varied from 59 to 132 ns, which is slightly faster than the 200 ns established by experiment. However, given the small size (10 residues) of the peptides in this work, and the longer (16–21 residues) peptides used in the experimental work, this faster folding time is not unreasonable. While the coarse-grained interaction potentials used in this work are clearly approximate, especially the directionality of the hydrogen bond, the thermodynamic and kinetic results presented here indicate that it offers a realistic description of the coil-to-helix transition. For all five peptide sequences studied, single-exponential kinetics were observed, indicating a “two-state” folding process. Finally, the mean folding time was plotted versus the inverse of the Zimm–Bragg parameter $\alpha$, and a nonlinear dependence was found. The origin of the nonlinearity was ascribed to multiple helix nucleation sites, and pathways proceeding from single and from multiple helix nucleation sites were discussed. It was further shown that increasing values of $\sigma$ correlated with an increasing average number of helical segments, indicating that even for small peptides such as those studied here, multiple helix nucleation sites play an important role in the folding kinetics.
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