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Abstract— Delay tolerant network (DTN) architectures have connectivity between vehicles moving opposing directions
recently been .proposed as a means to enable eff|C|ent. routingto achieve greedy data forwarding [6], [7], [8]. In the absen
of messages in vehicular area networks (VANETS), which are of connectivity, messages are cached in a vehicle’s memory

characterized by alternating periods of connectivity and dscon- dt | at vehicle’ d. Wh vty i o
nection. Under such architectures, when multihop connectity is anad travel at venicle's speed. én connectivity IS restore

available, messages propagate at the speed of radio over catted Messages are forwarded multihop at radio speed, which is
vehicles. On the other hand, when vehicles are disconnected typically at least an order of magnitude larger than the elehi
messages are carried by vehicles and propagate at vehicleesggl. speed [9].

Our goal in this paper is to analytically determine what gairs The main purpose of this work is to analyze and provide
are achieved by DTN architectures and under which conditios, e . . .

using average message propagation speed as the primary mietof guantitative insight into the impact 01_‘ the VANET enV|r(_)n|m1e
interest. We develop an analytical model for a bi-directioral linear 0N the performance of DTN messaging protocols. For instance
network of vehicles, as found on highways. We derive both uggr  vehicles on a roadway often travel at relatively high speeds
and lower bounds on the average message propagation speed(e.g., 20 m/s or 72 kmph). Thus, considering bi-directional
by exploiting a connection with the classical pattern matcing traffic, the topology of the network potentially changes at a

problem in probability theory. The bounds reveal an intereging . . . .
phase transition behavior. Specifically, we find out that baw a fast rate. Another important factor is vehicle density o th

certain critical threshold, which is a function of the traffi c density roadway. Vehicle traffic density varies depending upon yipe t
in each direction, the average message speed is the same as thof roadway (rural/urban) and time of the day (night/dayaffic

average vehicle speed, i.e., DTN architectures provide n@m. On  densities ofl0 vehicles/km are considered low traffic volumes,
the other hand, we determine another threshold above whichhe 25 — 40 vehicles/km are considered medium traffic densities

average message speed quickly increases as a function offfia . .. . . .
densit%/ and apgroacrz)hes :]adio gpeed. Based on the bounds, WeWhlle densities of> 60 vehicles/km are considered high [7],

also develop an approximation model for the average message[lo]-
propagation speed that we validate through numerical simuations. In this work, we develop an analytical model to characterize

the average propagation speed of messages over a longedistan
in a delay tolerant network formed over moving vehicles. The
model can be applied to unicast, broadcast or multicast-appl
cations. Through the course of our analysis, we determime ho

Vehicles equipped with wireless communication techn@sgiradio and network parameters, such as the radio range, speed
are regarded as nodes of a unique network described asf&ehicles, and traffic density in both directions, influerthe
vehicular ad hoc network or VANET. There are several benefﬁserage message propagation Speed' Our model captures the
to enablingmessaging, i.e., the ability of exchanging messageglynamic behavior of the network connectivity graph, as altes
between vehicles. Safety messaging, real-time updatesffic t of vehicular mobility.
and congestion along with enabling Internet access are somen this context, the main contributions of this paper are
of the envisioned services [3]. the following. First, we develop an analytical model for mes

Several architectures have been proposed for inter-ctingecsage propagation in a dynamic network formed over vehicles
vehicles on the roadway. These include infrastructur@tasraveling in opposing directions and characterized by -tran
models where vehicles communicate directly with roadsidgent connectivity. The model captures the random nature of
infrastructure, such as access points or cellular towefs [distance between vehicles. Under such a model, we derive
Another solution is an ad hoc model where vehicles on tl’ﬂ@per and lower bounds on the average message propagation
roadway communicate in an ad hoc network supported Bpeed. Throughout our analysis, we establish a relatipnshi
multihop networking [5]. An innovative solution adoptslelay with the classicalpattern matching problem in probability
tolerant networking (DTN) model that exploits opportunistic theory [11]. We exploit this relationship to compute uppeda

. e _ _ lower bounds on the average distance traversed duringderio

Preliminary findings of this work were presented in [1], [2]. . .
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I. INTRODUCTION



as it reveals different regimes in which DTN architecturefjph ~ Wu et al. have proposed an analytical model to represent a
or not in improving performance. Specifically, we find outtthahighway-vehicle scenario [9]. In their approach, they siire
below a certain critical threshold, which is a function o&thgate speed differential between vehicles traveling in e
traffic density in each direction, the average message sigeedirection to bridge partitioned network of vehicles. Thdgoa
the same as the average vehicle speed, i.e., DTN arch#sctyrovide analysis for the case where vehicles in the opposing
provide no gain. On the other hand, we determine anothdirection are used for propagating messages, similar to our
threshold above which the average message speed quicghproach. Yet, their results are less explicit than ourstdilee
increases as a function of traffic density and approachas radigher complexity of their model. In [17] and [18], the autko
speed. also propose to use opposing traffic to bridge connectivity.
Last, we use the analytical model to develop a simplEhey refer to this technique @sansversal message hopping, as
approximation on the average message propagation speed.opjeosed tdongitudinal message hopping which exploits traffic
validate this approximation, through various simulations of vehicles in the same direction for messaging. They comput
with different network parameters. This approximation mlodthe distribution of the latency of communication betweewo tw
provides means for quick evaluation of VANET performancears located at a given distance, using either of these two
without the need of running lengthy simulations. techniques. In contrast, our DTN messaging scheme, describ
The rest of the article is organized as follows. Sectiofi the next section, achieves significant performance ggin b
Il describes related work. Section Il details the vehicul&#ombining both the longitudinal and traversal techniqUéee
networking environment and relevant observations on hdalysis of such a mixed scheme is more involved. Moreover,
messages propagate in DTNs. In Section IV, we presenthg phase transition phenomenon revealed by this analysis i
detailed description of our analytical model, derive baaindlistinct contribution of our work.
and approximation on the average message propagationyspeeahase transition phenomenon in the context of ad hoc net-
and establish the phase transition behavior. Simulatisaltee Works has been discussed in reference [19]. The authonssdisc
are compared with the bounds and the approximation modemodel of random placement of nodes in a unit disk and ana-
in Section V. We conclude the paper in Section VI with &2ze the probabilistic properties of the connectivity drap the
discussion of the results. context of increasing communication radius. In referer®, [
authors study the availability of transient paths of shamp-h
length in a mobile network and observe that a phase transitio
1. RELATED WORK occurs as time and hops are jointly increased accordingeo th
. . logarithm of the network size. Authors in [21] have studied
In the context of vehicular networks, DTN messaging hagtormation dissemination in a network with unreliablekiin

been proposed in previous work in [7], [8], [9], [12], [6.9  geyeral works have studied connectivity characteristics i
In reference [7], the authors have evaluated vehicle tracéSe . 4_dimensional linear arrangement of nodes [22], [234].[2

highway and demonstrated that they closely follow expaaénto,r work is unique in that it considers a linear arrangement
distribution of nodes. The work demonstrates network frea@m ¢ hqdes that arenobile in opposing directions as compared
tation and the impact of time varying vehicular traffic dénsi 1 eyisting models that consider static networks. Our fgais

on connectivity and hence, the performance of message Propghnectivity and delay tolerance assumptions are uniqde an
gation. The UMass DieseINET project explores the deploymegisiinct from previous work. In reference [25], authors éav

of communication infrastructure over campus transp@mati yemonstrated that mobility increases the capacity of an ad
network and records measurements on opportunistic nerky ¢ wireless network. An analytical model developed by the

[14]. _ -authors demonstrates that for one-dimensional and random
Several works have developed analytical models studyifghpility patterns the interference decreases and ofterilityob
message propagation in VANETS. In reference [15], the a8thqyigs in improving network capacity. In a similar context, we
study in detail the propagation of critical warning messag@emonstrate that under certain conditions on traffic dgnsit
in a vehicular network. The authors develop an analyticcreased mobility aids in speeding-up message propagatio
model to compute the average delay in delivery of warning prefiminary findings leading to this work were presented
messages as a function of vehicular traffic density. Our wojlk [1], [2]. The work in [1] presented preliminary analysis o
is unique in that we consider data propagation in the evafie average message propagation speed. It did not elaborate
of a partitioned network. However, our model is consistegfy the phase transition phenomenon and did not include an
with this work with respect to the network assumptions,,e.gapproximation on the average message propagation speed. Th
exponential distribution of nodes in a one-dimensionahtigy \york in [2] assumed a different model on the inter-vehicular

setting. Another model proposed in [16], assumes expaalentijstance, i.e., fixed distance between nodes in one direcfio
distribution of nodes to study connectivity based on quegieithe highway.

theory. The authors describe the effect of system parameter

such as speed distribution and traffic flow to analyze the anpa lIl. 'V EHICULAR NETWORKING ENVIRONMENT

on connectivity. However, the authors do not consider aestor A network formed over moving vehicles has characteristics
and forward mechanism from which gains can be achieved.of topology and mobility that are distinct from traditional



mobile ad hoc networks. In this section, we describe keyIn a network formed over moving vehicles, enabling mes-
observations and assumptions of the vehicular networkimg esaging is challenging due to the absence of a fully connected
vironment. We describe the highway environment, the natunetwork. The network is sparsely populated and there is lack
of vehicle mobility and the time-varying density of vehiaul of end-to-end connectivity in the network. MANET schemes
traffic. We discuss the impact of these observations on ttieat rely on end-to-end connectivity are a poor solution as a
message exchange. Based on these observations, we despalie from source to destination may not exist due to lack of
a delay-tolerant messaging scheme that exploits oppsticnisufficient node density in the network. Even if vehicle ti@affi
connectivity between nodes to forward data. The messagingveling in opposing directions is included in path forioat
scheme forms the basis of our analytical model. We descritte resulting paths are short-lived. Thus, routing schemassd
the sequence of events in message propagation as the netwaorkpath formation strategies are an inefficient solution as a
transitions between states of connectivity and discommrect result of the increased overhead involved in path formation
and path maintenance. Thus, the requirement is of a megsagin

A. Highway Model scheme that is able to adapt to the extremes of a sparse and

We consider a highway scenario where vehicles travel @¢nse node density and, at the same time, solve the problem
either direction on a bi-directional roadway. We assume th@f partitioning.
vehicles are equipped with storage, computation and commu-
nication capabilities. The roadway is annotatedeastbound C. Messaging Model
and westbound for convenience in the narrative. The hlghway In a related work [8], we propose a messaging scheme that
model is illustrated in Figure 1. We assume that vehiclestra enables us to solve the prob|em5 of network partitioning_ A
in both directions. In this work, we consider a single lane ofrief description of the scheme is provided here. The scheme
each side of the highway. However, our model could apply t@jies on source and destination pairs identified on theshfsi
scenarios of multiple lanes as well. The traffic in each laa® C|gcation. A common assumption in the VANET environment
be each modeled as an independent Poisson process. IfevehiclGpS equipped vehicles that are location aware and share
move at the same speed on each lane, then the arrivals campginformation in a neighborhood. We propose to explodt th
combined to form a single Poisson process. spatial-temporal correlation of data and nodes in the myste

A fixed radio range model is assumed such that vehiclgfe data are identified as sourced from a location and destine
within range are able to communicate with each other (Ré. [2for a location. The location coordinates obtained from GRS a
describes a practical method for estimating the commuinitat empedded in each packet such that each packet is attridated (
range). As vehicles travel on the roadway, the topology killed). Thus, we are able to implement a simplified geograph
the network changes, nodes come in intermittent contadt Wigyting protocol as each intermediate node forwards dataca
vehicles traveling inopposing directions. These opportunisticon its location and the source-destination locations emiéed
contacts can be utilized to aid message propagation, as gxXthe data packets. The scheme does not require the formatio
plained in subsequent text. of an end-to-end path, rather each node is able to route based

on the attributed data.
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Fig. 1. lllustration of the highway model and clustering @hicles on the
roadway. (a) Att = 0, the network is partitioned and nodes are unable
to communicate.
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B. Network Partitioning (%:D @)
Vehicle traffic density on the roadway is a time-varying quan, = = = J = = < = = =

tity. Road traffic statistics and time-series snapshotebfoular [ T ® Lb@
traffic have demonstrated that vehicles tend to travel istehs
on the roadway [27]. The clusters tend to be separated by sonie L )
distance. Thus, in networking terms, the networkastitioned, (P) At ¢ = At, topology changes, connectivity is achieved and
i.e., the network is composed of disconnected sub-nets that vehicles are able to communicate.
are partitioned from each other, illustrated in Fig. 1. Ho@&re rig 2. |justrating delay tolerant network (DTN) messagias the network
the network topology changes as vehicles travel in opposiompnectivity changes with time.
directions. Sub-nets come in intermittent contact witteotub-
nets. Thus, sub-nets connect and disconnect frequentniga  While the time-varying connectivity in the network present
to time-varying partitioning. a challenge to enable networking, it provides an opporunit

—>  Eastbound



to bridge the partitioning in the network. As vehicles tiawg A. Model and Notation
in one direction are likely to be partitioned, vehicles tha¢

traveling in the opposing direction can be used as illusttan We consider a bi-directional roadway scenario wherein ve-

Fig. 2(b). This transient connectivity can be used irrepec irl]lll(jls?fattézvﬁ: Ilir: e'tlhev'EeEthitngLsmgrgravg:irt:]o:;(iodgzcugﬁ’ aab'sec
of the direction of data transfegastbound or westbound. 9. = . . . b as)
N . o such that the length of a vehicles is not taken into accouilewh
However, it is important to note that this connectivity ist no X : . . : .
. ) " . ) computing distance. The model is a linear one-dimensional
always instantaneously available. Partitions exist onegiside LT :
: approximation of the roadway absent any infrastructurehsu
of the roadway and in a sparse network there are large g ¢

between connected sub-nets. Here we propose the applictio vehicles form nodes of a linear ad hoc network. In each
delay tolerant networking (DTN) [28], [29]. DTN is esseilija direction, nodes are assumed to move at a constant spexsl

such that the distance between nodes moving along the same
a store-carry-forward scheme where messages are cached

. , S (%Fection remains unchanged. We assume a fixed transmission
buffered in a node’s memory when the network is disconnecte . .
range R. Thus, two nodes are directly connected by a radio

The data are forvya_rd(_ad as and_whgn connectivity Is a\./a"alﬁr?k if the distance between them B or less. The distance
Lgf?rzr?z;timd T;E'es‘ r;setlyyosrtlzai;edaﬂi':i:(;%eﬁ ;Vnh dezﬁeartetihselgzﬁeofx between any two consecutive nodes is an i.i.d. exponential
S P random variable, with parametey, for eastbound traffic and

instantaneous connectivity between nodes. At _t|me '”m“t_ A for westbound traffic. The exponential distribution has been
At, the topology of the network changes by virtue of VehICIghown to be in good agreement with real vehicular traces

mobility and connectivity between previously partitionsates under uncongested traffic conditions [7]. Our work focuses

is available. . ) . .
on that particular scenario, where as vehicular traffic rsove

Thﬁ fmessgge propar\?altionci:s a f(ljmction of the connectivip/ opposing directions, periods of connectivity alternati¢h
graph formed Oover venicles. Lonsider a message _pr_opa_\gaB(épiods of disconnection. As such, the primary metric ofriest
goal in the eastbound direction. The message originating;at,,.. paper is theverage message propagation speed (vav,),

a vehicle encounters a partition, as shown in Fig. 2(a). '%Squantity measured between two distant points on the road,

the network is partitioned, the message is cached within §ing the side of the road as the frame of reference
node’s memory. As the vehicle traverses some distance, H}?Nithout loss of generality, we will focus in the sequel
topology of the network changes. Connectivity is soughtrove '

westbound nodes as the eastbound nodes are partitioned.qP computing the average message propagation speed in the

I . . .
connectivity to the next eastbound node, there should Eaegtbound d|rect|oq. The\/\mtbo_un(_j average propaga_t|or_1 spe_ed
¢an be found by simply substituting east and west indicedl in a

sufficient density of nodes along westbound to bridge ﬂ%ﬁe formulae. Once,,, is derived, one can easily compute the

partition. Once co_nnectMty is achieved, the r_nes_sagesalalﬁe average message propagation speed with respect to a vehicle
to propagate multihop over connected nodes in either eastbo . .
moving at speed, by changing the frame of reference from

or westbound direction until the next partition is encouatke . . .
Thus. the messade propagation alternates between erﬁodth% road side to that of the vehicle. Thus, from the perspecti

S ge propag ; Pe 3f% vehicle, the average propagation speed of a message sent
multihop propagation and disconnection. In the next sacti@

compute, analytically, bounds on the expectations of time ti to it from a vehicle located far behind it ig,,, — v. If the
pute, analytically, . P . message is sent from a vehicle located far ahead, the average
periods during which the network is connected or discoratect

. ) S speed isv . The source can be either on the same lane
as a function of the traffic density in the eastbound ang avg + . . I "

S . or on the opposing lane, since initial conditions do not ciffe
westbound directions. Hence, we can characterize the gwerg

. . ng-term average performance.
speed at which messages propagate in the network. g gep

We refer to the alternating periods of disconnection and
(multihop) connectivity aphase 1 and phase 2, respectively.
IV. ANALYSIS In phase 1, when nodes are disconnected, by the assumption
of delay tolerance, data messages are buffered at nodés unti
In the previous section, we described and identified tlwnnectivity becomes available through a subset of nodes
challenges that lie in enabling inter-vehicle communmat\e moving in the opposing direction. The messages traverse a
outlined the highway model of a vehicular area network. Thghysical distance as the vehicle travels at speeds, waiting
partition observed in the network is solved by using a uniqder connectivity to be renewed. In phase 2, when multihop
messaging model that applies techniques from delay tdleraonnectivity is available, data propagate at radio speggd,.
networking (DTN) to achieve opportunistic and greedy dat@onnectivity is maintained as long as consecutive nodgsltra
forwarding. Our goal henceforth in this paper is to chamdmée ing in a given direction are located at distance smaller tham
the average speed of message propagation in such a délaybnet of nodes moving in the opposing direction can leidg
tolerant network formed over moving vehicles. In this satti the partition between the nodes. The multihop radio propaga
we introduce an analytical model and derive bounds on tepeed is determined by characteristics of the physical and
message propagation speed averaged over time revealingetwork layers. It is typically at least an order of magnéud
phase transition behavior. We also provide an approximati@rger than the vehicle speed, i1€qq4;, >> v. A typical value
model following the same lines as the derivation of the baunds v,.,4;,, = 1000 m/s, as obtained from measurements [9]. The
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average message propagation spegd is a function of the property of the exponential distribution, the probabilitghat
time spent in the two alternating phases. a cell is occupied ip = (1—e~*), wherel is the cell size and

A cycleis defined as a phase 1 period followed by a phase\s the traffic density. For cells along tleastbound direction,
period. Denote byl}* and 73" the random amounts of timethe probability that a cell is occupied jg = (1 — e~ <),
a message spends in the two phases, duringnttie cycle, whereas for thavestbound direction it isp,, = (1 — e~*=!).

wheren = 1,2, .... The random VectOI’ST{l,Tf),n > 1 are a) Upper bound: To derive an upper bound anq, we

.i.d., due to the memoryless assumption on the inter-wshic set; — R. Thus, we require each adjacent cell of lenditto

distances. Note, however, tHAf' andT3' are not independent. he occupied by at least one node as a condition to guarantee

Indeed, bothlT" and 73" depend on the distance between thgonnectivity. This is an optimistic view of the system, sirin

vehicle carrying the message at the beginning of cyckend  (eality, nodes located in adjacent cells may be separateal by

the next vehicle traveling in the same direction. distance greater tha, in fact as much a8R. Hence, requiring
Based on our statistical assumptions, the system can {jg presence of at least one node in each cell of fize a

modeled as aalternating renewal process[11], where message necessary but insufficient condition, in general.

propagation cyclically alternates between phases 1 and 2|n addition, to simplify the analysis, we assume that all

DegoteE[Tl] - f[ﬁn] the exr;egted time s_penr: n pt:lase Jnodes located in a cell are located at the far-end extrenfity o
and E[T3] = E[T3'] the expected time spent in phaseThen, that cell, except for the first cell for which use the exaceint

the 'O”Q'f“” fraction of time spent in each of these states |&tance distribution. Again, this provides an optimistiew,
respectively [11]: since the average distance computed that way between any two

E[Ty] . B E[T5] (1) consecutive nodes traveling in the same direction is |aifgaan
E[Ty| + E[T»]’ b2 = E[T\] + E[Ty] what it is in reality. Note that, due to the cell discretipati

Given that the average time spent in phase 1 and phase zibl%oes not affect the probability that two consecutive reode

E[T\] and E[T5) respectively, while the rate of propagation ifre connected. The inter-distance distribution betweatens

each phase is m/s andy, ., M/s respectively, we can Computeexpressed with the following mixed probability distritarii

the average message propagation spegg as follows:

p1=

fx.(x) =xe ™ ((u(z) — u(z — R))

Vagvg = P1V + P2Vradio (2) s
E[Tl]’U =+ E[TQ]v'r‘adio —-AnR _ _—A(n+1)R _
BT T BT 3) +nz_j1(e e )d(z — (n+ 1)R),
_ E[D1] + E[D] @ for x > 0, (6)

E|D E|D radio . . . . .
[D1]/v+ BDs] v d. where u(z) is the unit step function and(x) is the Dirac
where E[D,] and E[D;] are the expected distances traversegkita function [30]. The quantity, denotes a random variable
by a message in phase 1 and phase 2 of a cycle. distributed according to the upper bound distribution oé th
The primary goal of our analysis is to determine hBAD1]  inter-vehicle distance.
andE[D,] (and thereby the average message propagation speegly, ;s for the first cell, the inter-vehicle distance disitibn

Uavg) depend on the parametels, A,, R, v, and vradio- petween two nodes is exact and described by the original
Since the derivation of exact expressions for these q"mt'texponential distribution. However. when > R for each
|s”d|f_f|cult, we introduce next il ?lscretll)zatlog of trr\]e SYBte g ,ccessive cell, we assume that nodes are located at the far-
allowing to compute upper ;\n ower bound on t E averadfiy extremity of the cell. With the nodes assumed to be placed
message propagation speed whepsi, = oco. Note that in - 44 the and of each cell, the distance at each iteration bezome

that case: E[D,] a fixed quantity and, hence, easier to compute. Thus, any node
Vaug = (1 + E[Dl]) (5) located in the second cell, i.e., at a distance betweemd2R
from the preceding node, is assumed to be locaterRatThe
B. Discretization message propagation distance is then computezasand so
The analysis of the problem at hand is rendered difficult §rth for the next cells.
its continuous nature. Specifically, if the distance betweeo b) Lower bound: To derive a lower bound on,,, we set

nodes traveling in a given direction excedglsdetermining the | = R/2. Indeed, when the cell size B/2, nodes in adjacent
probability that the nodes are connected through nodeslingv cells are surely connected, irrespective of their locatiathin
in the opposing direction is a difficult combinatorial prefsl. their cells. Thus, even for nodes located at the two extravhies
To circumvent this difficulty, we discretize the roadwayant adjacent cells, the maximum distance between theR) ishich
cells, each of sizé. In the sequel, we discuss how to seleds within communication range. Thus, for the lower bound, we
appropriate values of for the derivation of upper and lowerset as a condition for connectivity that each adjacent cell o
bounds. length R/2 be occupied by at least one node. Clearly, it is
We consider a cell to beccupied if one or more vehicles a sufficient condition, though not always necessary (ivo, t
are positioned within that cell. By virtue of the memoryleseodes may be connected even if the cell between them is



empty). the task to compute the expected number of triglsuntil
Similar to Eqg. (6), we assume that the distribution of node§ consecutive successes are obtained, which is given by the

located at a distance smaller th&nis the same as the originalrelation: N

exponential distribution, while for each subsequent céll o E[Y] = L—p (9)

size R/2, we assume that the nodes are placed at the near- (1—p)pN’

end extremity of each cell. Thus, we arrive at the followingherey is the probability of success in a trial. This is analogous
conservative estimate on the probability distribution bt o our problem as we try to find the number of cells traversed
distance: by a node untilV consecutive cells alongestbound traffic are
fx () e ((u(z) — uz — R)) occupied py one or more n(_)des. We exploit this analogy for
our analysis in the next section.

- R
+ Z(e—,\(n+1)§ _ 6—A(n+2)§)5(x —(n+ 1)5)’
n=1 .
for z > 0. @) D. Upper Bound Analysis

Here, X, is a random variable following the lower bound ' this section, we derive an upper bound on the average

distribution of inter-vehicle distance. Figure 3 illugea the MESSage propagation speed,,, based on the discretized
lower and upper bounds. system described in Section IV-B, i.e., assuming cells z# &l

and an inter-node distance distribution as given by Eq.W&.
L= R denote byF[D; ], and E[D-],, the expected distances traversed
e — +— Westbound by a message in phase 1 and phase 2 during each cycle. Once
O QD QD these quantities are computed, an upper bound on the average
message propagation speegd, follows readily from Eq. (5).

O © O CI‘ The following Lemma provides an expression #[D].,.
—— Eastbound Lemma 4.1: The expectation of the distance traversed in
(a) Upper bound: With = R, necessary but insufficient ~phase 1 in the upper bound systéiD, ], is given by Eq. (8),
condition. wherePr (C,,) is the probability that two consecutive eastbound
L=R nodes are disconnected, the expression of which is given by
> 2 <+«—— Westbound Eq. (18).
© O Proof: In phase 1, two consecutivastbound nodes are
disconnected from each other. Thus, there is a gafy of 1
O O L A cells between the nodes, whekeis discrete random variable.
—» Eastbound To bridge this gapV cells along thevestbound direction must
(b) Lower bound: Withl = R/2, sufficient but not always ~&ach be occupied by at least one node. The data are cached in
necessary condition. the first node’s memory until connectivity is achieved. Ogvin

to node mobility, a physical distance is covered in this time
Fig. 3. lllustrating the discretization of node distritmrti on the roadway, delay. The expected number of cells traversed until comigct
upper andlower bounds for connectivity over westbound cells is achieved is as given in Eq. (9). Note,
however, that the las¥ cells are traversed at speed, 4;,, and
. L ) therefore, should be accounted as part of phase 2 rather than
C. Relationship with Pattern Matching Problem phase 1. Hence, we subtract them from the computation. Thus,
If the distance between tweastbound nodes is greater for a given separation betweaastbound nodesN = n, the

than R, then connectivity must be achieved using nodes aloegpected distance traversed until connectivity is given by
westbound direction. As per the discretization described above, R 1—(1—e PRy
(] — e

the distance is equivalent to, say, cells. Assuming,.qgio = E[Di|N =n], = = | — -

oo, the nodes alongastbound are connected if each of th¥ 2 [em w1 — e Awlt)n
westbound cells in the gap is occupied by at least one node,Nute that a correction factor df/2 is applied as nodes in either
event which occurs with probabilitfp,, ) = (1 — e **")¥. direction, eastbound and westbound, are traveling am/s.

In the event that not all of theV cells in thewestbound Thus, the distance traversed until connectivity is effextyi
direction are occupied, the nodes alcgagtbound are deemed halved.
to be disconnected. A message is buffered in the node’s cachgyyr next goal is to computeZ[D,],, i.e., the expected

until connectivity is achieved again. The node and, herte, {gjstance traversed in phase 1 without conditioning on the ga

message traverse some distance (cells) until connectisitysjze. Denote by, the event that two consecutive eastbound
achieved. The number of cells traversed until connectiiity nodes are disconnected. Then,

achieved is analogous to the number of trials until a sequenc

is seen. This is described gmttern matching in classical E[D1], = iE[DﬂN = n]u Pr (N =n|C,). (11)
probability theory [11]. The pattern matching problem dses

-n (10)

n=1



R(l—eACR) 1 e~ XeR + (l—efka)efxeR
2Pr(C,) |e *wR | I—e2wR—e-XeR T—c reR(1—c wh)

. — e e—Xe e reR(|_g—AwR i _ _
E[Dl]u a _% - {(l—ej\/\eRR)2 - (l—e*Ang%l—e*/\wR),))z }j| if e ARt +e AR <1 (8)
00 otherwise.
We computePr (N = n|C,,) using Bayes’ Law, i.e.: between them is less thd) or, if the distance is greater thdt)
= B B all westbound cells in the gap between the nodes are occupied.
Pr(N =n|C,) = Pr(CulV =mn)Pr(N = n). (12) If the distance is greater thaR, and not allwestbound cells
Pr(Cu) in the gap between the nodes are occupied, then the system
We have re-enters phase 1 and the message is carried at vehicle. speed
Pr(CulN =n) = 1— (1 — e=reRyn, (13) We note that it is possible that the distance traversed gurin

the second part of phase 2 is zero.

which is the probability that two consecutive nodes are Denote byC,, the event that two consecutive nodes are
disconnected given that the separation between thentéalls. connected and by=[Dj ,]., the expected distance between
This event occurs if the: cells along the westbound directiontwo consecutive eastbound nodes, given that they are ctathec
are not all occupied. Next, we compute the probability that t either directly or through westbound nodes. An expression f
separation between consecutive eastbound nodesdlls. This this quantity is the following:
quantity is given by the expression:

Pr (N _ n) _ (e—)\enR N e—/\e(n—ﬁ-l)R). (17) E[D/Q,Q]u = A fou\Cu (x)dx, (19)

Finally, the probability that two nodes are disconnecteul cawhere fx ¢, (x) is the conditional distribution on the inter-
be computed as: vehicle distance based on the upper bound distributiorgngiv
that nodes are connected. This conditional distributiom loa

Pr(Cy) = Z Pr (Cy|N = n) Pr(N = n) computed as follows:

n=1

_ fx(2)Pr(Cy| Xy = )
substituting from Egs. (13), (17) N Pr(C,) ’

i(l L (1= e MRy (e AenR _ e,Ac(nH)R) where Pr(C,|X, = =z) denotes the probability that two
n=1

(21)

[x.lc. ()

consecutive eastbound nodes are connected for a givenafalue
x. Nodes are always connected if the next eastbound node is
= (1 —e 2R [ — 7 — — % — | - within radio range, i.ex < R. If the inter-vehicle distance
1—em% L= e el(l — em e ff) is greater thanR, the nodes are connected if each of the
(18) corresponding: westbound cells are occupied, an event that
Using the above equations, we obtain Eq. (14). The infinitecurs with probability (1 — e~ %)),

series converges </ e~ A« <1, otherwise it diverges.  Applying the upper bound distribution for inter-vehiclesdi
This leads to the expression of Eq. (8) ®{D1]., proving the tance from Eq. (6):

e—AeR e—keR(l _ e—ka)

Lemma. ] . v <R
Next, we provide an expression f&{D,],,. CALR\R x -
) : . . (I—e 2™ if 2 =(n+1)R,
Lemma 4.2: The expectation of time spent in phase 2 inPr(CulXu =) = forn—1,2.3 .
the upper bound §yst<_e|ﬂ[D2]u is gi_v_en by Eqg. (15), whe_re 0 otherwise
Pr(C,) = 1 - Pr(C,) is the probability that two consecutive (22)

eastbound nodes are connecfed(C,) is derived in Eq. (18). ) ) _
Thus, the expected distance covered given that two corigecut

Proof: In phase 2, nodes are connected and messad Sstbound nodes are connected is given by Eqg. (20) whenre, fro

are able to propagate multihop. Phase 2 can effectively g (18):

divided in two parts. In the first part, the gap dfcells present  Pr(C,) =1 — Pr (C,)

during the previous phase 1 is bridged. Thus, the expected e NR(1 — e w Ry
distance denoted b¥[D- ;] traversed during this part is given =(1- e‘keR) 1+ 1 A o
by Eqg. (16), wherePr (N = n|C,) is given by Eq. (12), and — el el
Pr(C,) is given by Eq. (18). Eq. (16) accounts for the fact Once entering phase 2, messages propagate as long as con-
that the next eastbound node is assumed to be located atrbetivity is available, each time covering an expectedadist
far-end extremity of the(n + 1)-th cell, as per our upper of E[Dj,], between two consecutive nodes. Hence, if con-
bound construction. In the second part of phase 2, consecutiectivity is available for, sayj consecutive pairs of eastbound
eastbound nodes remain connected as long as the distancedes, the distance covered;i&'[Ds ,].. Thus, the expected

. (23)

7



E[D4], = i E[Dy|N = n], Pr(N =n|C,)

n=1

R - [ 1—(1—e Mf)n } “AwR “XenR -\ 1R
= - — — —n| |1 =1 —ePufyr)(em Al _ gmAnF DR (14)
2Pr(Cy) 7; (e~ wR)(1 — e Awh)n [ }
E[D ] - R(l _ %—keR) e—keR N e—keR B e—keR(l _ e—ka) B e—AeR(l _ e—AwR)
2 Pr(C,) |(I—e 2R)  (1—e B2 T—e R(l—e  h) (I—e AR(l—e rk))?
1 1 R AR e B (1 — el
+ Pr(Cy) [)\e [1—e (1+AR)| +R(1—e¢ ) T T gy
ef)\cR(l _ e*)\wR)
+ (1 —eAeR(1— e—AwR))zﬂ ‘ (15)
E[Dy1lu =R> (n+1)Pr(N =n|C,)
n=1
_ R(1- e Al e— AR . AR - e NR(1 — e w Ry - e NR(1 — e e Ry 16)
Pr(C,) (I—e Al (1—erel)2 1 —e ARl —eMR) (1 —e AB(1—e Auwk))2
, [T xfx, (2)Pr(Cy| Xy = x)
E[Dm]u —/0 Pr(Cy) dx
1 - —Aex = —Aw R\
“meo | Aee " (u(z) —u(w — R) + Y _(1—e )5z — (n+ 1)R) | zdx
w n=1
1 R >
:7Pr(C ] /0 zAee N + Z(n +1)R(1 - eAwR)"(e*)‘C"R - e*)‘c(”H)R)
u n=1
_ 1 1 R _—AR e MRl — e MR e MR (1 — e Ml
=5 {Ae [1—e M1+ AR)] + R(1 —e ") l—e*)‘cR(l—e*)‘wR)+(1—e*)‘CR(1—e*)‘wR))2
(20)
distanceE[D 5] covered during the second part of phase 2 isippper bounded as follows:
00 . E[Ds], £ —AeR 4 ,—AwR
E[D2,2]u — ZjE[DIM] Pr(C,) (1 — Pr(C,)) — (1 + E[Dl]u) v if e +e <1
Jj=1 - v If e—)\eR + e—)\wR Z 17
— E[D,,],(1 - Pr(C, i Pr(C, ) whereE[D,], and E[Ds],, are the expressions given by Lem-
1Dz 2] i ));j H(C) mas 4.1 and 4.2.
— E[D, ] Pr(Cy) (24) Remark: While our analysis is based on the assumption
n 221 —Pr(Cy))’ Uradio = 00, Theorem 4.3 holds for any value of,;, because

We finally obtainE[Ds], = E[Ds1]u + E[Dss]a, leading to Vevs 1S @ non-decreasing function ofqq;,.
the expression given by the Lemma. [ |
E. Lower Bound Analysis

In the Appendix, we describe a lower bound on the average
Based on the results of the previous Lemmas and Eq. (B)essage propagation speed,, based on the discretized sys-
the next theorem provides an upper boundvgyy,. tem described in Section IV-B, i.e., assuming cells of gz
and an inter-node distance distribution as given by Eq.We).
denote byF[D,]; and E[D;]; the expected distances traversed
Theorem 4.3: The average message propagation speedbig a message in phase 1 and phase 2 during each cycle. The



derivations of these quantities follow the same lines asiiper value ofwv. In this regime, Regime |, no gain is provided from
bound analysis. Once these quantities are computed, a lower occasional opportunistic connectivity provided by ENEN
bound on the average message propagation spggdollows architectures. On the other hand, Theorem 4.4 guarantees th

from Eq. (5). if (e‘% +e” A151?’) < 1, Regime lll, then the value of,,,
Theorem 4.4: Assumewv,.q4;, = o0. The average messages strictly larger thany and increases with. and\,,. Thus, a
propagation speed is lower bounded as follows: phase transition takes place somewheEeRin the Ee%ion dictraf
(1 + E[Dzh) ; P VL. VL den§|t|es(e*AeR +e Ml < land(em"F +e 78 ) > 1,
Vang > { E[D1], o o Regime II.
' v if e="% +e 7% >1, Figure 4 graphically shows the three different regimes for

the caseR = 125m. The figure shows that for low traffic
n?jensity in one direction< 10 vehicles/km), a relatively high
density of traffic in the other direction]{ — 25 vehicles/km)
is required. It is noteworthy, that in Regime |, a small irage
F. Approximation in traffic density in either direction does not provide irese
Based on the derivations for the upper bound and lowt the message propagation speed, as there are no gains to be
bound, one can provide an approximation model with thchieved by the delay tolerant architecture. However, igifRe

where E[D;]; and E[D]; are the expressions obtained fro
Lemmas A.1 and A.2, respectively.

assumption that each cell is of siz&, where0.5 <k < 1. A Il a small increase in density provides immediate gaintghin
reasonable value i = 0.75. message propagation speed.

Approxirnation 45: The average message propagation SpeedThe mathematical jUStification for the phase transition be-
for the approximation is: havior is that, when the traffic density is too low, the expdct

E[T1]o+E[T2]a back at Eqg. (9) and our pattern matching problem analogy, we
v if e AkR e AwkR observe that the expected number of cells needed to bridge

h d h L f the fi a certain gapN grows at a geometric rate with/, i.e., the
where E[T1], and E[T3], are the approximations of the time, .+ rate is1/(pw) = 1/(1 — e~ 1), wherel is the cell

spent in phase 1 and phase 2 respectively, obtained fr Mo ( = R/2 for the lower bound and — R for the upper

equations (39) and (40) in Lemma B.3 and B.4 respectivelyy,,,nqy on the other hand, the inter-vehicle distance fitia
distribution decays at a geometric rate with i.e., the decay

{ BT\ vt B Tlaveasie if g AkR | g dukR | distance to be traversed in phase 1 gets infinitely largekingo
Vavg =

G. Phase Transition rate rate isl — p, = e *<!. Thus, for the expected distance
in phase 1 to be finite, the product of these two rates must be

50 ‘ : ' smaller than one, since only in that case the infinite sum show
E:g::gl - in Eq. (14) (for the upper bound) or Eq. (34) (for the lower
DRegime " . bound) is finite. Thus, ip. +p., < 1, the average propagation
-o-Upper Bound | speed is the same as the vehicle speed. On the other hand, if
-O-Lower Bound the density on either side of the roadway is high enough, such
-+ Approximation (k=0.75)|  that p. + p,, > 1, then a DTN messaging scheme becomes

beneficial.

V. PERFORMANCERESULTS

In this section, we evaluate the performance of delay totera
network messaging with the help of both simulations and
the analytical results derived in Section IV. Our goals are
the following: 1) illustrate the phase transition phenoomgn
through simulations for a realistic value of,4;,; 2) verify the
Fig. 4. Three different regimes of message propagationdsfieer = 125 m. ~accuracy of our approximation model; 3) verify the upperrmbu
In rFf_e;_JJei geeeld}tf:ﬁ S\e/eriargr: nlﬂﬁsage pgg%?ggioTafpe@ratghs nt)h:nzam;:;stgse for finite v,q4:0; 4) Use the approximation model to evaluate
ﬁthlcthe FZzastb.ound gnd westbégtrlludetraffic dgnsitgzsand Aw. The phase the Imp,aCt _Of various pa-\rameters, such as vehicle density in
transition between these two regimes takes place somevmétegi me 11, €ach direction and vehicle speed, on the average message
as extrapolated by the approximation curve with= 0.75. propagation speed performance; 5) compare the performance

of DTN messaging with that of path establishing schemes.

Theorems 4.3 and 4.4 provide upper and lower boundsThe simulator, implemented in Matlab [31], follows the
on the average message propagation spgeg Specifically, same model as described in Section IV-A, i.e., the distance
Theorem 4.3 reveals that if the combination of traffic déesit between consecutive vehicles in each direction follows.iah i
in both directions is too low, i.e.(e % + ¢~*«f) > 1, exponential distribution. The simulations do not disaetthe
then v,,, does not exceed, independently of the specificroadway as in the analysis and, thus, produce an estimate on

Vehicle Density — Westbound (vehicles/km)
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the actual average message propagation speed. The sonule
is repeated fod 00 iterations, each iteration generating, 000
vehicles to account for the random node generation.

The system parameters are set as follows: radio spe
Uradio = 1000 m/s, radio rangeR = 125 m, and vehicle speed
v = 20 m/s (unless mentioned otherwise). The traffic density
varied from over a range dfvehicle/km to100 vehicles/km, to
cover the low, intermediate and high traffic density scessari
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Average Message Propagation Speed

Average Message Propagation Speed (m/s)

| 20
__1000+---Approximation (k=0.75) Vehicle Density (Westbound) 00 20 Vehicle Density (Eastbound)
g 9001 A Simulation Results : : : r (Vehicles/Km) (Vehicles/Km)
o o 8007 -=Upper Bound r
% g:; (. ; ; , | Fig. 6. Average message propagation speed as a functieastiound and
20 | westbound vehicular traffic densities, based on the approximation ehod
=5 I
o= r
j>(’ g - In Fig. 6, we relax the assumption of symmetric values
& - of traffic density alongeastbound and westbound directions.

10 > We plot the average message propagation speed based on
Vehicle Density (Vehicles/Km) Log-Scale the approximation developed in Section IV-F for values of
eastbound and westbound traffic ranging from1 vehicle/km

to 100 vehicles/km. As is evident from the graph, the message
rate increases as a function of the vehicular traffic derwity

Results in Figure 5 depict the average message propagaidher side of the roadway. The 3-dimensional graph allows
speed for increasing vehicular traffic density. The traféosity US to map the message propagation speed for asymmetric
is assumed to be numerica”y equiva|ent in bedstbound values of traffic denSity on either side of the roadway. For
and westbound direction. We plot theupper bound and the example, if botheastbound and westbound directions have
approximation results derived in Section IV. low traffic density of aboutl0 vehicles/km, then the node

The simulation results are averaged over several itermtion density is insufficient to enable message propagation. Mexye
account for random node generation and the resulting toptl-the node density in theeastbound roadway is low, say
ogy. The results C|ear|y show the phase transition behavig? vehicles/km, while thevestbound direction has hlgher traffic
When the mean value of the vehicle traffic density is beloflensity, sayl0 vehicles/km, then the node density is sufficient
10 vehicles/km, the network is essentially disconnected a#@ reach the maximum performance @f.q4i, (1000 m/s).
the messages are buffered within vehicles. The data teavers
physical distance at vehicle speed=¢ 20 m/s). When the node Comparison with Path Establishing Routing Schemes
density is high £ 50 vehicles/km), the network is largely con-
nected. Thus, data are able to propagate multihop through 0004 e
network at the maximum speed permitted by the radig£, = & o P
1000 m/s). In medium node density, the network is comprise§
of disconnected sub-nets. There is transient connectinity @
the network as vehicular traffic moves in opposing direction 8 § 7001
As a result of the delay tolerant networking assumption ar g 5’600*
opportunistic forwarding, the message propagation ates gsoo—
in the two phases. The average rate, a function of the tir g 400
spent in each phase, is between the two extremesnofs and ~ § g1
Uradio M/S. Thus, the message propagation speed is a funct =

Fig. 5. Comparison of simulation, analytical approximatiand upper bound
on average message propagation speed as a function of teffaity.

2 800+

S T . 200+ J‘ ---DTN M ing (A i
of the connectivity in the network that is in turn determingd & | | TN Messaging (Average Case)]
the vehicular traffic density for constant transmissiongean g o= e | B 1- Side Traffic

Figure 5 indicates that the analytical approximation detiv o 20
in Section IV-F is accurate, as the approximation close.,
follows the simulation results. As expected, the Slmuratloﬁg 7. Comparison of DTN messaging strategy with path feionabased
curve lies below theupper bound. The bound is tight a low schemes utilizing one-sided traffic or two-sided trafficdatistance o 2.5km.
density, but diverges at high density since its derivatiobdsed
on the assumption, 44, = 0. In Fig. 7, we compare the average propagation speeds

Vehicle %ensny (Vehl(Qes/Km) 80 100
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achievable for the approximation model of the delay toleran VI. CONCLUSION
architecture with that of a path establishing scheme, sgch a

o In this paper, we characterize message propagation in a
AODV or DSR. For the path establishing scheme, we assUl&icular network with a delay tolerant networking (DTN)

ttha; Lhn? f? srsrfirt]ﬁteiogos:cc: r.;_fessr%%isi: ;ixerdo a; Ztedsis;?grze %? hitecture. We propose a DTN-based routing scheme where
' th h th W ' K at multi-h 9 pd_p 9 e — Uhicles traveling both in the same direction as the message
source through the network at multi-nop radio Spegfiic = g4 i opposing directions participate in the message fatwa
1000 m/s until it encounters a partition. Once a partition 2 q We develop an analytical model to model the routing
;ehncour(;tered, thhe rtr;]eszag? |st.cacheglgﬁaknod_(rehs memory Lgl:a{eme. The model takes into account the random distributio
€ node reaches the destination go M. 1N€ average ¢ gistance between vehicles, the speed of vehicle, ana radi

message propagation speed is _computed_as the o_Iistance BX?émeters such as the radio range. Based on the model, we
the time taken to reach the destination. This result is aezta derive an upper bound, lower bound and approximation on

;)r:/er se\{gral |geré;1_t|ont§. F(_)r ortl.?-sge_d traftfl[]c,fonly ';_raﬁcrgththe average message propagation speed. Through simulation
€ eastbound direction 1s ulilized n path formation. e i, ults, we show that the approximation model is accurate.

two-sided traffic model, nodes along both the eastbound an hile the analysis relies on a discretized model, it does

westbound direction are utilized in path formation. Thusaa :
; . . -~~~ capture well the essence of the system behavior, namely the
result, the scheme requires a high density of nodes foracigie L .
phase transition in the average message propagation speed

enltil-_to-epc(;l C(t)?nectll\:/}w.7 that th establishi h " a% a function of the traffic density. The analysis reveal$ tha
JLIs evident from F1g. at a path establishing scheme hﬁe critical threshold of the phase transition depends only
utilizes only one direction of traffic requires a density bfemst

: _ . the traffic density in each direction and on the radio range.
90 vehicles/km, on average, to achieve maximum performan%usy through our analysis, we can identify the regimes of

HOV\ée\]fer’ i t\;]e?lcula:_ nodesdtravillngf mbkcJ)Zt;h d'rr].e?t'olrll(g A densities where the delay tolerant architecture is ableobta
used Tor path formation, a density of a VENICIESIKM 1 6vide significant gains in messaging performance. We show

. . : Copr
is sufficient, on average. The DTN model achieves h'ghﬁ{at the messaging performance predominantly lies in betwe

performance than both path establishing schemes for amN g, o extremes. For sufficiently high traffic density, the
traffic density value. ' '

behaves as if it were fully connected and the maximum speed
of messaging is achieved. At the other extreme, for low traffi
Effect of Increased Mobility density, the network is mostly partitioned and no gains from
delay tolerant architecture are achievable. These resufity

‘ ‘ ‘ ‘ , that DTN-based VANET architectures prove most useful at
1888 __+--+-+..+--+--+--+-+--+:z:;:g_—g::}"_‘g_'_“g_'g_‘jg_'i medium traffic densities. (e.@20 vehicles/km) and higher. Fur-
800 o_o_.o--o-o"o | thermore, our simulations show the superiority of DTN-lshse
700 07 “o-Density = 15 Vehicles/km) .- routing schemes over those based on path establishmeht, suc
600 “O-Density = 25 VehiclesKm||- - 55 AODV and DSR. In the former case, maximum performance
500 . -+-Density = 35 Vehicles/Km||[ | K K . ", .
200t o is achieved with traffic densities as low &6 vehicles/km,
300 D__n__n..n-u--n—ﬂ"”"tf while the latter schemes require densities46f vehicles/km
200 o Lg-oea - or higher. These numbers are based on the assumption of a
0 oo transmission range&? = 125 m. If the value of R changes,

0 10 20 then the corresponding values for the traffic density wikrnge

Vehicle Speed (m/s) accordingly

. . . . This paper can serve as the basis for several interesting
Fig. 8. Impact of vehicle speed on average propagation sfmrettaffic . . .
densities, based on the approximation model. extensions. For instance, our model assumes that all thelegh

travel at the same speed. As a result, a phase transition is

In Fig. 8, we observe the performance of the messagif§served only because of two-sided traffic (i.e., there el
scheme as the vehicular speed increases at fixed valued'®fPhase transition with traffic present in only one direttio
eastbound andwestbound traffic density. The graph shows that!t would be interesting to investigate whether or not the sam
for a vehicle density of 15 vehicles/km, the average messagiclusion holds if vehicles move at different speeds. Birtyi
propagation speed increases from/s to200 m/s as vehicular the issue of multi-lane highways with speed differentialas
mobility increases from) m/s to 10 m/s. This is counter- the lanes is an interesting area open for further research.
intuitive to the observation in conventional MANET protd&o
that increased mobility decreases the messaging perfaenan APPENDIX
owing to short-lived paths. However, in this connectiossle
messaging paradigm, it is observed that the message e>e:ha°r‘lg
is aided by increased mobility. The partitions that occur in We derive a lower bound on the average message propa-
the network are bridged at a faster rate leading to increasgation v,,,. We denote byE[D,]; and E[D-]; the expected
performance. distance traversed in phase 1 and phase 2, respectiveilggdur

Average Message
Propagation Speed (m/s)

Lower Bound Analysis
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4P1‘(C’l)67>\4‘2; l—e —2 —e "2 l—e” 72 (1—e "2 ) l—e” 72 (25)

R(176A6§)67A2 ) e T (178*%)8* T 2~ "5 if 7>\82R 7>\u2,R 1
E[Dy), = R + - e te <
00 otherwise.

each cycle. The following Lemma provides an expression falsing the above equations, we obtain:

E[D1];. 0o
E[Di); = > E[Di|N = n]; Pr(N =n|C))
n=1
. . AEBy A E _AeR
Lemma A.1: The expectation of the expected distance tra- _ R(1—etez)eten e 2
versed in phase 1 in the lower bound system is given by N 4Pr(él)€_>\u2)R 1 o248 _ —24E
Eg. (25), wherePr(C)) is the probability that nodes are AeR R _AeR
disconnected, an expression for which is given by Eq. (33). 4+ ¢ 2) (Rl —¢ ZA )R 2 2) . @4
l—e"F (1—e "2 ) l—e "%

We note that the above expression holds onlyeif =z 5ty

~*%% < 1, otherwise the series is divergent, leading to the
Proof: The expected distance traversed between t"lé@(pressmn provided by the Lemma. -

consecutive eastbound nodes in phase 1, given a gap-efn
cells between them is is given by:

AwR . .
1—e "%\ Next, we provide an expression fé1[D-);.
[D1|N—TL] Xw IS’ )\wl)?, (26)
4 e~z (l—e "2 )7

Note that we did not subtraetwithin this equation. The reason Lemma A.2: The expectation of the distance traversed in

is that, for the lower bound, we must account for the fact thghase 2 in the lower bound system is given by Eq. (28), where

one of the firstn cells must be empty (otherwise, the nodep, ;) = 1 — Pr(C}) andPr (C) is given by Eq. (33).
would have been connected). Hence, we conservativelynadd

cells to the distance traversed in phase 1, which means that a
message spends a relatively larger fraction of its time iasph

Proof: The expected distance deno traversed
1 traveling at vehicle speed P tedD . |

during the first part of phase 2 is given by Eq. (35).

o0

R _
) E[Dy1) = EZ(n—f—l)Pr(N:mCl)
Denote by, the event that two consecutive eastbound n=1
nodes are disconnected. Then, R(1—e AgR)ef 2elt [ e— 258
> _ - 2 Pr(C 1— e 28"
E[Dq); = Z E[D:{|N = n]; Pr (N = n|C}). (27) N R v Aci ‘ Aw)R
n=1 e” "2 ez (1—e 72)
. ~ . . + — AeR - ~ XeR " wR
We again comput®r (N = n|C)) using Bayes’ Law, i.e.: (1—e72)2 l1—e "2 (1l—e"2)
— Ae R AwR
~ Pr(Ci|N =n)Pr (N =n) e 7 (1- )
Pr (N = ) = = . 30 - R AwR . (35)
r{ nlc) Pr () (30) (1—e 7% (1_6 57))2
We have: wherePr (N = n|C;) is given by Eq. (30), an#r (C)) is given
Pr(CIN=n)=1—(1—e Ay ) 31) by Eqg. (33). penote by [D; ,]; the ex_pected distance between
i . two consecutive eastbound nodes, given that they are ctathec
Pr(N =n) = (e (D2 _ A+ 3. (32) either directly or through westbound nodes. An expression f
this quantity is the following:
Pr(Cy) =Y Pr(C)|N =n)Pr(N =n) E[Dy o] = / zfx,)c () de, (36)
n=1 0
B 1 _ 2B e 5" where fx, ¢, (z) is the conditional distribution on the inter-
- (1—e ) 1 — =258 vehicle distance, based on the lower bound distributiovergi
AeR( AwR) that nodes are connected. This distribution is computed as:
ez (1—e
- o R o R (33) fX( )PI‘(Clle = .I')
l—e72 (1—e "2 )‘| le|Cl( x) = Pr(C)) , (37)
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_2XeR., _ AeR _ AeR _ AeR _ AeR _ AwR _ AeR _ AwR
ElDs)] R(1—e "2 )e 2 e 2 L ez (1—e "2) ez (1—e "2)
2)1 = — —
2Pr(Cy) (I—e25") (1—e"5)2 1-e T (l-e %) (l—e 5 (1—e %))
1 1
— | —[1—e?B1+ AR
Pr(Ch) [)\e (L= e R+ AR)]
AeR AwR AeR AwR
R _AeR. _AcR e" 7z (1—e "2 ez (l—e "2
+_(1_6 2 )6 2 _é _)\w)R + )\CIE’ _)\wl)?, (28)
2 l—em 2 (1—e72 ) (1I—e "2 (1—e "2 ))2
e PI"(Cl|Xl=$)
E / :/ ‘fol(‘r) d
[ 2-,2]1 0 PI‘(C[) T
Ae R Aw R Ae R Aw R
1 1 - R Caem aen | e 7 (I—e 7)) e T (1—e 7%)
= — =Bl 4+ AR +=(1—e""% )e "% ,
Pr(C)) | Ae [ ( )} 2( ) 1_67A€2R (1—67M2}R) (1 —efkezR (1 —eiMﬁR)V
(29)

where Pr(C;| X;
connected for a given value af, given by:

1 if xt <R

) et sy e = (g 1)E,
Pr(C)|X; =x) = forn=1,2,3,...
0 otherwise.
(38) [

Applying the lower bound distribution for inter-vehiclesdi
tance from Eq. (7), we obtain Eq. (29), wheke(C)) =
1—Pr(C)). In phase 2, the distanc€[D}, ,]; is the expected 2
distance covered between two consecutive nodes. Thusxthe e
pected distanc&[D 5] covered during second part of phase 23]
is:

[4]
(5]
(6]

E[Dyo)i = > JE[D) o] Pr(Cy) (1 — Pr(Cy))
j=1
Pr(Cy)
(1=Pr(C1))
We finally obtainE[D3]; = E[D21]; + E[D2 2], leading to the
expression given by the Lemma. [ |

= E[D},) (41)

(7]

B. Approximation

Approximation B.3: An approximation of the expected time
spent in phase 1E[T}], is given by equation (39), where [g]

Pr (C,) is the probability nodes are disconnected, given by:

(8]

Pr(C.) = Y Pr (CalN = n) Pr(N =) 1ol

n=1
“AekRY_—AkR
(1—e )e {71_6_&]“%

e~ AkR(] — e=AukR)
1 — e NeRR(1— e—xka)]

e—AckR [11]

[12]

(42)
[13]

Approximation B.4: An approximation of time spent is
phase 2 F[T5],, is given by the expression in Eq. (40), where

13

x) denotes the probability the nodes ar®r (C,,) is the probability that nodes are disconnected given by
Eq.
we refer to [32].

(42). For detailed derivations of the approximation elpd
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