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[11 Wind-wave attack is the fundamental cause of erosion of salt marsh boundaries. Tidal
forcing acts as a proxy determining at which elevation waves pound against the marsh
edge and conditioning the propagation and transformation of wave trains as they move
toward these boundaries. The objective of the present work is to evaluate, through analysis
of the results of a numerical model, the effect of wave action on marsh boundaries as a
function of tidal elevation and wave height for different edge configurations. In order to
link numerical simulations to field conditions, the model inputs are based on topographical
and hydrodynamical surveys conducted at a study site at the Virginia Coast Reserve
(VCR), VA. Model results show that the wave thrust on the marsh scarp strongly depends
on tidal level. The thrust increases with tidal elevation until the marsh is submerged
and then rapidly decreases. The wave thrust is maximum for a vertical scarp and minimum
for a terraced scarp. Similarly, wave energy dissipation is maximized just above the marsh

platform elevation, when wave reflection is reduced and wave breaking occurs at the

marsh edge.
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1. Introduction

[2] Coastal wetlands and salt marshes are among the
richest ecosystems in terms of productivity and species
diversity, providing a habitat to a diverse animal population,
valuable resources for fishing and recreation, and nutrient
recycling. Salt marshes are also important for flood pre-
vention, as they efficiently dissipate wind-wave and tidal
energy [Moéller and Spencer, 2002], thus reducing the
dimensions of defense structures built at their landward limit,
with relevant economic advantages [King and Lester, 1995].

[3] Despite their manifold significance, salt marshes are
experiencing considerable surface loss in numerous loca-
tions: along the mid-Atlantic coast in the United States [Day
et al., 2000; Schwimmer, 2001], in northwestern Europe
[Allen, 2000; van der Wal and Pye, 2004], and in southern
Asia [Edinger and Browne, 2000].

[4] Salt marsh survival depends on a delicate balance
between the processes supporting marsh thriving (e.g., ver-
tical accretion and vegetation colonization) and those
endangering it, such as surface degradation and margin
erosion. The rate of relative sea level rise, the tidal regime,
the wind-wave climate, the sediment supply, and the
development of a vegetation cover are fundamental driving
forces for salt marsh evolution [Temmerman et al., 2004,
D’Alpaos et al., 2005; Fagherazzi and Sun, 2004;
Fagherazzi and Overeem, 2007; Mariotti and Fagherazzi,
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2010]. Of critical importance are also the dynamics taking
place at the boundary between salt marshes and tidal flats.
Both landforms are inherently flat and subject to sedimen-
tary and erosive processes: tidal flats conservation results
from the balance between sediment deposition and resuspen-
sion by wind waves and tidal currents [Allen and Duffy,
1998; Fagherazzi et al., 2006, 2007; Defina et al., 2007],
while salt marsh evolution is closely related to its eleva-
tion, which is controlled by mineral and organogenic sedi-
ment accumulation [Pethick, 1981; Fagherazzi and Furbish,
2001; D’Alpaos et al., 2006], sea level elevation, and the
stabilizing effect of halophyte vegetation on its platform
[Morris et al., 2002; Mudd et al., 2004; Silvestri et al., 2005;
Kirwan and Murray, 2007].

[5] The evolution of the two landforms is closely
related: marsh deterioration is generally linked to the erosion
and collapse of the marsh edges under wind waves [Mdéller
et al., 1999; Méller, 2006; van de Koppel et al., 2005] and
the elevation of tidal flats bordering the marsh platform
together with fetch distances strongly influence the energy
level of the incoming waves and the energy dissipated at the
marsh margin, thus determining erosion rates [Mariotti and
Fagherazzi, 2010; Moller et al., 2009].

[6] Because of morphological and biological gradients,
the boundary dividing tidal flats and salt marshes is often
characterized by a distinct scarp [van de Koppel et al., 2005;
Mariotti and Fagherazzi, 2010] whose vertical profile is an
indicator of the prevalence of accretion or erosion [Kirby,
2000]: accreting shores are often convex while erosion-
dominated shores are concave so that the edge between the
tidal flat and the backing salt marsh assumes the shape of a
cliff [Mariotti and Fagherazzi, 2010]. Cliffs may also result
from autogenic marsh formation. The marsh cliff forms as a
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result of mudflat accretion, which increases the proportion
of the intertidal landscape that is at high elevations and
moves the marsh-mudflat transition seaward, thus exposing
this transition to higher wave energy levels [Pethick, 1981;
Allen, 2000; van de Koppel et al., 2005]. However, it should
be noted that cliff formation is only one of the possible
responses of marsh margins to wind wave erosion: other
retreating behaviors exist (e.g., marsh edge dissection, creek
widening, creek bank erosion, mud-mound topography
formation) [e.g., Allen, 2000; van der Wal and Pye, 2004].

[7] A typical style of edge erosion is cliff undercutting:
the lower mud layer is eroded more rapidly than the over-
lying rootmat, leading to the formation of an overhang,
which eventually falls at the foot of the scarp or is thrown
over the platform by waves hitting the marsh. Evidence of
this kind of erosional process is given by the presence of salt
marsh blocks degrading to mud balls at the scarp base and
on the marsh platform. An alternative marsh edge configu-
ration consists of the formation of a step-like profile, with a
lower steep scarp, followed by a short, mildly sloping ter-
race and a higher, almost vertical cliff leading to the marsh
platform. Other types of marsh edge configuration common
elsewhere (e.g., multiple terraces due to sea level change
[Allen, 1990]) have not been detected at our study site.

[8] Wind-wave attack is recognized as the fundamental
agent of salt marsh erosion [Feagin, 2008; Barbier et al.,
2008], particularly in microtidal basins or sheltered back-
barrier areas; tidal conditions act as a proxy determining the
elevation at which waves pound against the marsh edge and
conditioning the propagation and transformation of wave
trains as they move toward these boundaries.

[9] The objective of the present work is to evaluate,
through analysis of the results of a numerical model, the effect
of wave action on marsh boundaries as a function of tidal
elevation and wave height for different edge configurations.

[10] A numerical Boussinesq-type model is applied to
simulate wave train propagation against and over three
configurations of marsh boundaries (a vertical bank, sloping
scarp, and terraced edge) under different tidal and wave
conditions and compute the thrust exerted by waves on such
boundaries and the related energy dissipation. In order to
link numerical simulations to field conditions, the model
inputs (bathymetries, wave train parameters, tidal levels) are
based on topographical and hydrodynamical surveys con-
ducted at a study site at the Virginia Coast Reserve. The
results for the three cases are compared and discussed.

2. Numerical Model

2.1. Wave Model

[11] The wave model is based on the coupled solution of
Boussinesq and nonlinear shallow water equations (NSWE);
both are depth-averaged approximations to the 3-D mass and
momentum conservation equations for an incompressible,
nonviscid flow.

[12] Boussinesq equations are derived by accounting for
the nonhydrostatic effect of vertical particle acceleration on
pressure distribution and can describe both the nonlinear
and frequency-dispersive features of wave propagation. The
applicability of classical Boussinesq equations [Peregrine,
1967] is restricted to weakly nonlinear and weakly disper-
sive shallow water flows. To overcome such limitation,
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several alternative formulations with improved dispersive
and nonlinear properties were developed (for a review, see
Madsen and Schdffer [1999] and Kirby [2003]). Further
studies were devoted to extending the applicability of
Boussinesq-type models to surf zone waves. Specific algo-
rithms were developed to represent the shoreline movement
[Zelt, 1991; Madsen et al., 1997; Lynett et al., 2002]. Wave
breaking was artificially incorporated by adding ad hoc
terms, which account for its effects on the flow and can be
calculated in different ways [Karambas and Koutitas, 1992;
Schdffer et al., 1993; Veeramony and Svendsen, 2000;
Karambas and Tozer, 2003]. Whatever technique is used, a
number of calibrated parameters is always introduced and a
certain amount of arbitrariness cannot be avoided. More-
over, the application of all the aforementioned techniques
becomes rather complex when 2-D domains are considered.
Such artificial and complicated treatment of wave breaking
and shoreline motion is one of the major shortcomings of
Boussinesq models.

[13] NSWE are a nondispersive subset of Boussinesq-type
equations; the pressure is assumed to be hydrostatic and the
flow conditions are dominated by advection. Because of the
lack of dispersion, NSWE cannot describe short-wave
propagation, but they can be applied to very long waves or
to situations where nonlinear effects prevail, such as in the
inner surf zone and at the shore [Hibberd and Peregrine,
1979; Kobayashi et al., 1989; Watson and Peregrine,
1992]. The main advantage of NSWE is that, when inte-
grated by means of shock-capturing methods, they naturally
embody flow propagation on a dry bed, bore formation and
propagation, and the related energy loss [Zoro, 2001].
Therefore, NSWE can intrinsically model shoreline motion
[Brocchini et al., 2001] and, given the similarity of bores
and spilling breakers [Peregrine and Svendsen, 1978; Basco
and Svendsen, 1984], wave breaking, at least of spilling
type.

[14] The wave model applied in this work combines the
best features of the two systems of equations: the propaga-
tion properties of Boussinesq-type equations and the shock-
capturing features of NSWE, solving Boussinesq equations
where nonlinear and dispersive effects are about the same
order and applying NSWE when dispersion is negligible and
nonlinearity prevails.

2.1.1. Governing Equations

[15] The governing Boussinesq equations [Madsen and
Sorensen, 1992, hereafter MS92], formulated in conserva-
tive form, are given as follows:

h P 0
P| +|P/h+gh?)2| + PQ/h
o], PQO/h . L/ h+gh)2 ],

0
+ | ghzx +y +7/p
ghzy + v +7/p

=0 )

where subscripts x, y, and ¢ denote differentiation with ref-
erence to space and time; / is the total water depth; P and O
are the volume fluxes; z is the bottom elevation measured
from a fixed datum (Figure 1); g is the gravitational accel-
eration; 7, and 7, are the bottom friction terms; p is the
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Figure 1. Symbols used in the formulation of Boussinesq
equations.

water density; and y; and y, indicate the modified dis-
persive terms defined by:

1 1
Vv, =— (B + §> d2 (vaf + Qxyt) - Bgd3 (n)ocx + nxyy) - gddext
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1 1
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)

where d is the still water depth, n is the water surface ele-
vation, and B is a calibration coefficient, determining the
dispersion properties of the equations. Here the value B=1/15
has been adopted, as suggested by Madsen et al. [1991].
When dispersive terms in equation (1) are dropped, NSWE
are recovered.

[16] Neglecting its time-varying structure, the bed shear
stress is frequently given by the quadratic law:

|:Tx/p:| _fw [P} VPO

7/p 20 h? 3)

where f,, is the friction factor, depending on the Reynolds
number and the seafloor conditions. The evaluation of the
friction factor is complex and subject to some amount of
uncertainty. In a salt marsh environment, the friction factor
has significant spatial variations: on the tidal flat, typical
values for sand are around 0.01; on the platform, the friction
factor value depends on the characteristics of the vegetation
covering the surface. Estimates of the friction factor are
reported to range from 0.07 to 0.47 for thick stands of marsh
grass [Department of the Army, Waterways Experiment
Station, Corps of Engineers, and Coastal Engineering
Research Center, 1984].

[17] In this study, the effect of vegetation on the flow is
globally represented by suitably assigning the friction factor
instead of modeling wave interaction with marsh vegetation.
This choice was made because the aim of the present study
is to evaluate wave action on the marsh edge, therefore wave
characteristics on the platform are computed close to the
edge (2.5-4 m); over such short distances, and for the
purposes of concentrating modeling efforts on the interac-
tion of waves with the scarp face, the effect of vegetation on
waves is assumed to be small. Moreover, wave breaking,
when it occurs, is the main source of energy dissipation over
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the first meters of the platform, whereas the effect of veg-
etation is secondary. Bed shear stresses are evaluated
assigning a friction factor f,, = 0.01 to the tidal flat area
and a friction factor f,, = 0.1 to the platform.

2.1.2. Numerical Scheme

[18] The governing equations are integrated numerically
applying the finite volume method (FVM); however, because
of the presence of high-order derivatives in the dispersive
terms (2), this cannot be done straightforwardly. Hence,
following the work of Erduran et al. [2005], a hybrid pro-
cedure is applied. The advective part of the equations is
solved explicitly employing the FVM, while dispersive and
bottom slope terms are treated as source terms and dis-
cretized using the finite difference method.

[19] Advective fluxes are calculated by applying the HLL
Riemann solver [Toro, 2001] coupled with a MUSCL-TVD
algorithm to achieve fourth-order accuracy. Data construc-
tion and the discretization of bottom slope terms are per-
formed following the surface gradient method [Zhou et al.,
2001]. The remaining terms are simply treated by centered
finite differencing.

[20] Time integration is performed applying the fourth-
order predictor-corrector method introduced in Boussinesq
models by Wei and Kirby [1995]. The total water depth /4 is
calculated explicitly from the continuity equation, whereas
the fluxes P and Q are evaluated implicitly. Details on the
numerical procedure can be found in the work of Tonelli and
Petti [2009]. Attention is focused here only on the aspects
relevant to the present application.
2.1.2.1. Wave Breaking

[21] The proposed approach to wave breaking modeling is
based on the following considerations: when waves approach
the breaking condition, they undergo a transformation getting
higher and steeper, therefore nonlinear effects become more
important than dispersive effects. At breaking, dispersion is
negligible compared to nonlinearity and NSWE become a
reasonable approximation of the flow conditions.

[22] Following the evolution of the waves, Boussinesq
equations are applied where nonlinear and dispersive terms
are about the same order and NSWE where nonlinearity
predominates over dispersion. A criterion is introduced in
the scheme to establish where and when the conditions
for the application of NSWE are satisfied. As noted by
Okamoto and Basco [2006], the transition from nonbreaking
to breaking waves is analogous to the transition from und-
ular to fully developed, turbulent bores, a transition known
to occur in a specific range of Froude number (F,) values
[Chanson and Montes, 1995]. Given the similarity of bores
and breakers [Peregrine and Svendsen, 1978] and the fact
that undular bores are well modeled by Boussinesq equa-
tions [Peregrine, 1966; Soares Frazdo and Zech, 2002] and
turbulent bores by NSWE [Hu et al., 1998], we decided to
base the criterion for switching from Boussinesq to NSWE
on the overcoming of a threshold Froude number value.
However, since tracking the Froude number is numerically
inconvenient, we adopted a threshold on the relative wave
height € = H/d (see Tonelli and Petti [2009] for details). The
limiting condition for the formation of a fully developed
bore F, = 1.60 [Chanson and Montes, 1995] corresponds to
e = 0.8. At every time step, the value of ¢ is computed cell
by cell: if it is lower than 0.8, Boussinesq equations are
applied, otherwise NSWE are used. Once NSWE are applied,

30f 17



C09028

34 36 38 40 42

Figure 2. Wave breaking on a plane slope: spatial variation
of the (a) mean wave height, (b) mean water level, and
(c) time-averaged energy flux. Symbols, experimental data
[Stive, 1980]; solid line, present model results; dashed
line, solution of Madsen et al. [1997]. Adapted from Tonelli
and Petti [2009].

the evolution of the breaker and the resulting wave height
decay stem automatically from the solution of the NSWE,
therefore no dissipation terms need to be added to the equa-
tions and arbitrariness is reduced with respect to other exist-
ing breaking models. Further details on the breaking model
can be found in the work of Tonelli and Petti [2009, 2010].
2.1.2.2. Boundary Conditions

[23] Four kinds of boundary conditions are used in the
present study. A wavemaker boundary condition is imposed
assigning all the variables (%, P, Q) at the offshore boundary
of the domain. In this study, given the test conditions, the
second-order Stokes theory is used to calculate the water
depth and the fluxes from the incident wave height and
period. This kind of condition does not allow the treatment
of reflected waves arriving from the domain back at the
boundary; therefore, the time intervals for the analysis of the
numerical outputs are suitably selected to avoid the influ-
ence in the area of study of waves re-reflected from the
generation boundary. For each test case, the time series of
water surface elevation at the seaward section of the study
area are examined to visually detect the arrival time of
re-reflected waves (z,); the closing time of the window used
for data analysis is then set a wave period earlier than #,. The
starting time is set at the instant when the flow has reached
an averagely stationary condition over the whole length of
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the area of study and it is determined by observing the time
series of surface elevation at the landward section of the area
of study.

[24] At fully reflective boundaries, the normal flux and the
gradient of the water surface must be zero, thus the
boundary condition can be stated as:

(P,O) n=0andVh-n=0 (4)

where n is the outward unit normal vector of the boundary.

[25] Absorbing conditions are meant to perfectly dissipate
all the energy carried by the disturbances approaching the
boundary from within the domain in order to eliminate
unphysical reflections. In front of this kind of boundaries a
damping region is defined; on it, the values of surface ele-
vation and fluxes are progressively reduced by multiplica-
tion for a coefficient a(x, y) calculated as follows:

Ly
) . — = ) D<IL
alx,y) = O3 F 0308 (”LS - D(x,y>) =bo)
1 D>L,

where L; is the width of the damping region and D(x, y) is
the normal distance between the cell center of coordinates
(xx, y) and the boundary.

[26] The application of the FVM for the solution of the
advective part of the governing equations gives the
numerical scheme the capability to treat the shoreline
motion intrinsically [Tonelli and Petti, 2010]. The propa-
gation on a dry bed is automatically handled when the
Riemann problem is solved at cell interfaces. A threshold is
introduced to locate the wet-dry interface: if the total water
depth at a cell center is greater than the threshold, the wet
bed solution of the Riemann problem is applied; otherwise
the dry bed case is used.

2.1.3. Validation for the Present Application

[27] This section deals with two aspects of the proposed
numerical modeling that are relevant for the applications
presented in this study: the dissipation of energy and the
interaction with steep bottom slopes. Since the wave
breaking module has been extensively validated [Tonelli
and Petti, 2009, 2010], only an example of energy calcu-
lation is reported here. To verify the performance of the
present numerical model over steep bottom slopes, two
benchmark test cases of partial wave reflection on a plane
shelf and a case of solitary wave interaction with a rectan-
gular step are proposed.

[28] The numerical model is applied to reproduce one of
the experimental tests conducted by Stive [1980] to study
waves breaking on a gently sloping beach. The numerical
domain is 55 m long; a 16 m long, constant depth (¢ =0.7 m)
section is followed by a plane beach of slope 1/40. The grid
size is Ax = 0.05 m, the time step is Az = 0.005 s. A wave-
maker boundary condition is imposed at the left end of the
domain to generate second-order Stokes waves with a period
T=1.79 s and wave height H, = 0.156 m. At the opposite end
the moving shoreline is modeled, therefore no specific
algorithm is required.

[20] Figures 2a and 2b show the spatial evolution of the
wave height and mean water level (MWL); the proposed
numerical results are plotted against the experimental data
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Figure 3. Plane shelf test cases: (a) reflection coefficient

for fixed kd values and different slope widths; (b) reflection

and transmission coefficients for a fixed bottom slope and

different kd values.
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and the numerical solution of Madsen et al. [1997]. The
present solution underestimates the wave height near the
breaking point due to the weak nonlinear properties of
the governing equations. In fact, the same behavior can be
seen in the results presented by Madsen et al. [1997].
Shortly after the onset of wave breaking, the wave height
decreases and the agreement improves. As an additional
validation of the ability of the scheme to capture the energy
dissipation induced by wave breaking, the spatial evolution
of the time-averaged energy flux has been computed and
compared with the experimental one (Figure 2c). Initially
the energy flux, as the wave height, is underestimated, but
inside the surf zone the agreement is very good.

[30] The first test for a steep bottom slope was originally
proposed by Booji [1983]. The topography consists of two
horizontal bottom sections connected by a shelf of constant
slope; the incoming water depth is 0.6 m and the final water
depth is 0.2 m. The width of the plane shelf, b, is varied
from 6.4 to 0.1 m, giving a range of bottom slopes between
1/16 and 4. The test is conducted using a monochromatic
linear wave train with a period 7 = 2.0 s; the corresponding
values of kd are 0.9 in the deep and 0.4 in the shallow
sections. The grid size is Ax = 0.02 m and the time step
At =0.005 s. The simulations are performed first using the
governing equations derived by Madsen and Sorensen [1992]
under the assumption of mild bottom slopes and then their
extension is applied to arbitrary bottom slopes [Schdffer and
Madsen, 1995, hereafter SM95]. The results are presented in
Figure 3a: the finite element solution of the Laplace equation
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[Suh et al., 1997] is set as reference; the computed results
are also compared with the solution of Madsen et al. [2006],
who applied a set of fully nonlinear and highly dispersive
Boussinesq-type equations for rapidly varying bathymetries.
Such equations are, together with those proposed by Lynett
and Liu [2004], the most accurate Boussinesq-type equa-
tions presented so far. The reflection coefficients computed
using the equations in SM95 perfectly match the solution of
Madsen et al. [2006] in the range b = 6.4-0.4, whereas a
minor overestimation of wave reflection is shown when the
equations from MS92 are applied. However, for bottom
slopes higher than 1, the equations in MS92 give better
results than their extension in SM95.

[31] The second case verifies the performances of the
model in intermediate water. The bathymetry consists of a
steep plane shelf of slope 0.5 connecting two regions of
constant depth d; = 20 m and d» = 5 m. Monochromatic
waves are generated in the deeper region; different wave
periods have been considered, to cover a range of kyd,
values from 2 to 0.05 and of k;d; from 8 to 0.1. The
reflection and the transmission coefficients are plotted in
Figure 3b; the present computations are compared with the
reference solution of Bender and Dean [2003] and the cal-
culations of Madsen et al. [2006]. The computed transmis-
sion coefficient agrees very well with the reference solution
in the whole range of water depths. The agreement of the
reflection coefficient is good in shallow waters but gets
worse with increasing water depth.

[32] The previous cases, although dealing with steep
slopes, consider shelves of finite length, therefore the accu-
racy of the results also depends on the representation of wave
shoaling over the shelf. In these conditions, the solution is
strongly affected by the presence of the slope. In the case
of a vertical step, where there is no propagation over a
steep slope but a discontinuity in the flux, the bottom slope
has a reduced effect on wave dynamics.

[33] A last case concerning the propagation of solitary
waves over an infinite step is now presented. The numerical
domain is sketched in Figure 4a. The water depth in the
deep section is d = 1 m and the wave height of the incident
solitary wave is H = 0.1 m. The height B of the step is varied
from 0.1 to 1.2 m. At the beginning of the computation, a
rightward moving solitary wave is placed within the first
50 m of the domain; the simulation time is set to zero when
the solitary wave crest reaches the position x = 0 m. The grid
size is Ax = 0.02 m and the time step is Az = 0.0025 s.
The computed reflection and transmission coefficients are
plotted in Figures 4b and 4c; the present numerical results
are compared with the analytical solution calculated by
Lamb [1932] using the linear long wave approximation. The
reflection coefficient agrees very well with the theoretical
solution by Lamb [1932] for low values of the ratio B/d; for
ratios higher than 0.9, the Lamb’s reflection coefficient is
constantly greater than the numerical one. This is because,
under the linear approximation, the reflection coefficient is
predicted to become 1 when B/d = 1, whereas total reflection
actually occurs when B/d = 1 + 2H/d and no overtopping
takes place. The calculated transmission coefficient closely
follows the analytical solution of Lamb [1932] in the range
0.1-0.75; for B/d values higher than 0.8, the numerical
transmission coefficient is significantly lower than the ana-
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Figure 4. (a) Sketch of the numerical domain for the soli-
tary wave test case, (b) reflection coefficient, and (c) trans-
mission coefficient. Filled circles, present numerical results;
squares, analytical solution by Lamb [1932].

lytical one because waves break over the shelf and energy is
dissipated.

[34] On the basis of the previous test cases, the numerical
model proves to be well equipped for the present applica-
tion; a validation using field data would be useful to com-
plete the assessment of the model’s behavior but it is not yet
available. Further studies are currently being performed in
this direction.

2.2. Thrust Evaluation

[35] The outputs of the numerical model (time series of
water depth and vertically averaged velocity) are used to
evaluate the dynamical thrust exerted by waves on marsh
boundaries. The computation is performed using the integral
formulation of momentum conservation, which, for a con-
trol volume fixed in time and space, can be expressed as:

)
%dV— / pv(v-m)dA = / T dA + / ofdV  (6)
vc Ne Ne vc

where VC is a control volume, SC is the surface bounding
the control volume, v is the velocity vector, n is the inward
normal unit vector to the surface SC, T™ represents the
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Figure 5. Sketch of (a) a standard control volume for thrust
evaluation at a marsh boundary and (b) the relation between
total and hydrostatic thrust at the wall.

surface forces per unit area, and f indicates the body forces
per unit volume. The first term represents the instantaneous
rate of momentum variation inside the control volume, the
second is the momentum flux across the volume surface,
and the two terms on the right-hand side of the equation are,
respectively, the net surface and body force acting on the
control volume (in this study, f is given only by the gravi-
tational force).

[36] In the following, 2-D vertical cases of free surface,
incompressible flows will be considered: a standard control
volume is sketched in Figure 5a; the width of the control
volume is assumed to be equal to 1 m and all the terms
involved are given per unit width. The contribution of the air
layer to the momentum balance is assumed to be negligible,
thus the terms of the momentum equation are only specified
for the water portion of the volume.

[37] For the purposes of the present study, we are inter-
ested in evaluating the resultant of the hydrostatic and
dynamic pressure distributions acting on the boundary,
therefore the wave thrust is always oriented normally to the
surface of the marsh boundary. Since we consider simplified
boundary geometries (Figure 6), for ease of calculation, we
first evaluate the horizontal component of the wave thrust
using only the projection along x of equation (6), and then
we derive the normal thrust from its horizontal component.

[38] Considering that there is no momentum flux across
the upper side of the control volume and across the bottom,

(a) (b) (©)
platform platform platform
A |tga=1500 A tgo.=1/500 E A tgoi=1/500
o =
e e Il wave g
< < o'y terrace
MRE N g EA [igp=1/50
N
m m Py _
”, g
Y Y 2]

Figure 6. Standardized scarp configurations: (a) vertical
bank, (b) sloping bank, and (c) terraced bank.
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which is treated as impermeable, momentum conservation
along x can be written as:

p %dV—p/ uznldA—p/uznsz: / pnidA
J g g Js,
Jr/pnszf/Txa'AfRJr (7)

S S3

where n; = 1 and n, = —1 are the inward normal directions to
the control surfaces Sjand S,, u is the velocity in the wave
propagation direction, p is the pressure, 7, is the bottom
stress along x, and R, is the horizontal reaction exerted by
the wall on the control volume and it is equal to the hori-
zontal wave thrust but oriented in the opposite direction.

[39] After application of the Leibniz theorem, the first
term of equation (7) becomes:

Opu

Vv x1 —d
X n
p/ I:/ udz—u(r])%:|dx— (8)

P and n are given by the wave model, while the surface
velocity u(n) is reconstructed from the mean velocity value
(U = P/h), considering the vertical distribution of horizontal
velocity assumed in the Boussinesq approximation. Con-
sistent with the order of the governing equations, the
momentum flux M; is expressed as:

7

P2

A/[i:p/uzn,-dA:p/ uznidZ:pfni;i:I,Z 9)
Si —d

where further terms deriving from the hyperbolic distribu-
tion of u along z have been neglected, being of higher order;
the pressure force II; is given by:

n
II; = / pnidA = / pnidz = 11" 4 11
Si —d
n 1 dd,
= p%nl —pP |:(B + §> dsz;+TP,+gBd2(dx77x + dnxx) .ni;
i=1,2 (10)

both the hydrostatic and the dispersive contributions are
kept where the Boussinesq approximation holds and only
the hydrostatic contribution where the NSWE approxima-
tion is used.

[40] The integration of the bottom stress can be neglected
in thrust evaluation due to the small dimension of the control
volume adopted in the study. The total horizontal thrust per
unit width on the wall is therefore calculated as:

Foo=—I+M +M +1I, +1I, (11)
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having introduced equations (8) to (11) into equation (7) and
being F,,* = —R, the magnitude of the horizontal thrust,
positive when oriented toward the wall. The thrust due to
wave action is evaluated from this thrust by subtracting the
hydrostatic pressure acting on the wall when the water
surface is at rest (Figure 5b):

2 2 (12)

* &’ d?
Fux = F, — (pg—' - pg—z)
If we approximate the surface of the marsh boundary with
a plane, as will be the case in the tests presented in this work
(Figure 6), the normal thrust can be computed from its
horizontal component:

F,, = F,;/sin0 (13)
where 0 is the angle formed by the surface plane with the
horizontal direction x.

3. Study Site

[41] To determine the input parameters for our numerical
model, we have surveyed the marsh edge geometry at
the VCR, on the Atlantic side of the Delmarva Peninsula
(Figure 7). The VCR shares the typical features of the
shallow coastal barrier ecosystem bordering much of the
Atlantic and Gulf coasts of the United States. It includes
several barrier islands and shallow lagoons with extensive
mudflats, fringed by Spartina alterniflora marshes both on
the barrier island and on the mainland side. These marshes
are dissected by a system of tidal creeks connected with
subtidal flats and with a few intertidal relic oyster reefs. The
lagoon is particularly shallow: water depths are below 1-2 m
at mean low water (MLW), and approximately 50% of the
lagoon surface area experiences water depths below 1 m at
MLW [Oertel, 2001]. The shallow depths make the sedi-
ment susceptible to current and wave suspension [Lawson
et al., 2007]. Tides are semidiurnal and the mean tidal range
is 1.2-1.5 m; high and low water levels can be modified
during storm surges, depending on wind intensity and
direction. Given the small tidal range and the weak tidal
currents, storms are the primary agent of disturbance in the
short term. Wind waves are the main cause of salt marsh
deterioration through scarp erosion.

[42] Two different marsh boundary configurations have
been mapped: at the south transect (Figure 7b), a cliffed
edge characterized by a vertical scarp (Figure 7c) is present;
at the north transect, there is a terraced bank (Figure 7d),
compound of a lower and a higher scarp, separated by a
short-wave terrace. The tip of the cliffed edge has an ele-
vation of about 0.15 m above the mean sea level (MSL) and
a total height of 1.5 m from the tidal flat; the angle at the
base of the scarp is 79°. The highest platform of the terraced
boundary lies around 0.15 m above the mean sea level,
whereas the wave terrace starts at an elevation of —0.50 m
with respect to the mean sea level. The overall height of the
terraced edge is 1.4 m. The higher scarp, connecting the
wave terrace and the marsh platform, has a slope angle of
80°, while the lower scarp inclination is 75°. The wave
terrace has a mild slope of about 1/50 and it is 6 m long.
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Figure 7. (a) Location of study site in the Virginia Coast Reserve (courtesy of NASA World Wind).
(b) Location of surveyed transects in the back-barrier marshes of Hog Island (Google Earth imagery
(c) Google Inc. Used with permission.). (c) South transect with vertical scarp; (d) north transect with wave

terrace.

[43] To characterize the wave climate in front of the marsh
scarp we deployed a Nortek Aquadopp current profiler at the
south transect (Figure 7¢) from 6 May 2008 to 7 April 2008.
The current profiler recorded water elevations at 2 Hz every
30 min. Analysis of the wave data shows that during storms
(wind speed >10 m/s) with wind blowing from north the
root mean square wave height is H,,,; = 0.20 m, the sig-
nificant wave height is Hg= 0.30 m, Hy,;o = 0.40 m, and the
peak period is Tp = 2 s.

4. Results

[44] This section presents the evaluation of the most
critical conditions for marsh shoreline erosion as a function
of wave climate and tidal elevation. In order to generalize
the problem, three standard boundary configurations have
been considered: a straight vertical bank (cliffed edge), a
sloping scarp (ramped edge) with a constant slope of 0.7,
and a terraced bank (Figure 6). The dimensional features of
the first and third configurations have been extrapolated
from the topography measured along the transects at the
Virginia Coast Reserve site. The cliffed edge reproduces the
south transect (Figure 7¢) and the terraced bank reproduces
the north transect (Figure 7d); the heights of the scarps at the
two transects are slightly different, but for the standardized
bathymetries, the same height of 1.4 m has been assumed.
This is not expected to affect the response of the vertical
scarp to wave attack since the governing parameter is the
location of the marsh platform with respect to the mean
water level position rather than the height of the scarp. The
second test case has been added to investigate the differ-
ences in the response to wave action of a vertical and a
sloping scarp.

[45] For all test cases, regular wave trains have been
considered; wave periods and wave heights have been
chosen according to a statistical analysis of the data col-
lected in a measurement campaign at the aforementioned
site (see previous section). In order to evaluate the variation
with tidal elevation of the hydrodynamic action held
responsible for the erosive phenomenon, several simulations
with different tidal levels were performed; the MWL posi-

tions were set to conform to the recorded tidal range at the
VCR site.

[46] The numerical domain is 170 m long and the toe of
the bank is located 150 m downstream of the wavemaker
boundary (left end of the domain). At the right end of the
domain, an absorbing boundary condition is imposed to
dissipate the energy arriving at the boundary when waves
propagate over the platform. When waves swash on the
scarp or overtop the bank but do not reach the right-hand
boundary, the moving shoreline is automatically handled
and no specific algorithm is required. The grid size is Ax =
0.025 m and the time step is Az = 0.0025 s. For the vertical
bank case, in the tests where no overtopping occurs, the
scarp is simulated introducing a fully reflective condition; in
all the other tests, the scarp is not perfectly vertical but it has
a width of five cells, giving at the toe an angle of 85° instead
of 90°, a difference that is considered negligible.

4.1. Vertical Bank

[47] In order to evaluate the response of a vertical scarp to
wave action, a standardized configuration, consisting of a
1.4 m high bank followed by a platform of slope 1/500, was
used. Ten different tidal elevations (d = 0.9; 1.0; 1.1; 1.2;
1.3; 1.5; 1.6; 1.8; 2.1 m), both above and below the bank
height, were considered.

[48] The first series of tests have been conducted using a
wave period T = 2.0 s, corresponding to the peak wave
period given by the measurements, and a wave height H =
0.30 m, which is the measured significant wave height.
Figure 8 shows the envelopes, over two periods, of the water
surface elevation close to the bank. For tidal elevations
lower than 1.2 m, the waves do not overtop the bank and are
fully reflected by the vertical scarp; the wave height at the
edge doubles the incident wave height. At the tidal levels
d = 1.2 m (not shown in Figure 8) and d = 1.3 m, the
maximum water surface elevation at the scarp determines
the overtopping of the bank: a thin layer of water rushes up
and down the flat portion of the bank following the wave
cycle. When the tidal elevation is above 1.4 m, the bank
is completely submerged and the wave height at the scarp is
lower than in the previous cases. Wave propagation is
affected by the water depth on the flat portion of the bank: at
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Figure 8. Water surface elevation envelope for the vertical bank case: (a) d=1.0 m; (b) d=1.3m; (c) d=

1.5m;(d)d=1.6m;(e)d=1.8m; (f)d=2.1 m.

tidal elevations d = 1.5, 1.6, and 1.8 m, waves break
immediately after surpassing the scarp and the effect of
reflection on the wave height is still relevant, while, at
higher tidal elevations (e.g., d = 2.1 m in Figure 8), the
influence of the bank on wave propagation is reduced.
Figure 9a presents the variation of the relative wave height
at the edge of the bank (x = 0 m).

[49] Energy reflection, transmission, and dissipation at the
scarp can be evaluated from wave height data. An energy
balance equation is solved for a control volume fixed across
the scarp, and the model outputs are then used to evaluate
wave height and mean water level position. Finally, linear
theory is applied to compute the incoming, reflected, and
transmitted energy fluxes and hence determine the amount
of energy dissipation inside the control volume. The ratio of
time-averaged energy dissipation over incoming wave
energy flux is plotted in Figure 10a; there is no dissipation
for the lowest tidal elevations where energy is completely
reflected at the scarp or for the highest elevation where
waves propagate over the bank without breaking (although
the effect of marsh vegetation on wave attenuation is not
accounted for in this analysis). Energy dissipation takes
place when waves slam against the bank edge and overtop it
and when the water depth over the platform is low enough
for waves to break over it.

[s0] The time-varying normal thrust exerted by the waves
on the bank has been computed for each test case; Figure 11a
shows the difference between the maximum thrust and the
minimum thrust (respectively higher and lower than the
hydrostatic force due to the MWL) at different tidal eleva-
tions; the variation of the maximum thrust is plotted in
Figure 11b. Because of some scattering in the results,
especially for the cases involving the overtopping and run-
down on the scarp, which were the most difficult to simulate
numerically, best-fitting curves have been drawn following
the numerical solution. The thrust initially increases with
tidal elevation until the depth d = 1.2 m is reached and

waves start to overtop the bank, and then the thrust keeps
approximately constant for mean water levels between 1.2
and 1.5 m. At values of d > 1.5 m, the thrust decreases
rapidly with increasing tidal level, eventually tending to a
constant condition when the tidal elevation is so high that
there is no interaction between the bank and the waves.
Figure 11c presents the maximum stress acting on the bank
at different tidal elevations, computed by dividing the
maximum thrust F, ..« by the area of the part of the wall
that has been wetted by waves.

[51] Two more series of test cases have been performed
using the same bank configuration in order to investigate the
effect of wave height on wave thrust. A wave period of2.0 s
and wave heights A = 0.20 m (the maximum H,,,,, measured
in the field) and A = 0.40 m (the maximum measured H,;¢)
have been chosen. The results are plotted in Figure 12.

[52] At a given tidal elevation, the thrust exerted by the
wave trains on the bank edge increases with the height of the
incoming waves. In all cases, the maximum thrust is reached
at tidal elevations where the wave crests get to the top of the
bank, without occurrence of significant overtopping.

4.2. Sloping Bank

[53] The sloping bank (Figure 6b) consists of a 1.4 m high
plane with a constant slope of 0.7. To allow a comparison
with the vertical bank results, the same tidal elevations and
wave train parameters (7 = 2.0 s and H = 0.30 m) of the
previous case were adopted. Figure 13 shows the envelopes
of the water surface elevation close to the bank.

[54] The overall behavior is similar to the one observed
for the propagation of waves on the vertical bank. The most
relevant difference is the development of a wide runup-
rundown motion along the slope. Because the tongue of
water rushes up and down fast, the runup tip climbs high on
the slope and overtopping starts earlier than in the vertical
case. The maximum wave height immediately before the
scarp is reduced compared to the previous case because of
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Figure 9. Evolution with tidal elevation of the maximum
wave height at the edge of the scarp for a (a) vertical bank
(x = 0 m); (b) sloping bank (x = —0.86 m); and (c) terraced
bank (x = 6.45 m).

the lower reflection and the earlier occurrence of over-
topping (Figure 9b).

[55] The wave thrust and stress are plotted in Figure 14.
The evolution of the thrust with tidal elevation resembles
that of the vertical case, with a thrust first increasing with
tidal elevation, getting to its maximum value when waves
reach the top of the scarp, and then decreasing when the
bank is completely submerged. The maximum thrust values
are significantly higher than in the previous case, but this
can be explained by the bigger extent of the scarp, which is
much longer. In fact, the values of the normal stress are
slightly higher but comparable to those exerted on the ver-
tical scarp. As in the previous case, wave height data are
used to evaluate the energy dissipation occurring at the scarp
(Figure 10b). Energy dissipation is maximum for tidal ele-
vations close to the platform level.

4.3. Terraced Bank

[s6] The last bathymetry reproduces a simplified terraced
bank compound of two 0.7 m high steps; the terrace is 2 m
long and has a slope of 1/50 (Figure 6c¢). As in the previous
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test cases, regular wave trains with period 7= 2.0 s and H =
0.30 m were used and eight different tidal elevations,
ranging between 0.90 and 2.1 m were considered. The water
surface envelopes are plotted in Figure 15.

[57] Figure 16 shows the evolution of the thrust and stress
exerted by waves on the bottom step and on the top step of
the terraced scarp. The evolution of the maximum wave
thrust (Figures 16a and 16b) and the difference between
maximum and minimum thrust (Figures 16¢ and 16d) are
similar. On the bottom step, high forces are exerted both at
tidal levels close to the elevation of the terrace when the
waves splash against the step and break at its corner and at
levels around the height of the second platform when
overtopping occurs. The top part of the scarp is subject to
small wave thrusts at low tidal elevations (d < 1.3 m)
because breaking occurs at the edge of and over the first
platform and the height of waves reaching the higher section
of the scarp is significantly reduced (Figure 9c). The mag-
nitude of the wave thrust increases at tidal levels close to the
elevation of the second platform when water depth over the
terrace is high enough for waves not to break. The maxi-
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Figure 10. Evolution with tidal elevation of wave energy
dissipation across the scarp for a (a) vertical bank, (b) slop-
ing bank, and (c) terraced bank. Circles, bottom scarp and
wave terrace; squares, top scarp and platform.
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Figure 11. Wave thrust evolution at different tidal elevations for the vertical bank case: (a) difference

between maximum and minimum wave thrust, (b) maximum wave thrust, and (¢) maximum stress.

mum normal stress exerted on the lower scarp (Figure 16e)
experiences little variation with tidal level and it is relatively
small, whereas the stress on the top scarp (Figure 16f) is
very small for low tidal elevations but attains quite high
values when the MWL is close to the elevation of the second
platform.

[s8] The outputs of the model are used to compute the
energy reflection, transmission, and dissipation occurring as
waves propagate against and over the bank. Results are
given in Figure 10c. The energy dissipation taking place at
the bottom scarp and over the wave terrace has been sepa-
rated from the energy dissipation occurring at the top scarp
and over the platform. At tidal elevations d < 1.2 m, waves
slam against the low step, losing part of their energy, and
then breaking occurs over the terrace and, as waves move
forward, most of the incoming energy is dissipated in tur-
bulence generation before the top wall is reached, as con-
firmed by the small values of the thrust exerted on the upper
scarp (Figure 16d). As tidal level grows, the repartition of
energy dissipation between the low and the high step
(Figure 10c) shows that the influence of the first step on
wave propagation progressively decreases and most of the
dissipation takes place at the upper wall and over the plat-
form. The maximum energy dissipation at the top scarp and
over the platform is reached at mean water level values

between d = 1.3 m and d = 1.5 m, when all energy dissi-
pation happens across the second scarp and it is due to
waves crushing against and overtopping the high step or
breaking over the platform. The overall energy dissipation is
stronger at tidal elevations close to the mean water level.

[s9] Figure 17 compares the wave thrust acting on the
vertical (F,, ) and on the terraced (£}, «,) bank for a given
wave train and set of tidal elevations: the modulus of the
difference between the maximum and minimum total thrusts
(IFyyerl = IFy 4l) in the two cases are given, respectively,
in Figures 17a and 17b. The difference tends to zero for very
high tidal elevations, as the bank shape exerts less of an
influence on wave propagation. At lower values of water
level, both the maximum and minimum thrust exerted on the
vertical edge are bigger in absolute terms. Such behavior is
due to the fact that for the terraced bank, at low tidal ele-
vations, waves get attenuated traveling over the lower
platform. Therefore, the maximum thrust and the amplitude
of thrust variation over a wave period (F,, max — Fyy,min) are
reduced.

5. Discussion

[0] The outputs of the numerical simulations have been
used to evaluate the wave thrust and the energy dissipation
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Figure 12. Wave thrust variation with tidal elevation and wave height. Triangles, H = 0.40 m; squares,
H = 0.30 m; circles, H = 0.20 m. (a) Difference between maximum and minimum wave thrust. (b) Max-
imum wave thrust. (¢) Maximum stress.
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Figure 13. Water surface elevation envelope for the sloping bank case: (a) d=1.0m; (b)d=1.1m; (c)d=

1.5m;(d)d=1.6m;(e)d=1.8m; (f)d=2.1 m.

occurring as waves interact with a marsh boundary. The
wave thrust is held responsible for the detachment of entire
mud blocks from the marsh edge; the higher the maximum
thrust (F,, max) and maximum stress (0, max), the more likely
block removal. Also, because during a wave cycle the thrust
is higher than the hydrostatic loading for half of a wave
period and lower for the remaining half, the amplitude of the
wave thrust (AF,,) can be considered an indicator of the
exposure of the marsh edge to wetting and drying, which is
one of the phenomena responsible for the weakening of the
bank material. Energy dissipation is a consequence of wave
breaking. Therefore, the related erosional mechanism is
expected to be scour, driven by turbulence and bottom shear
stresses.

[61] The analysis of the numerical results indicates that
wave action on marsh edges is strongly related to tidal level.
For all the examined bathymetries, the highest values of
maximum thrust and thrust amplitude are reached when the

mean water level (d) is close to the platform elevation (B);
being that B = 1.4 m in the simulations, the strongest forces
are exerted when d is within the range 1.2—1.5 m. The basin
at the study site is microtidal; consequently, the marsh
platform is close to MSL and, although subject to storm
surges and meteorological low tides, the range of water
elevations associated with the highest thrusts is the most
frequent during the tidal cycle. Therefore, in microtidal
environments, salt marshes are in a critical range of eleva-
tions that maximizes boundary erosion.

[62] The evolution of wave energy dissipation with tidal
level is different for the three edge configurations: for the
vertical and sloping bank test cases, the maximum dissipa-
tion takes place when waves submerge the platform, which
occurs when d = 1.6—1.8 m at the vertical edge and d = 1.3—
1.5 m at the sloping edge, because the swash motion en-
hances wave propagation over the platform. For the terraced
edge, the overall energy loss is high at all tidal elevations
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© ©
1.2 1.2 1.2
1.0 1.0 1.0
408 0.8 40.8
R S 0.6 : ' ' 0.6 e ST 0.6
80 7.0 6.0 5.0 4.0 3.0 45 35 25 15 26 22 18 14 10
AF, (kN/m) Fmes (KN/M) O, (KN/MY’)

Figure 14. Wave thrust evolution at different tidal elevations for the sloping bank case: (a) difference
between maximum and minimum wave thrust, (b) maximum wave thrust, and (¢) maximum stress.
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Figure 15. Water surface elevation envelope for the terraced bank case: (a) d = 0.9 m; (b) d = 1.1 m;
©d=13m;(d)d=15m; (e)d=18m; (f)d =2.1 m.

around the mean water level; the repartition of energy dis-
sipation between the two scarps shows that, as the mean
water level increases, the location of energy dissipation
moves from the terrace to the top scarp. At high tidal ele-
vations, when the marsh is submerged, energy dissipation is
expected to affect platform erosion more than terrace and
scarp erosion. For all test cases, the maximum values of
energy dissipation are reached for water depths within the
regular tidal range at the study site.

[63] According to the results of our study, the worst
conditions of wave thrust and energy dissipation occur when
the tidal level is close to, or immediately above, the platform
elevation. Low marshes, because of their position with
respect to the tidal range and the fact that the water level is
more frequently at their elevation during the tidal cycle, are
the most exposed to wave attack and they are expected to
experience block detachment (particularly in situations with
vertical and sloping banks) as well as sediment erosion at
the marsh tip or on the wave terrace, when present. For
marshes higher in the tidal range, the water level is seldom
at the marsh elevation; consequently, the main erosional
agent is not the thrust exerted by waves, but bottom shear
stresses. The most frequent feature of marsh deterioration is
thus expected to be scarp undercut rather than block
removal.

[64] As the salt marsh matures, the elevation of the high
marsh increases and the mean water level reaches the plat-
form elevation less frequently. Therefore, wave thrust
becomes less significant and block erosion seldom takes
place. Therefore, edge erosion should be maximum for
young marshes in the first stages of the accreting process or
for drowning marshes (i.e., marshes that cannot keep pace
with sea level rise).

[65] Vertical and sloping banks are the worst geometry for
wave thrust: waves exert high stresses on the marsh edge.
The terraced bank is the least exposed to wave thrust,
especially at its bottom portion. Nevertheless, this last

configuration is exposed to the occurrence of wave breaking
over the terrace and at the top scarp. In such conditions, the
leading erosion mechanism is probably related not to the
pulse transmitted by waves hitting the scarp, but to the scour
caused by breaking generated turbulence. Therefore, the
terrace and the top scarp are likely to experience bottom
stress erosion, scour, and undercut more than block
detachment. In time, the terrace is eroded and the vertical
scarp geometry recovered. However, until then, we expect a
lower rate of boundary erosion.

[66] As already discussed, the maximum value of wave
thrust is reached when wave crests lap the top of the marsh
scarp and remains about constant with increasing tidal ele-
vation until the marsh is fully submerged, then, at high tidal
elevations, the wave thrust decreases. Energy dissipation,
too, is maximum when the tidal elevation is around the
platform or the terrace level. Energy dissipation is evidence
of wave breaking occurrence and the associated erosion is
primed by turbulence and bottom shear stresses. For the first
two configurations (vertical scarp and sloping scarp), this
type of erosion mostly takes place over the platform while
the scarp is more affected by wave thrust; at the terraced
edge, the erosional mechanism induced by wave breaking
is stronger than in the previous conditions and it is par-
ticularly relevant on the wave terrace and at the top scarp.
On the vertical scarp, the peak thrust occurs before the
peak energy dissipation during flood, whereas during ebb
the opposite is true. In fact, the energy dissipation peaks at
elevations between 1.6 and 1.8 m above the tidal flat
elevation (Figure 10a), whereas the thrust peaks between
1.4 and 1.6 m (Figure 11b). If, as we expect, wave thrust is
responsible for block detachment and energy dissipation is
responsible for sediment erosion, then it is possible that
storms occurring during ebb events are more effective in
eroding the scarp, with the ebbing currents carrying offshore
the sediments mobilized by turbulence and the wave impact
detaching the blocks.
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Figure 16. Wave thrust evolution at different tidal eleva-
tions for the terraced bank case: (a) difference between
maximum and minimum wave thrust on the bottom step,
(b) difference between maximum and minimum wave thrust
on the top step, (¢) maximum wave thrust on the bottom
step, (d) maximum wave thrust on the top step, (e) maxi-
mum stress on the bottom step, and (f) maximum stress
on the top step.

[67] In the proposed test cases, the wave train parameters
were kept constant regardless of the simulated tidal level;
this simplification was assumed in order to separate the
effect of MWL elevation on the results. At the study site,
which is a sheltered system of shallow lagoons, the waves
reaching the marsh shores are generated locally within the
tidal basin. Wave generation is affected by the elevation of
the MWL in two ways: in shallow waters, the growth of
wave height and wave period is limited by the interaction
with the bottom due to frictional losses. Moreover, fetch
extension increases with raising water depth because the
extent of emergent land surface decreases [Department
of the Army, Waterways Experiment Station, Corps of
Engineers, and Coastal Engineering Research Center,
1984; Fagherazzi and Wiberg, 2009]. It can reasonably be
expected that the generation of higher waves takes place
when water in the basin is deeper; however, given the small
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tidal range at the study site, wave generation is also more
sensitive to the presence or absence of storm surges than to
predicted tidal elevation.

[68] The influence of a limited range of wave heights on
wave thrust has been evaluated for the vertical test case
(Figure 12). Considering wave heights, varying as a func-
tion of water depth, it can be highlighted that the worst
conditions for marsh erosion occur when the MWL is
around the platform level: wave thrust would be further
reduced at low tidal elevations, while at high water depths,
its decay with raising level is too fast to be compensated by
the increase induced by higher wave heights. A slight
enlargement of the range of water levels favoring high
thrusts can be expected when wave height is treated as a
function of water depth and hence modified together with
the mean water level, instead of kept constant (which is the
case of the present computations).

[69] Considering energy dissipation, having smaller wave
heights at low water depths does not alter the behavior
described in the previous sections, while the occurrence of
bigger waves at high tidal levels would further enhance
breaker formation over the platform, thus confirming that
the platform, together with the wave terrace, are the most
affected by turbulence erosion.

[70] It is important to note that the results presented herein
are derived under two strong simplifying hypotheses: first,
only two fixed friction coefficients are used, one for the tidal
flat and one for the platform, whereas in salt marshes bottom
friction depends on the characteristics of the vegetation
cover and, hence, can change over short to medium time
scales in response to storm events or seasonal variations
(see, for instance, Mdller et al. [1999] and Mdéller and
Spencer [2002]). Moreover, the choice of the friction fac-
tor value, especially with regard to the platform and the
wave terrace, is affected by a certain amount of uncertainty
since it is very difficult to estimate surface friction from field
parameters.

[71] The second simplification is considering only mono-
chromatic waves impacting the marsh boundary perpendic-
ularly. In salt marshes, waves with different periods will
attack the scarp from different directions, further increasing
the complexity of the processes at play. The action of the
wave thrust on the marsh edge is an impulsive phenomenon
and we expect high thrusts to be the most effective in
causing block detachment. The intensity of the wave thrust,
for a given water depth, is strongly related to the magnitude
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Figure 17. Comparison of (a) maximum and (b) minimum
wave thrust for the vertical and terraced bank case.
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of the wave height; therefore, if we consider a random sea
state characterized by a significant wave height equal to the
height of the simulated monochromatic wave train, we
expect to find a number of higher waves (resulting in higher
wave thrusts), which, however, will be less frequent than
waves close to the significant height. It would be interesting
to investigate whether marsh boundaries are eroded more
efficiently by very high thrusts, even if isolated in time, or
by frequent, repeated but smaller thrusts. This might be the
object of further studies. In this work, we decided to use the
significant wave height to consider a compromise condition.
The effects of turbulence and bed shear stresses, here esti-
mated through energy dissipation, are not governed by the
presence of isolated, high waves but are driven by the
overall intensity of the whole storm event, which can be
described by the root-mean-square wave height H,,,,. The
root-mean-square wave height is representative of the
energy content of an irregular wave field; therefore, if
the monochromatic wave simulation is performed adopting
the root-mean-square wave height and the energy wave
period as wave parameters, we expect the results for the
dissipation of energy at the marsh edge to reasonably rep-
resent the mean effect of the storm on the marsh margin. The
significant wave height is slightly higher than the root-mean
square wave height but it is still a good, precautionary
representation of the energy content of an irregular wave
field. In fact, it is normally used to evaluate the action of
waves on structures.

[72] Wave energy impacting the marsh boundary is con-
trolled by mudflat elevation [Méller et al., 2009; Mariotti
and Fagherazzi, 2010] and fetch distances [Moéller et al.,
2009]. Here we focus on the last 15 m of tidal flat just in
front of the marsh scarp, thus assuming an incoming wave
that was generated and propagated elsewhere. The rela-
tionship between wave height and tidal elevation is strongly
coupled to the distribution of landforms within the lagoons
as well as to local wind climate [Fagherazzi and Wiberg,
2009]. For example, it is likely that the system switches
from depth-limited conditions at low water, with bottom
dissipation limiting wave height, to fetch-limited conditions
at high tidal elevations or during storm surges. This threshold
effect might increase the energy of impacting waves at high
water, possibly augmenting erosion of the cliff top during
high tides. The coupling of our model to the models of
Fagherazzi and Wiberg [2009] and Mariotti and Fagherazzi
[2010] or to the framework of Méller et al. [2009] could
shed light on the effects of depth- and fetch-limited condi-
tions on the erosion of salt marsh boundaries by wave attack.

[73] Finally, our model results can be coupled to geo-
technical models for bank stability in order to determine the
mechanisms responsible for scarp erosion of marsh bound-
aries. Our numerical simulations are in agreement with the
field results of Pringle [1995] in Morecambe Bay, UK. Ten
years of marsh erosion measurements showed that a com-
bination of high tidal and wind-wave conditions were highly
correlated to major peaks in the mean monthly marsh edge
erosion. Pringle [1995] concluded that erosion occurred
during flood before the salt marsh is immersed and at the
beginning of the ebb phase when the water level is just
below high water. It is also important to note that the scarp
geometry presented herein (Figure 6) might not be repre-
sentative of all marsh boundaries. A small tidal flat channel
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running parallel to the marsh edge is common in the marshes
along the Danish Wadden Sea [Pedersen and Bartholdy,
2007]. Levees develop both between the tidal channel and
the marsh cliff and on the seaward side of the channel. Such
complex geometry might impact wave propagation and
therefore the evolution of the marsh scarp.

6. Conclusions

[74] The following conclusions can be deduced by our
model simulations:

[75] 1. For a vertical marsh scarp, incoming waves are
fully reflected at tidal elevations below the marsh platform,
producing a wave height double that of the incoming wave.
For water levels above the marsh platform, the wave height
at the scarp decreases since the waves are transmitted over
the marsh platform and are not only reflected. For a sloping
scarp, wave reflection is less pronounced and, again, the
wave height decreases for water elevations above the marsh
platform. In a terraced scarp, for intermediate tidal eleva-
tions (above the first terrace and below the platform), the
waves are partly reflected by the wall and partly dissipated
on the terrace; therefore, lower waves reach the top scarp.
For tidal elevations close to the top scarp elevation, waves
bypass the terrace and are reflected by the top scarp. For
tidal elevations above the marsh, waves are transmitted on
the marsh platform and then dissipated.

[76] 2. Wave thrust on the marsh scarp strongly depends
on tidal elevation. On a vertical and sloping scarp and for a
given wave height, the thrust increases with tidal elevation
until the marsh is submerged, and then the thrust rapidly
decreases. In a terraced scarp, the lower terrace absorbs most
of the thrust as long as the tidal elevation is low enough for
waves to break over the terrace surface, whereas the thrust
on the top scarp is negligible. For elevations close to the
marsh platform, both steps experience the highest thrust. For
elevations above the marsh platform, the wave thrust rapidly
decreases. The thrust is maximum for the vertical and
sloping scarps and minimum for the terraced scarp.

[77] 3. At a vertical scarp and for a given wave height,
wave energy dissipation is maximized just above the marsh
platform elevation when wave reflection is reduced and
wave breaking occurs at the marsh edge. At a sloping scarp,
energy dissipation is maximized just below the marsh plat-
form elevation since the swash motion on the sloping sur-
face reduces wave reflection and promotes energy dissipation.
At a terraced scarp, wave energy is dissipated on the terrace
for lower tidal elevations, and then on the top scarp for ele-
vations just around the marsh platform. The total energy
dissipation remains constant for tidal elevations just around
the marsh scarp, and then decreases when the marsh is
inundated.

[78] 4. More research is needed to better quantify the
impact of wind waves on marsh boundaries. Future work
will verify the numerical results by field measurements of
wave transformation across different edge morphologies,
conduct a set of numerical model experiments that are better
able to isolate the importance of wave spectra and direction,
and determine the relative role played by the geotechnical
properties of salt marsh substrates at these edge transitions
(e.g., organic content, grain size, the “armoring” of cliffs
through shell debris and vegetation mats).
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