A Surface Cauchy-Born model for silicon nanostructures

Harold S. Park a,*, Patrick A. Klein b

a Department of Mechanical Engineering, University of Colorado, Boulder, CO 80309, USA
b Franklin Templeton Investments, San Mateo, CA 94403, USA

Received 13 October 2007; received in revised form 11 December 2007; accepted 13 December 2007
Available online 23 December 2007

Abstract

We present a Surface Cauchy-Born approach to modeling non-centrosymmetric, semiconducting nanostructures such as silicon that exist in a diamond cubic lattice structure. The model is based on an extension to the standard Cauchy-Born theory in which a surface energy term that is obtained from the underlying crystal structure and governing interatomic potential is used to augment the bulk energy. The incorporation of the surface energy leads naturally to the existence of surface stresses, which are key to capturing the size-dependent mechanical behavior and properties of nanomaterials. We present the approach in detail, then demonstrate its capabilities by calculating the minimum energy configurations of silicon nanowires due to surface stresses as compared to full scale atomistic calculations.
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1. Introduction

Nanowires have been studied intensely in recent years due to their unique and often superior mechanical, electrical and optical properties that arise because of their nanometer size scale [1–3]. Because of these unique properties, nanowires will be utilized as structural materials, bio-sensors, force and mass detectors, as circuitry and interconnects in future nanoscale devices, and as the basic building blocks of nanoelectromechanical systems (NEMS) [4–7]. The recent trend towards miniaturizing microelectromechanical systems (MEMS) into NEMS stems from the fact that NEMS are generally lighter and stiffer, which leads to increased sensitivity to forces, masses and environmental variations while concurrently operating at higher vibrational frequencies.

Silicon has, for various reasons, emerged as the material of choice for future NEMS. The major reason is that silicon is already the fundamental material used in the microelectronics industry [8]; with the scaling down in size of microelectronics components to the nanoscale, existing silicon fabrication technology will be used to build smaller and smaller silicon-based devices. Furthermore, silicon is also a key optoelectronic material [9], which further enhances the utility of silicon-based NEMS. The overall impact of silicon can be judged by noting that the majority of currently devised NEMS utilize silicon or silicon-based compounds as their basic building block [6,10,11].

NEMS are fundamentally different from MEMS because nanoscale free surfaces play a dominant role in determining the elastic properties of nanowires [1–3]. One particularly important effect due to nanoscale free surfaces is surface stresses [12–16]. Surface stresses on nanomaterials arise due to an imbalance in the forces acting on surface atoms due to their lack of bonding neighbors. Because surface atoms have a different bonding environment than atoms that lie within the material bulk, the elastic properties of surfaces differ from those of the bulk material, and the effects of the difference between surface and bulk elastic properties on the effective elastic properties of the nanowire become magnified with decreasing structural size/increasing surface area to volume ratio. Such size-dependence of mechanical properties has been observed in both semiconducting [17–24] and metallic [25–33] nanowires.
The importance of nanoscale surface effects on nanomaterials has led to three distinct approaches to modeling their mechanical behavior and properties. The first has been through classical molecular dynamics (MD) simulations. Unfortunately, MD simulations are generally intractable at the length scales (>50 nm) at which nanowire-based NEMS are currently synthesized experimentally. For example, a cube that is 100 nm on a side would contain nearly 60 million gold atoms, which would not only require prohibitively expensive parallel MD calculations, but would also generate enormous amounts of redundant and unnecessary data. Therefore, while MD simulations have been beneficial for elucidating size effects on the mechanical behavior and properties of ultrasmall (<10 nm) nanowires [31,29,32, 23,33,34], scaling these results to larger nanowires while accounting for variations in size, surface effects and geometry at time scales larger than nanoseconds [35] has not been achieved due to computational expense.

Alternatively, a variety of enhanced continuum models that strive to capture the non-bulk elastic behavior of nanomaterials have been proposed [36,12,37–39,30,40–49]. In general, due to assumptions utilized to make the analyses tractable, the coupled effects of geometry, surface area to volume ratio and system size on the mechanical properties of nanowires have not been quantified, nor have surface stress effects arising directly from atomistic principles been included in the models, which are generally in two-dimensions. Furthermore, the complex nature of the analytic models has in general precluded the possibility of using them in finite element (FE) calculations to analyze the size-dependent behavior of metal nanowires.

The final approach to modeling the mechanics of nanomaterials has been the recent explosion in multiscale computational methods, which attempt to combine the insights into the detailed response of materials that are available through atomistics with the reduced computational expense that continuum approaches offer [50–64]. However, these approaches generally neglect atomic-scale surface stresses due to the fact that ghost, or pad atoms are necessary at the atomistic/continuum boundary to ensure energy and force continuity; this precludes the possibility of utilizing them to analyze and design nanowire-based NEMS devices.

To model surface effects on nanomaterials, Park and co-workers recently developed the Surface Cauchy-Born (SCB) model to capture surface stress effects on FCC metal nanostructures within a continuum mechanics framework [65–67]. The SCB extends the traditional bulk Cauchy-Born (BCB) theory [68–70,50] by augmenting the continuum bulk energy density with a surface energy density that enables it to capture nanoscale surface stress effects. The SCB model is advantageous as it enables the solution of three-dimensional nanomechanical boundary value problems including surface stress effects using traditional nonlinear finite element (FE) methods; this makes it computationally tractable, particularly for large systems, that direct atomistic simulations cannot model. In addition, many of the well-developed advantages of FE calculations, including automated meshing for arbitrary geometries, nonlinear solution methodologies and ease and choice of boundary condition imposition are directly applicable for the solution of nanomechanical boundary value problems using the SCB model. The SCB model [65] has been used to analyze surface stress effects on the minimum energy configurations [66] and the resonant frequencies [67] of metal nanowires, as well as nanoscale resonant mass sensing [71] and surface-stress-driven thermoelastic dissipation [72].

In the present work, we develop the SCB model for diamond cubic (DC) lattice structures, which opens the door to studying the size-dependent mechanical behavior of semiconducting nanomaterials such as silicon. The theoretical foundations for studying DC lattices including treatment of internal degrees of freedom originated with Stakgold [69] and Weiner [70], and was extended by Tadmor et al. [73] who developed a BCB model for the Stillinger–Weber potential while a BCB model for DC lattice structures interacting via the Tersoff potential [74,75] was recently developed by Aluru and co-workers [76,77]. The relative paucity of BCB research on DC lattices and thus semiconducting materials is due to the fact that unlike FCC crystals, the DC lattice is not centro-symmetric, which leads to a unit cell that must include more than a single atom.

We develop the SCB model for silicon assuming a \langle 100\rangle axial orientation with \{100\} transverse surfaces. While silicon \{100\} surfaces are well-known to exhibit various types of dimerizations and reconstructions [78,79], we will consider only the ideal \{100\} surfaces in this work, while leaving the reconstructed surfaces for future research. Numerical simulations on silicon nanowires demonstrate the applicability of the approach for modeling silicon nanostructures through comparison with fully atomistic calculations for silicon using the Tersoff potential [75].

2. Diamond cubic lattices

2.1. Atomic description

Silicon is well-known to occur naturally in the DC lattice structure, which is formed through two interpenetrating FCC lattices, where the two FCC lattices are offset by a factor of \( (a_0/4, a_0/4, a_0/4) \), with \( a_0 \) being the lattice parameter. The DC lattice is illustrated in Fig. 1, which illustrates the interpenetrating FCC lattices.

In the present work, we utilize the T3 form of the Tersoff potential [75] and the resulting parameters, which are summarized in Table 1. The T3 is named as such due to the fact that two earlier versions of the Tersoff potential suffered from various shortcomings, including not predicting diamond as the ground state of silicon, inaccuracies in the bulk elastic constants [74], and inaccurate modeling of the \{100\} surfaces of silicon [78]. The T3 form of the Tersoff potential can be written as
Fig. 1. Illustration of the diamond cubic lattice structure of silicon. Black atoms represent standard FCC unit cell atoms, while green atoms represent the interpenetrating FCC lattice. The drawn bonds connect atoms in FCC lattice B to atoms in FCC lattice A.

\[
U = \frac{1}{2} \sum_{i<j} V_{ij}, \quad V_{ij} = f_c(r_{ij})(f_R(r_{ij}) + b_{ij}f_A(r_{ij})),
\]

where \(r_{ij}\) is the distance between atoms \(i\) and \(j\), \(f_c\) is a cut-off function, which is used to ensure that the Tersoff potential is effectively a nearest neighbor potential, \(f_R\) is a repulsive function, \(f_A\) is an attractive function, and \(b_{ij}\) is the bond order function, which is used to modify the bond strength depending on the surrounding environment. The various functions all have analytic forms, which are given as

\[
f_R(r_{ij}) = Ae^{-\alpha r_{ij}},
\]

\[
f_A(r_{ij}) = -Be^{-\beta r_{ij}},
\]

\[
b_{ij} = \left(1 + \left(\frac{r_{ij}}{\delta_{ij}}\right)^6\right)^{-1/2},
\]

where

\[
\zeta_{ij} = \sum_{k \neq i} f_c(r_{ik})g(\theta_{ijk})
\]

and

\[
g(\theta_{ijk}) = 1 + \frac{c^2}{d^2} - \frac{c^2}{d^2 + (h - \cos \theta_{ijk})^2}.
\]

The bond order function (4) is the part of the potential that incorporates many-body effects through the \(\theta_{ijk}\) term in Eqs. (5) and (6). Thus, for each bond \(i-j\), the bond order term \(b_{ij}\) depends on the number of neighboring atoms \(j-k\) that fall within a certain cutoff radius \(R_C\) from atom \(i\) (see Table 1).

Because the Tersoff potential and the DC lattice will figure prominently into the resulting BCB and SCB formulations, we discuss additional relevant points at this juncture. The Tersoff potential was designed as a nearest neighbor potential, due to the computational expense involved in evaluating the bond order function \(b_{ij}\) for many atomic pairs. For a bulk atom, this implies that it will have exactly four nearest neighbors in the undeformed or initial configuration, with the undeformed nearest neighbor bond distances being equal to \(\sqrt{3}a_0/4\) as mentioned above. Thus, the energetics of a representative bulk atom can be reproduced using a five-atom unit cell, following that as introduced by Tang et al. [76], where the center atom A in Fig. 1B represents the first FCC bravais lattice, and the surrounding four atoms B represent the atoms on the second FCC bravais lattice.

The fact that the DC lattice is comprised of two interpenetrating FCC lattices has important implications for formulating a BCB model. The first is that the DC lattice structure is not centro-symmetric, which means that the unit cell must contain more than a single atom, and leads to additional computational expense in modeling the larger unit cell. The second important fact is that the two interpenetrating FCC lattices must be able to translate rigidly with respect to each other, necessitating the introduction of an internal degree of freedom \(\Xi\) for each unit cell. The internal degree of freedom \(\Xi\) is associated with atom A in Fig. 1B, indicating that it can translate rigidly with respect to the B atoms in the second bravais lattice. This internal degree of freedom \(\Xi\) serves an identical purpose as the shift vector that has been introduced in the CB modeling of carbon nanotubes [80, 81].

### 2.2. Bulk Cauchy-Born overview

The BCB model is based on Green elastic theory, in which continuum stress and modulus are derived assuming the existence of a strain energy density function \(\Phi\). In order to satisfy material frame indifference, the strain energy density \(\Phi\) must be expressed as a function of the right stretch tensor \(C\), i.e., \(\Phi(C)\), where \(C = F^T F\) and \(F\) is the continuum deformation gradient.

The BCB and SCB models are finite deformation constitutive models that explicitly represent the stretching and rotation of bonds undergoing large deformation through continuum mechanics-based kinematic quantities such as the deformation gradient \(F\), or the stretch tensor \(C = F^T F\) [82]. Under deformations which can be represented as homogeneous over the unit cell scale, the approximation exactly reproduces the response of the corresponding, fully atomistic response representation of the crystal.

To create a link between atomistics and continua, the strain energy density can be constructed for crystalline
materials by considering the bonds in a representative volume of the crystal [50,83]. In general, the strain energy density for a centrosymmetric crystal interacting via pair interactions is defined in terms of the interatomic potential \( U \) as [83]

\[
\Phi(C) = \frac{1}{\Omega_0} \sum_{i=1}^{m} U(r^{(i)}(C)).
\]

In (7), \( m \) is the total number of bonds to a representative bulk atom, \( \Omega_0 \) is the representative atomic volume in the undeformed configuration and \( r^{(i)} \) is the deformed bond length, which follows the relationship:

\[
r^{(i)} = \sqrt{R^0_0 \cdot CR^0_0},
\]

where \( R^0_0 \) is the undeformed bond vector. From the strain energy density given in (7), one can obtain standard continuum stress measures such as the second Piola–Kirchoff stress \( \sigma \).

\[
S(C) = 2\frac{\partial \Phi(C)}{\partial C} = \frac{1}{\Omega_0} \sum_{i=1}^{m} \left( U'(r^{(i)}) \frac{\partial r^{(i)}}{\partial C} \right),
\]

where \( \Phi(C) \) is the total potential energy of the internal degrees of freedom in a manner that ensures frame indifference.

The strain energy density (7) is exact in describing the change in energy per volume of a bulk atom in a corresponding defect-free atomistic system subject to homogeneous deformation. Furthermore, the continuum stress measure in (9) is derived using atomistic information; thus the BCB hypothesis is said to be hierarchically multiscale in nature. We note that the BCB model can also be utilized in conjunction with various interatomic interactions such as embedded atom (EAM) potentials [84,50,66] for FCC metals, Tersoff-type potentials for silicon [73,76], or Brenner-type potentials for carbon nanotubes [81,80].

There are two major assumptions underlying the BCB hypothesis. The first is that, as mentioned above, the underlying atomistic system is constrained to deform homogeneously according to the stretch tensor \( C \). This restriction can be relaxed, for example through development of the non-local CB model [50], if the consideration of lattice defects is important. The second major assumption is that all points at which the BCB hypothesis is applied are assumed to lie in the bulk because \( \Phi(C) \) does not account for surface effects. Therefore, in order to capture nanoscale free surface effects such as surface stresses, we will augment the bulk strain energy density in (7) with a surface energy density which accounts for the non-bulk potential energy that atoms lying along the surfaces of a body exhibit.

### 2.3. Bulk unit cell

Upon having introduced the Tersoff potential and BCB preliminaries, we are now in a position to define the bulk and surface unit cells and the resulting stress and modulus measures that will be required for the finite element solution of the governing equilibrium equations. The current formulation is similar to that given in Tang et al. [76], with modifications to correctly introduce the internal degree of freedom in a manner that ensures frame indifference.

Converting the Tersoff potential energy (1) into a strain energy density \( \Phi \) to account for a five atom unit cell, we write, following Tang et al. [76]:

\[
\Phi(r_{ij}) = \frac{1}{2\Omega_0} \sum_{j=2}^{5} V_{ij}(r_{ij}),
\]

where \( i = 1 \) because atom \( i \) is considered the center of the unit cell (see Fig. 1), and the summation goes over the four nearest neighbor bonds \( j = 2,3,4,5 \). The full expression for the strain energy density \( \Phi(r_{ij}) \) can be written as

\[
\Phi(r_{ij}) = V_{ij} = A e^{-\beta d} - B e^{-\gamma d} \left( \frac{\sum_{b=1}^{n} g(b)}{e^{\theta_{ij}} \frac{d}{r_{ij}}} \right)^{n-1/2},
\]

where again the multibody effects of the bonding environment are captured through the \( g(b) \) term. The strain energy density in (12) can be turned into an object that is useful for BCB modeling by making the bond lengths \( r_{ij} \) functions of the continuum deformation quantities and the internal degree of freedom as

\[
r_{ij} = |r_{ij}| = |F(R_{ij} + \Xi)|, \quad j = 2,3,4,5,
\]

where \( r_{ij} \) is the deformed bond vector and \( R_{ij} \) is the undeformed bond vector between atoms 1 and \( j \) and \( \Xi \) is the shift introduced between the two interpenetrating FCC lattices in the undeformed configuration. The incorporation of the internal degrees of freedom and writing the bond lengths in terms of \( F \) results in a modified strain energy density function as

\[
\Phi(C) = \Phi(C, \Xi(C)).
\]

Using (9), we can calculate the PK2 stress as

\[
S = \frac{\partial \Phi}{\partial C} = \frac{\partial \Phi}{\partial C} + \frac{\partial \Phi}{\partial \Xi} \frac{\partial \Xi}{\partial C}.
\]

To keep the crystal at an energy minimum, the internal degrees of freedom are constrained to deform according to \( \Xi \), which leads to the following relationship:

\[
\frac{\partial \Phi}{\partial \Xi} = 0,
\]

which reduces the expression for the second Piola–Kirchoff stress in (15) to

\[
S = 2 \frac{\partial \Phi}{\partial C}.
\]

For a given state of deformation, the internal degrees of freedom \( \Xi \) can be determined using an iterative procedure

\[
\Xi^{(i+1)} = \Xi^{(i)} + \Delta\Xi^{(i+1)},
\]
where the initial guess for the degrees of freedom is \( \Xi^{(0)} = 0 \), meaning that all atoms begin from the position enforced by the homogeneous deformation of the CB rule; the superscripts indicate iteration numbers. The update for the internal degrees of freedom can then be written as, using Newton’s method

\[
\Delta \Xi^{(i+1)} = - \left( \frac{\partial^2 \Phi^{(i)}}{\partial \Xi \partial \Xi} \right)^{-1} \frac{\partial \Phi^{(i)}}{\partial \Xi}.
\]

In order to calculate the modulus, we use (10) to write

\[
\frac{1}{4} \mu_{ijkl} = \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{ij}} = \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{ip}} = \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{ij}} + \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{iq}} + \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{pq}} + \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{ij}} + \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{ip}} + \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{ij}}.
\]

Eq. (20) can be simplified by the knowledge that \( \Xi \) needs to be evaluated for the equilibrium preserving motion \( \Xi^* \), which leads to the expression

\[
\frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{ip}} + \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{iq}} \frac{\partial \Xi^*}{\partial \mathbf{e}_{kl}} = 0.
\]

Solving (21) gives

\[
\frac{\partial \Xi^*}{\partial \mathbf{e}_{kl}} = - \left( \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{ip}} \right)^{-1} \frac{\partial^2 \phi}{\partial \mathbf{e}_{kl} \partial \mathbf{e}_{ip}}.
\]

Using (22), the spatial tangent modulus can be expressed as

\[
\mu_{ijkl} = M_{ijkl} - A_{ijp} A_{klq} (\mathbf{D}^{-1})_{pq},
\]

where

\[
M_{ijkl} = \frac{4}{\partial \mathbf{e}_{ij} \partial \mathbf{e}_{kl}},
\]

\[
D_{pq} = \frac{\partial^2 \phi}{\partial \mathbf{e}_{ip} \partial \mathbf{e}_{pq}},
\]

\[
A_{ijp} = \frac{\partial^2 \phi}{\partial \mathbf{e}_{ip} \partial \mathbf{e}_{ij}}.
\]

The elastic constants were calculated, and were found to be, in Mbars

\[
C_{11} = 1.426,
C_{12} = 0.754,
C_{44} = 1.188,
C_{44}^0 = 0.690,
\]

where \( C_{44}^0 \) is the value of \( C_{44} \) if internal relaxation due to \( \Xi \) is not allowed. We note that these values match those obtained by Tersoff [85] in fitting the T3 parameters to experiment, and also indicate that ignoring the internal degree of freedom \( \Xi \) leads to predictions of the shear elastic constant \( C_{44} \) that are overly stiff, as would be expected for an over-constrained system.

3. Surface Cauchy-Born model for silicon

The theoretical basis for the SCB model was developed in earlier works [65–67] for FCC crystals; in this work, we extend the idea to account for surface stresses in DC crystals. The theoretical difficulty that is overcome in this work is that the DC lattice is not centrosymmetric as FCC lattices are. Therefore, unlike previous work using the SCB model for FCC metals, a single atom unit cell for the surface atoms cannot be utilized, and instead a larger surface unit cell was developed in this work for DC crystals.

We consider in this work the unreconstructed, or ideal {100} surfaces of silicon. While it is known that the {100} surfaces of silicon undergo various reconstructions [78,79], we consider the ideal {100} surface as a benchmark to investigate the ability of the SCB model to capture surface effects on diamond cubic lattice structures.

To develop an SCB model for silicon, there are two major differences from the BCB model described earlier in this work [50,76], and in earlier research which developed the SCB model for FCC lattices [65,66]. First, the strain energy is normalized by a measure of area \( \Gamma_0 \) instead of volume \( \Omega_0 \), leading to a surface energy density \( \gamma(C) \). This is done because the total energy of a nanostructure can be written as

\[
\sum_{\alpha=1}^{n_{\text{atoms}}} U_\alpha(r) \approx \int_{\Omega_0} \Phi(C) \, d\Omega + \int_{\Gamma_0} \gamma(C) \, d\Gamma,
\]

where \( U_\alpha(r) \) represents the potential energy for each atom \( \alpha \). As discussed earlier, because surface atoms have a different bonding environment than atoms that lie within the material bulk, the elastic properties of surfaces differ from those of the bulk material, and the effects of the difference between surface and bulk elastic properties on the effective elastic properties of the nanostructure become magnified with decreasing structural size/increasing surface area to volume ratio.

It should be noted that in the absence of deformation, the bulk energy density \( \Phi(C) \) in (26) equals the cohesive energy of silicon (4.63 eV) divided by the representative volume \( \Omega_0 \) of a bulk atom. The surface energy density \( \gamma(C) \) in (26) has a similar meaning; it is simply the energy of the surface atom (or surface unit cell, in the case of the present work) divided by the representative area \( \Gamma_0 \) of a surface atom. Besides the volume or area normalizing factor, the surface energy density \( \gamma(C) \) differs from the bulk energy density \( \Phi(C) \) only due to the fewer number of bonds that surface atoms have as compared to bulk atoms.

The relative importance of surface area to volume ratio can be quantified by calculating the ratio for various length scales. For a cube with volume 1 m\(^3\), the surface area to volume ratio is \( 6 \times 10^{-10} \, \text{A}^{-1} \). For a cube with a volume of 1 \( \mu \text{m}^3 \), the surface area to volume ratio increases to...
of the internal degrees of freedom of the face atoms is not possible. Furthermore, the surface unit different undercoordinated layer of surface and near surface unit cell was comprised of multiple single atom unit cells, because the approach requires the crystal surface geometry, (1,3,4,7,8,9) of FCC lattice A in Fig. 2. We note that A. The drawn bonds connect atoms in FCC lattice B to atoms in FCC lattice A, while green atoms represent the interpenetrating FCC lattice B. Therefore, we assign an internal degree of freedom s, where the superscript s designates an internal surface degree of freedom, to all the black atoms (1,3,4,7,8,9) of FCC lattice A in Fig. 2. We note that because the approach requires the crystal surface geometry, the formulation changes if the surface geometry is altered, for example if the {100} surface dimerizes in the 2 × 1 reconstruction.

The resulting strain energy density γ for the surface unit cell seen in Fig. 2 can thus be written as

\[
\gamma = \frac{1}{I_0} \left( \sum_{j=2,6} V_{ij}(r_{ij}) + \sum_{k=1,7,8,9} V_{6k}(r_{6k}) + \sum_{m=1,3,4,5} V_{2m}(r_{2m}) \right),
\]

(27)

where \( I_0 \) is the area per atom on the surface. Following (13), we express the bond lengths for the surface unit cell as:

\[
\begin{align*}
    r_{ij} &= |\mathbf{r}_{ij}| = |\mathbf{F}(\mathbf{r}_{ij} + \mathbf{\Xi})|, \quad j = 2, 6, \\
    r_{6k} &= |\mathbf{r}_{6k}| = |\mathbf{F}(\mathbf{r}_{6k} + \mathbf{\Xi})|, \quad k = 1, 7, 8, 9, \\
    r_{2m} &= |\mathbf{r}_{2m}| = |\mathbf{F}(\mathbf{r}_{2m} + \mathbf{\Xi})|, \quad m = 1, 3, 4, 5.
\end{align*}
\]

(28)

Incorporating the bond lengths that have been modified by the deformation gradient \( \mathbf{F} \) and the internal degrees of freedom \( \mathbf{\Xi}^s \) in (28) creates a modified surface energy density \( \tilde{\gamma}(\mathbf{C}) \) from (27), where the surface energy density has been modified analogously to the procedure outlined previously for the bulk energy density in (15) and (16) to enforce the energy minimizing condition

\[
\frac{\partial \tilde{\gamma}}{\partial \mathbf{\Xi}^s} = 0,
\]

(29)

where \( \mathbf{\Xi}^s \), similar to the meaning in the bulk case in (16), represents the deformation of the surface internal degrees of freedom necessary to minimize the surface energy. Using the modified surface energy density \( \tilde{\gamma}(\mathbf{C}) \), we arrive at the expression for the surface PK2 stress \( \mathbf{S}^s(\mathbf{C}) \), where the superscript s here and below indicates surface values

\[
\mathbf{S}^s(\mathbf{C}) = 2 \frac{\partial \tilde{\gamma}(\mathbf{C})}{\partial \mathbf{C}}.
\]

(30)

We call the stress in (30) a surface stress because it is not a stress in the traditional sense, i.e. the normalization factor is an area, instead of a volume. Therefore, the units of the surface stress are force/length, as opposed to the force/area units typically found for bulk stresses. In addition, the surface stresses \( \mathbf{S}^s(\mathbf{C}) \) are 3 × 3 tensors with normal components which allow surface relaxation due to undercoordinated atoms lying at material surfaces [65,66].

Similarly, the surface tangent modulus can be written as

\[
\mathbf{G}^s_{ijkl} = M^s_{ijkl} - A^s_{ijp} A^s_{klq} (D^{-1})^s_{pq},
\]

(31)

where

\[
M^s_{ijkl} = 4 \frac{\partial \tilde{\gamma}}{\partial \epsilon_{ij} \partial \epsilon_{kl}},
\]

\[
D^s_{pq} = \frac{\partial \tilde{\gamma}}{\partial \epsilon_{pq} \partial \mathbf{\Xi}^s_q},
\]

\[
A^s_{ijp} = 2 \frac{\partial \tilde{\gamma}}{\partial \epsilon_{ij} \partial \mathbf{\Xi}^s_p}.
\]
4. Finite element formulation

Having defined the surface energy densities \( \tilde{\gamma}(C) \) for the surface unit cell, we can immediately write the total potential energy \( P \) of the system including external loads \( T \) as

\[
P(u) = \int_{\Omega_{\text{bulk}}} \tilde{\Phi}(C) d\Omega + \int_{\Gamma_0} \tilde{\gamma}_{\text{surf}}(C) d\Gamma - \int_{\Omega_0} (T \cdot u) d\Omega.
\]  

(33)

In order to obtain a form suitable for FE calculations, we introduce the standard discretization of the displacement field \( u(X) \) using FE shape functions as

\[
u(X) = \sum_{I=1}^{m_n} N_I(X) u_I,
\]

(34)

where \( N_I \) are the shape or interpolation functions, \( m_n \) are the total number of nodes in the discretized continuum, and \( u_I \) are the displacements of node \( I \) [82,86]. Substituting (27), (11) and (34) into (33) and differentiating gives the minimizer of the potential energy and also the FE nodal force balance [82]

\[
\frac{\partial P}{\partial u_I} = \int_{\Omega_{\text{bulk}}} B^T S F d\Omega + \int_{\Gamma_0} B^T S' F d\Gamma - \int_{\Omega_0} N_I T d\Omega,
\]

(35)

where \( S \) is the PK2 stress due to the bulk strain energy, \( S' \) is the surface PK2 stress defined in (30) and \( B^T \) represents the derivative of the strain with respect to \( u_I \).

What has been accomplished in (35) is a systematic manner of obtaining continuum stress measures by calculating the system potential energy as a function of bulk and surface components. By correctly calculating the system energy, standard continuum mechanics relationships can...
be utilized to derive stress measures for usage in FE computations. The salient feature of Eq. (35) is that as the surface area to volume ratio becomes larger, the surface area terms will dominate the energetic expression. Because the stresses required for the FE internal forces are calculated by differentiating the strain energy density, correctly accounting for the surface energy will naturally lead to the correct forces on surface nodes. In contrast, if the volume of the bulk material is significantly larger than the surface area, then the potential energy from the surface terms will be insignificant compared to the volumetric potential energy, and the material will feel no effect from the surface stresses. Thus, this model degenerates to a BCB model as the length scale of the material increases.

5. 3D Numerical example: fixed/free silicon nanowire

We perform a 3D numerical example to test the performance of the SCB model for Tersoff-based silicon, using the T3 parameters given earlier in this work. The numerical example consists of a fixed/free silicon nanowire axially oriented in the $h_{100}$ direction with unreconstructed $\{100\}$ transverse surfaces that had initial dimensions of $h = 95.6$ nm, while the cross sectional length $a = 11.9$ nm. As seen in the problem schematic in Fig. 3, the nanowire was fixed at the $-x$ edge, while the $+x$ edge was free. No external forces were applied to the nanowire, such that all observed deformation occurs purely because of surface stresses, and no periodic boundary conditions were applied on any of the free surfaces.

A fully atomistic, molecular statics (MS) calculation was performed using the Sandia-developed simulation code LAMMPS [87] using the Tersoff potential and the Tersoff T3 parameters for comparison, while the SCB calculations were performed using the Sandia-developed simulation code Tahoe [88]. The MS calculation consisted of 698149 atoms, or nearly 2.1 million degrees of freedom. In comparison, the SCB model consisted of 8000 regularly spaced 8-node hexahedral elements, resulting in 9800 nodes and about 29,000 degrees of freedom. Both the MS and SCB calculations were performed quasistatically, with the goal being to compare the equilibrated minimum energy configurations due to the surface stresses.

A snapshot of the resulting minimum energy configurations for the MS and SCB calculations is shown in Fig. 4, which shows the axial ($x$)-displacements. In comparing the SCB and MS results, the SCB results capture most major features of the displacement field seen in the MS calcula-

Fig. 5. Comparison between the calculated $y$-displacements using a (top) MS simulation and (bottom) SCB simulation of a fixed/free silicon nanowire.
tion. First of all, unlike the behavior observed in FCC metals [14–16], the silicon nanowires are predicted to expand rather than contract due to the surface stresses; the expansion is faithfully captured by the SCB calculation, and agree qualitatively with recent first-principles calculations for ultrasmall (<2 nm diameter) {100} silicon nanowires [24]. The expansion indicates that the surface stresses acting on the {100} surfaces as predicted by the T3 Tersoff potential are compressive, indicating that the surface is required to expand in order to reach a minimum energy configuration. Note that if the T2 parameters for the Tersoff potential are used, then essentially no surface relaxation due to surface stresses is predicted, in agreement with the predictions by Balamane et al. [78].

Interestingly, the MS results in Fig. 4 indicate that the expansion along the nanowire length due to the surface stresses is not homogeneous; this is likely due to asymmetry of the Tersoff potential at free surfaces in conjunction with the non-centrosymmetric DC lattice. Importantly, the SCB model captures these effects as observed in Fig. 4, indicating the ability to capture these critical surface-stress-driven effects.

We also compare the displacements at the center of the +x face (+x,0,0) for both the MS and SCB calculations. The MS displacement predicted an expansion of 1.43 Å, while the FEM nodal displacement using the SCB model predicted an expansion of 1.41 Å, indicating excellent agreement between the SCB model and the benchmark MS calculations.

It is important to mention here that the displacement of the surface FE nodes can be viewed as a combination of the FEM nodal displacement and the additional displacement due to the surface internal degrees of freedom \( N_s \) given in Eq. (28), as the surface atoms in the surface unit cell depicted in Fig. 2 have a contribution to their total displacement due to \( N_s \). The surface internal degrees of freedom \( N_s \) offer a correction of \(-0.0416\,\text{Å}\) in this case, leading to a “total” displacement at (+x,0,0) of 1.37 Å. This correction is insignificant relative to the overall length of the nanowire, but is important when compared to the unit cell dimensions, where the correction is nearly 1% of the silicon lattice parameter \( a_0 = 5.432\,\text{Å} \), and is about 1.5% of the interlayer spacing at the surface. We note that the surface expansion corresponds to a global tensile strain.
of about 0.15\%, which is smaller than that predicted in FCC metal nanowires \[66\].

The $y$ and $z$ displacements of the nanowire are shown in Figs. 5 and 6. The overall trends are captured accurately by the SCB model, including the correct positive and negative displacements of edges and corners. The accuracy of the SCB model deteriorates slightly at the edges and corners; this is likely because edge and corner atoms are not included in the surface unit cell, and thus the nodal deformation that is observed in these images is due to an average deformation of the elements connected to the edge or corner. However, note that the SCB model does correctly capture the contraction observed in both the $+/−$ $y$ and $z$ faces; this represents the capturing of the Poisson effect due to the overall expansion of the nanowire in the axial direction.

Regarding the contraction of the $+/−$ $y$ and $z$ faces due to the axial expansion, we compare the $y$ displacements at the center of the $+/−$ face ($+(x/2, y/2, 0)$) between the MS and SCB calculations. The MS simulation predicted a contraction of about $−0.133\AA$. The FEM nodal displacement was $−0.091\AA$. However, the surface internal degree of freedom at that point $\Sigma = −0.044\AA$, leading to a “total” displacement of $−0.135\AA$, which is in very close agreement with the MS solution. Again, the correction of the internal degree of freedom is nearly 1\% of the silicon lattice parameter $a_0$, and more than 1.5\% of the interlayer spacing at the surface. An identical “total” solution is obtained on the $+z$ face ($+(x/2, 0, +z/2)$), with identical accuracy to the full MS result.

Finally, we note that if a traditional BCB model is used that does not account for free surface effects, then zero relaxation would be observed.

6. Conclusions

In conclusion, we have formulated an extension to previously developed bulk Cauchy-Born models for diamond cubic lattice structures to capture surface stress effects due to the ideal, unreconstructed \{100\} surfaces of diamond cubic lattice structures. The diamond cubic lattice structure is an important one, as many semiconductors of interest such as silicon, germanium and their alloys form in this lattice structure. The major theoretical development as compared to previously developed bulk Cauchy-Born models for silicon is an enlarged surface unit cell that captures: (1) The effects of undercoordinated surface atoms and surface bonding, which lead naturally to the existence of surface stresses, (2) The noncentrosymmetric nature of the diamond cubic lattice, and (3) The relaxation of interpenetrating FCC lattices at free surfaces through the addition of appropriate internal surface degrees of freedom.

The Surface Cauchy-Born model for diamond cubic lattices was tested through comparison with fully atomistic calculations of the minimum energy configurations of fixed/free silicon nanowires modeled using the Tersoff potential. The Surface Cauchy-Born model was shown to capture the major features of the deformation induced by surface stresses at a significantly reduced computational cost, particularly in the expansion of the free end of the nanowire due to the compressive surface stresses, and the inhomogeneity of the tensile deformation resulting from the surface stresses.

Future work will focus on developing SCB representations for both dimerized $2 \times 1$ \{100\} surfaces, as well as passivated \{100\} surfaces.
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