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Abstract

A digital consumer’s purchase journey, referred to as the path to purchase, is non-linear and heterogeneous. Despite a strong interest in this concept, there are few published approaches to empirically extract consumers’ path to purchase (in terms of a sequence of different types of activities leading to purchase), especially in settings where consumers engage in multiple simultaneous activities in each period. We address this gap by proposing a methodology that identifies consumers’ paths to purchase from commonly available CRM touch point data. We propose a generalized multivariate autoregressive (GMAR) model to capture the interactions among distinct but potentially simultaneous activities of a consumer over time. Using the proposed model we show how to attribute parts of the purchase volume to consumer activity sequences, or paths, starting from an initial marketing stimulus leading to the maximal purchase response. We embed the GMAR model in a clustering framework that endogenously identifies segments of consumers who exhibit similar paths to purchase. We apply the methodology to a dataset from a multi-channel North American Specialty Retailer to uncover the distinct paths of five consumer segments: loyal and engaged shoppers, digitally-driven offline shoppers, holiday shoppers, infrequent offline shoppers, and frequently targeted occasional shoppers. Using out-of-sample forecasts, we demonstrate improved predictions of future purchases compared to extant methods. Finally, we perform policy simulations to show that managers can use the uncovered path information to dynamically optimize marketing campaigns for each segment.

Keywords: Path to Purchase, Generalized Multivariate Autoregressive (GMAR) model, Market Segmentation, Dynamic Programming, Optimal Marketing Policy.
Uncovering Characteristic Paths to Purchase of Consumers

1 Introduction

Managers have long been interested in understanding the consumers’ purchase decision process so that they can make effective marketing decisions (Strong Jr 1925, Mullen 1956). When shopping was primarily done offline, a purchase funnel where customers sequentially proceed through the stages of awareness, familiarity, consideration, liking and purchase, served as a useful model of this process (Barry 1987). However, in the era of online shopping, customers gather information, evaluate, and seek opinions on products from a variety of easily accessible online and offline sources in a manner that best fits their unique needs (Nunes et al. 2012). In addition, consumers are exposed to various marketing stimuli (such as online advertisements, email marketing, etc.) that constantly alter their shopping process. As a result, the concept of the purchase funnel has evolved to that of path to purchase to describe shopping behavior that is non-linear (Court et al. 2009, Wolfersberger and Monteleone 2013) and heterogeneous across consumers (Brown 2013, Google 2014) (see Figure 1). One can no longer rely on a universal model of purchase decision process. To be truly effective, there is a need to identify the paths to purchase of different consumers and develop personalized marketing strategies based on them (Lovejoy 2014).

We posit that different groups of consumers have distinct characteristic paths that describe their most common behavior over time leading to purchase in response to marketing stimuli. For example, after receiving a promotional email from a retailer, an Internet savvy user might prefer to spend time comparing products online and reading reviews before buying online or offline, whereas a user who does not trust online reviews might prefer to visit a retail store to evaluate products directly before buying. To the extent that a key objective of identifying paths to purchase is to design effective marketing strategies based on them, it is important to develop methods to segment consumers based on their characteristic paths.
In recent years, researchers have analyzed the transition of online shoppers through retailer webpages (Bucklin et al. 2002, Moe 2003, Montgomery et al. 2004) as well as the movement of offline shoppers through physical stores (Farley and Ring 1966, Larson et al. 2005). However, few have developed methods that attempt to identify the characteristic sequence of the activities that lead to purchase—which is typically how path to purchase is conceptualized (Nunes et al. 2012, Kimelfeld 2013).

Existing papers on path to purchase consider only one action of the consumer in each step of the journey (Montgomery et al. 2004, Larson et al. 2005, Xu et al. 2014). But, often consumers are observed to do more than one type of activities in the same period, or to start actions that last for several periods and overlap with other actions in future periods. For example, in e-commerce environments consumers are often observed to begin product browsing sessions whose results they take several periods to fully examine. In the meantime they perform simultaneous, and potentially correlated, keyword searches and purchases over multiple periods. In such settings, an activity in a period may lead to subsequent activities in the future, but these effects are observed combined with the effects of other activities from the same time period. Existing methods do not attempt to uncover consumer’s path to purchase through such simultaneous, and potentially correlated, activities across multiple categories.
Our objective is to fill the gap by providing an approach to identify paths to purchase of different segments of consumers in the form of sequence of activities that the subsequent purchases can be attributed to. We accomplish our objective in three steps. First, we propose a model of interactions between distinct, and potentially simultaneous, types of activities of a consumer over time, through which we capture the distribution of the consumer’s activity sequences (paths) that ensue between a starting impulse (e.g. receipt of a catalog) and the maximal purchase activity. Second, we provide a method that extracts a consumer’s characteristic paths (i.e. the paths that explain the most of the consumer’s purchase response to the impulse) from the previous representation. Third, we develop a clustering algorithm that simultaneously identifies segments of consumers with distinct paths and the segment-specific models that represent those paths.

The rest of the paper is organized as follows: we discuss the related literature in Section 2. Then, we describe our proposed approach, which we call Clustered Generalized Multivariate Autoregressive Model (CGMAR), in Section 3. In Section 4, we apply the CGMAR algorithm to a real world dataset and discuss the identified paths of segments of consumers. In Section 5, we highlight two managerial applications of the proposed approach: for target marketing by evaluating out-of-sample predictions of purchase and for optimizing marketing mix by performing policy simulations. Finally, in Section 6, we conclude by summarizing the contributions and outlining opportunities for future research.

2 Literature Review and Key Contributions

Understanding the shopping processes of online consumers has been a topic of interest in Information Systems and Marketing disciplines for several years (Gefen et al. 2003, Xu et al. 2014, Ghose and Todri 2015). Given our focus on uncovering path to purchase and segmenting consumers based on their paths, we review three related research streams: analysis of consumer’s paths, consumer behavior-based market segmentation, and time-series clustering.

2.1 Consumer’s Path-related Research

Paths in physical shopping environments have been studied as early as in 1960s (Farley and Ring 1966). Since then researchers have studied individual consumer’s movements through physical environments of
supermarkets and malls (Heller 1988, Underhill 2005). Some of the latest work in this space use RFID technology to track the movement of shopping carts (Sorensen 2003, Hui et al. 2009) and have applied time series clustering techniques to gain insight into the purchase behavior of the customers (Larson et al. 2005). In these studies each step of a consumer on the path through the physical store is taken to denote the presence of the consumer at a particular zone—each a proxy for certain type of purchases by the consumer.

Research on customers’ paths through webpages in an E-commerce environment has been growing recently due to the availability of clickstream data (Bucklin and Sismeiro 2003, Montgomery et al. 2004). Montgomery et al. (2004) provides a dynamic choice model of shoppers’ browsing behavior. Although, they provide an elegant model of how shoppers transition from one category of web-page to another that results in improved predictions of purchase conversions, it does not attempt to uncover paths of the users—with a well-defined start point and a sequence of activities leading to purchase. Recently, Xu et al. (2014) propose a point process that captures the effect of consumer’s past clicks on advertisements and purchases on future activities aiming to attribute a purchase to various types of advertisements that the consumer was exposed to prior to purchase. For example, they find that while display advertisements have relatively low direct effect on purchase conversion, they are more likely to stimulate subsequent visits through other advertisement formats. But, extracting the complete paths of the consumers is not one of their objectives.

All the existing papers in path analysis only consider the scenario that users carry out one isolated activity at any step of the consumer’s journey. In contrast, our proposed method can extract paths when users are observed to carry out many types of, possibly correlated, activities in each step of their path to purchase. To the best of our knowledge we are the first to propose such a method.

2.2 Market Segmentation Approaches

Segmentation based on consumers’ behavior such as their response to marketing offers and their choice of brand, products, and services has been studied at depth over the last three decades (Wedel and Kamakura 2000). Typically, they propose a mixture of statistical models of a static consumer behavior to capture the heterogeneity among consumers and segment them into groups with similar models (Wedel et al. 1993, Ramaswamy et al. 1994, Wedel and DeSarbo 1995, Deb and Trivedi 1997, Bucklin et al. 1998).
Segmentation based on the evolution of consumers’ behavior over time, however, is relatively rare. Reimer et al. (2014) segment a set of consumers based on their individual short-term response to marketing and then study the long-term evolution of average behavior, such as weekly spend and number of coupons used, of each segment using a Vector Autoregressive (VAR) model. The underlying assumption is that consumers who are similar in their short-term response to marketing will have similar evolution in long-term aggregate shopping behavior, which may not be generally true. While there is ongoing interest in segmenting based on behavior and in identifying groups of consumers whose shopping behavior evolves in a similar way, there remains a gap in the literature in segmenting consumers directly based on how their activities evolve.

2.3 Time-Series Clustering Approaches

Research on market segmentation is often done based on consumer’s static properties. However, the movement of consumers on a path implies dependence between their past and future positions in a space of interest. In other words, the path data are time series observations of consumers’ positions. Three types of approaches has been proposed in statistics, computer science, and management science research to cluster time series data (Liao 2005).

Raw-data based approaches work directly with time series data by defining a similarity measurement between them. For example, (Larson et al. 2005) use a k-medoid clustering algorithm with Euclidian distance between the paths to analyze movement of shopping carts in supermarkets. Feature-based approaches convert individual raw time series into a feature vector of lower dimension on which a conventional clustering algorithm is applied. The 2-step process avoids the dimensionality problem of comparing arbitrarily long-time series. Kalpakis et al. (2001) estimate autoregressive model coefficients for univariate series data and then apply partition-based clustering on the estimated coefficients. Baragona (2011) estimates a Vector Autoregressive (VAR) model for each multivariate series and then group the time-series based on their VAR coefficients using a K-means clustering algorithm. VAR models rely on Gaussian error assumption, which is readily met when the variables are group-level statistics but fails to be met when
modeling individual customer behavior over time.\(^1\)

*Model-based approaches* propose statistical mixture model-based data generation process for the observed times-series data. By fitting the model to the data, researchers endogenously determine the assignment of different time series to different clusters and the model parameters of each cluster. Mixture models avoid the sparsity problem that one would run into in the reduction step of feature-based approaches while estimating separate parameters of individual time-series, especially when time series are short. One example of such approach is Oates et al. (2001) who use a mixture of Hidden Markov Model (HMM) to cluster multivariate time-series data. Xiong and Yeung (2004) cluster univariate time-series data by using a mixture of Autoregressive–Moving-Average (ARMA). Fong et al. (2007) extend the mixture model to cluster multivariate time series by replacing the ARMA model with the Vector Autoregressive (VAR) model. They apply their model to 1 and 3 year US Treasury constant maturity rates where the variables follow a log-Normal distribution, hence the distributional assumptions of the VAR model are satisfied.

To sum up, there are two limitations of such time-series based methods. First, they are typically based on aggregate data and not on individual level data, which is necessary to segment customers based on their individual paths to purchase. Second, observations of individual customer behaviors in any time period rarely follow the Gaussian distribution. Accordingly, a more flexible distribution to model individual customer’s activity is called for.

### 2.4 Contribution of the Current Work

Our paper contributes to the above three streams in several ways. First, we contribute to the literature on path to purchase by providing a method to empirically extract characteristic paths to purchase in settings where consumers may engage in several simultaneous, and potentially correlated, activities in each time period. Moreover, we provide a way to graphically show the paths and their relative weights so that an analyst may readily identify the important characteristic paths of consumers. Second, this research contributes to the literature on market segmentation by providing a method to segment based on consumer’s characteristic path.

\(^1\) Reimer et al. (2014) avoid this problem by modeling the evolution of aggregate properties of the segment obtained through another means (i.e. their short-term response coefficients) instead of modeling the evolution of individual consumers and segmenting consumers based on that.
to purchase. At the modeling level, our approach captures the heterogeneity in individual consumers’ paths. At the same time, it overcomes the sparsity problem that would occur if one were to estimate the consumer’s path for each individual separately. Third, we contribute to the literature in time-series clustering by providing a method to cluster multivariate (vector) time series when the observations do not follow the Gaussian distribution necessary to apply the VAR model. Our proposed approach can incorporate any exponential family distribution or variants of those found in the Generalized Linear Model (GLM) family, which opens it up to applications in a wide variety of settings. For example, as shown in the current paper, by using a zero inflated Poisson distribution the model can be applied to customer activity time-series data that is readily available in many CRM systems. Finally, at the application level for practitioners, we provide both a forecasting tool that allows managers to predict purchases of individual customers and a dynamic optimization tool for optimizing marketing mix.

3 Model Development

3.1 Context and Concept of Path to Purchase

There are many events that can initiate a consumer on her path to purchase, e.g., receipt of a catalog or a promotional email, a holiday, or a personal reason such as an anniversary or a friend’s birthday. Given our focus on empirically identifying paths from available data, we consider starting impulses that are observable to the firm such as the marketing communications the firm sends to its consumers. How consumers respond to promotional catalogs and email messages is a topic of intense interest for the managers (Zantedeschi et al. 2013). A catalog might get a consumer to look for product information online. In doing so, the consumer might better realize the characteristics of the products that she is interested in and perform keyword searches to find similar products. Finally, the consumer may go to a physical store to purchase the identified products. Therefore, purchase as a response to an impulse could occur after several time periods. Such purchase response observed for a group of homogenous consumers would be observed to peak after a certain number of time periods. We use this peak or maximal purchase response as the end point of the consumer’s path. We define the consumers’ path to purchase as a sequence of activities that start with the marketing impulse and
end with the maximal purchase response (Figure 2).

![Diagram](image.png)

**Figure 2. Illustration of path to purchase of a consumer through sequence of activities.**

Although a given consumer may follow a variety of paths at different times, we hypothesize that each consumer can be associated with a *characteristic path behavior*, defined as a distribution over the consumers’ paths to purchase. Our objective is not to identify the path of a consumer to a particular purchase in our dataset, because the exact sequence of steps leading to a particular purchase made by a consumer will have little value for policy making in the future. Instead we focus on identifying for a group of consumers the typical sequence of activities after the impulse that the subsequent peak purchase activity can be credited to. Although we allow for different consumers to have their own characteristic paths, we assume that the path of a consumer does not change over the data collection period. In addition, our model accommodates many possible paths of a consumer and estimates the relative frequency with which the consumer takes each of them, but we don’t model the selection of a path as dependent upon consumer’s objectives and type of products purchased, because of the difficulty in associating these variables to consumer’s every shopping related activity.

The rest of this section will describe the components of our method. Deriving a consumer’s path to purchase in response to a starting impulse requires a model of transition between consumer-activities over time. In Section 3.2 we develop such a model, starting from the well-known Vector Autoregressive (VAR) model, and extending it to account for non-Gaussian errors and the sparsity of individual-level data that
characterizes most settings of relevance to this paper. Once we have a suitable multivariate autoregression model in place, in Section 3.3 we explain how a consumer’s characteristic paths to purchase can be extracted from it. Finally, in Section 3.4 we describe how the preceding model infrastructure forms the basis of a clustering algorithm that simultaneously identifies groups of consumers with distinct path to purchase behavior and the group-specific models that represent those paths.

3.2 Generalized Multivariate Autoregression for Modeling Path to Purchase

Vector Autoregressive (VAR) models (Sims 1980) have been used to model parallel time series of aggregate data, ranging from the evolution of music sales, buzz and radio play to (Dewan and Ramaprasad 2014) to evolution of stock market indices (Tsay 2005). The VAR model is given as

\[ x_t = B_1 x_{t-1} + B_2 x_{t-2} + \cdots + B_p x_{t-p} + C y_t + \epsilon_t \]  

(1)

where, \( x_t \) is a \( J \times 1 \) vector of endogenous variables that contains the \( J \) components of the time series observed in period \( t \). \( y_t \) is a \( J_e \times 1 \) vector of exogenous variables. \( p \) is the number of lagged values of the endogenous variables considered, also known as the order of the autoregressive model. \( B_p \) is a \( J \times J \) matrix of coefficients for endogenous variables. \( C \) is a \( J \times J_e \) matrix of coefficients for the exogenous variables, and \( \epsilon_t \sim N(0, \Sigma) \) is a multivariate Gaussian error. Advantages of using VAR model include the ability to model the temporal dynamics among the endogenous variables, ability to estimate contemporaneous correlation through the off-diagonal elements of error covariance matrix, and the availability of summary tools such as impulse response functions and error variance decompositions to generate empirical insights (Lütkepohl 2007). However, the assumption of Gaussian error in the VAR makes it unsuitable when the data does not follow such a distribution (Heinen and Rengifo 2007, Stephen and Galak 2012). In our setting, the incidence of the different types of consumer activities across time periods is sparse, rendering the Gaussian error assumption inappropriate. To overcome this challenge, we propose a Generalized Multivariate Autoregressive (GMAR) Model based on a non-Gaussian error assumption, which we outline below.

3.2.1 Model for the components of the time series

We start by specifying a model for each component of the time series:
\[ x_{ij}^t \sim f(M_i^t; \theta_j) \]  

where \( x_{ij}^t \) is the \( j \)'th component of the endogenous variable of the \( i \)'th consumer in period \( t \). \( M_i^t \) is the \((J \times p + J_e)\times 1\) vector that consists of lagged values of \( J \) endogenous variables over \( p \) previous time periods \( \{x_i^{t-1'}, x_i^{t-2'}, ..., x_i^{t-p'}\} \) and \( J_e \) other exogenous variables, \( y_i^t \), hypothesized to affect the user \( i \) at time period \( t \). \( \theta_j \) is a \((J \times p + J_e)\times 1\) coefficient vector. To make the implementation more concrete and use existing estimation techniques we assume \( f(\cdot) \) to be a probability distribution in the exponential family or a variant, such as zero-inflated model, found in the Generalized Linear family of models (GLM). In particular, we assume that the mean of the endogenous variable \( \mu_{ij}^t = E(x_{ij}^t) = g^{-1}(\theta_j M_i^t) \) where \( g(\cdot) \) is the GLM link function that converts the linear combination of the predictors into the mean of the outcome variable. This component-specific model can be estimated using the Iteratively Reweighted Least Squares method (Nelder and Wedderburn 1972).

### 3.2.2 Copula to capture the contemporaneous correlation

The above model captures the co-variation of the components of the multivariate time-series that are explained by the lagged endogenous variables and exogenous variables. However, there could be residual contemporaneous correlation among the endogenous variables not explained by the lags. To build a joint model of the multivariate time series from the marginal distributions shown in Eq. (2) that captures such contemporaneous correlations, we use the Normal copula technique (Trivedi and Zimmer 2005, Heinen and Rengifo 2007). According to this technique the Normal quantiles of the probability integral transform (PITs) of the endogenous variables are calculated separately for each series using the following formula:

\[ x_{ij}^{\phi^t} = \Phi^{-1}\left( F(x_{ij}^t|M_i^t; \theta_j) \right) \]  

where, \( F \) is the cumulative density function (CDF) of \( f \) and \( \Phi^{-1} \) is the inverse function of the CDF, or Quantile function, of a standard Normal distribution. It can be readily verified that \( x_{ij}^{\phi^t} \) is zero when \( x_{ij}^t \) is equal to the median of \( f(x_{ij}^t|M_i^t; \theta_j) \), positive when \( x_{ij}^t \) is higher than the median, and negative when it is lower than the median. By construction, \( x_{ij}^{\phi^t} \) follows a Normal distribution. Therefore, \( x_{ij}^{\phi^t} \) corresponds to the part of the endogenous variable that is not explained by the autoregressive part, similar to the error term in
Eq. (1). Under Normal copula the vector $x_{it}^t$ follows the copula density (Song 2000):
\[
c(x_{it}^t; \Sigma) = |\Sigma|^{-\frac{1}{2}} \exp \left( \frac{1}{2} (x_{it}^t' (I - \Sigma^{-1}) x_{it}^t) \right) = c(x_{i}; \Sigma, \Theta)
\]
(4)

The covariance matrix $\Sigma$ captures the covariance of the endogenous variables that are not explained by the lagged endogenous variables and exogenous variables. The density assigned by the copula to the dependence of the original variables $x_{ij}^t$ is a function of the parameter $\Theta_j$ because according to Equation (3), $x_{ij}^t$ is a function of model parameter $\Theta_j$. The copula density is defined as shown in Equation (4) when the $x_{ij}^t$ are continuous variables. When they are not, such as counts of consumer activities, continued extensions of discrete variables proposed by Heinen and Rengifo (2007) could be used to first transform the $x_{ij}^t$ to continuous variables before using the Equation (3). Using Equation (2) and (4), the joint density for all $I$ consumers can be written as the product of marginal densities and the multivariate Normal copula:
\[
P(X|\Theta, \Sigma) = \prod_{i=1}^{I} P(X_i; \Theta, \Sigma) = \prod_{i=1}^{I} \prod_{t=p+1}^{T_i} c(x_{i}^{t}; \Sigma) \prod_{j=1}^{J} f(x_{ij}^{t} | M_i^t; \Theta_j)
\]
(5)

The parameters $(\Theta, \Sigma)$ can be estimated using maximum likelihood estimation. These parameters determine the evolution of the consumer’s time series. Specifically, dynamic interactions between activities are captured through the cross/own variable lagged effects $(\Theta)$ and the contemporaneous effects $(\Sigma)$.

### 3.3 Extraction of Path to Purchase from GMAR model

As discussed in Section 3.1, we consider paths that start from a marketing impulse, such as email or catalog activity, and end with a purchase. As the coefficients of this multivariate time series model are difficult to interpret directly, due to the recursive nature of dependence, we compute the activities response of the consumers to a marketing impulse using the following function:
\[
\mu^t = m(M^{t}_{\text{mean}}) = g^{-1}(\Theta'M^{t}_{\text{mean}})
\]
(6)

where $m(\cdot)$ is the mean response function of the GMAR, $M^{t}_{\text{mean}} = [\mu^{t-1}, \mu^{t-2}, ..., \mu^{t-p}]' \text{ is the mean response to the impulse in the } p \text{ previous periods. The values of } \mu \text{ for each previous time period can be computed using a recursive call to the function } m(\cdot).$
In our setting we are interested in how changes in the variables that model our starting impulses (email and catalog activities) affect purchases. Due to the effect of an impulse on all the endogenous variables and their effects on the endogenous variables in the subsequent periods, the purchase response to an impulse is often observed to peak after several time periods (Lütkepohl 2007). We refer to the peak response as the maximal purchase response. We employ the bootstrap approach outlined in Sims and Zha (1999) to obtain confidence intervals and use the maximal purchase response as the end point of the path only if the response is significant (p-value < 0.01). When there is no significant response on purchase, no meaningful path is considered to exist between the impulse and the purchase activity.

A feature of our setting is that it allows multiple activities to take place simultaneously in each time period. Between the start point of marketing impulse \( y_{\text{rstuvwx}} \) and the end point of maximal purchase response \( m^m_{\text{purchase}} \), which occurs after \( m \) time periods from the impulse, there are many possible paths that can be plotted among the activities in the intermediate time periods (Figure 2). However, not all of them contribute equally to the maximal purchase response. The contribution of each path can be obtained by separating the effect of the impulse on \( m^m_{\text{purchase}} \) over each possible path. When the link function, \( g(\cdot) \) in Eq. (6) is the Identity function, the effects corresponding to each path linearly separate. However, in case of GLMs with non-identity link functions such as Log or Logit, the contributions of each path are not linearly separable as presented in Equation (6). However, since the function \( m(\cdot) \) is differentiable over real number space \( \mathbb{R}^P \), the response after \( m \) time periods of a unit increase in impulse can be expressed as

\[
\Delta m^m_{\text{purchase}} = \int_0^1 \frac{\partial m_{\text{purchase}}(M^m_{\text{mean}})}{\partial m^0_{\text{impulse}}} dm^0_{\text{impulse}}
\]  

(7)

The integrand in Equation (7) is the change in response \( m^m_{\text{purchase}} \) due to an infinitesimal change in impulse \( m^0_{\text{impulse}} \). It can be written for arbitrarily long activity sequences using the chain rule as:

\[
d \left( m^m_{\text{purchase}} \right) = \sum_{l=1}^{\min(p,m-1)} \sum_{j=1}^f \sum_{l'=1}^{\min(p,m-l-1)} \sum_{j'=1}^f \sum_{l''=1}^{\min(p,1)} \sum_{j''=1}^f \frac{\partial m_{\text{purchase}}(M^m_{\text{mean}})}{\partial m^l_{j'' \text{mean}}} \frac{\partial m_{\text{mean}}}{\partial m^l_{j'' \text{mean}}} \frac{\partial m^2_{l'' \text{mean}}}{\partial m^2_{l'' \text{mean}}} \frac{\partial m^0_{\text{impulse}}}{\partial m^0_{\text{impulse}}} dm^0_{\text{impulse}}
\]  

(8)

Each summand in Equation (8) corresponds to a single path from impulse to maximal purchase. Each factor
in each summand is a partial derivative, such as \( \frac{\partial m_{\text{purchase}}(M_{\text{mean}}^m)}{\partial \mu_j^{m-1}} \), that captures the change to purchase in the \( m \)'th time period per unit change in the \( j \)'th endogenous variable, \( \mu_j \), in the \( m - l \)'th time period after impulse. Thus, the summand corresponding to each path such as:

\[
\frac{\partial m(M_{\text{mean}}^m)}{\partial \mu_j^{m-1}} \frac{\partial m_j(M_{\text{mean}}^{m-1})}{\partial \mu_j^{m-2}} \ldots \frac{\partial m_j''(M_{\text{mean}}^2)}{\partial \mu_j^1} \frac{\partial \mu_j'''}{\partial \mu_{\text{impulse}}^{l}} d\mu_{\text{impulse}}^l
\]

captures the change in \( \mu_{\text{purchase}}^m \) due to change in the previous endogenous variable in the sequence, \( \mu_j^{m-1} \), that is caused by the changes in variable before that, \( \mu_j^{m-2} \), and so on up to the initial impulse, \( \mu_{\text{impulse}}^0 \). The summand therefore captures the total increase in \( \mu_{\text{purchase}}^m \) that is caused through changes in this particular sequence of activities resulting from the marketing impulse \( \mu_{\text{impulse}}^0 \). From the form of Equation (8) we can compute the weight of each path as a portion contributed to the maximal response. This allows us to identify and focus on the most important paths taken by the consumers. The combinations of the top few sequences starting from the impulse leading to maximal response would explain most of the maximal purchase. Jointly these few sequences would capture the consumers’ characteristic path behavior. We provide an illustrative example of extracting path to purchase in Section 4.2.

### 3.4 Market Segmentation Using a Mixture Model

We embed the GMAR in a mixture model to uncover the heterogeneity in shopping behavior. The underlying data generating process for the mixture of GMAR is as follows. First, each consumer is drawn from one of \( K \) clusters according to a categorical distribution. Second, the time series data for the consumer is generated from her \( p \) initial activities according to the GMAR model of the assigned cluster, where \( p \) is the order of the GMAR model. The Bayesian Network of the model is shown in Figure 3. We call it the Clustered Generalized Multivariate Autoregressive (CGMAR) model.

---

2 The expression in Equation (9) corresponds to a path in an autoregressive model of order 1. But, the discussion readily applies to any arbitrary model of order \( p \).
The log likelihood of the CGMAR is:

\[
\sum_{i=1}^{I} \log \left\{ \sum_{k=1}^{K} P(z_k) P(X_i \mid k \Theta, k \Sigma) \right\}
\]

where \( k \Theta \) and \( k \Sigma \) are the parameters of the GMAR model for cluster \( k \). \( P(z_k) \) is the probability of a random user belonging to cluster \( k \). \( P(X_i \mid k \Theta, k \Sigma) \) is the probability of generating time series data \( X_i \) based on parameter \( k \Theta \) and \( k \Sigma \), which are defined in Eq. (5). Because the sum is within the log function in Eq. (10), it is not possible to estimate the parameters \( (k \Theta, k \Sigma) \) separately for each cluster. We develop an algorithm under the Expectation Maximization framework to estimate these parameters. This has two iterative steps. In the **E-step**, we calculate the membership of each consumer to each cluster using the current estimate of the parameters:

\[
r_{ik} = P(z_k = 1 \mid X_i) = \frac{P(z_k) P(X_i \mid z_k = 1)}{\sum_{k'=1}^{K} P(z_{k'}) P(X_i \mid z_{k'} = 1)} = \frac{P(z_k) P(X_i \mid k \Theta, k \Sigma)}{\sum_{k'=1}^{K} P(z_{k'}) P(X_i \mid k' \Theta, k' \Sigma)}
\]

where \( r_{ik} \) represents the probability of assigning consumer \( i \) to cluster \( k \). In the **M-step**, we estimate the values of the cluster specific parameters \( (k \Theta, k \Sigma) \) that maximize the following expectation of the complete data log likelihood.

\[
\sum_{i=1}^{I} \sum_{k=1}^{K} r_{ik} \log (f(X_i; k \Theta)) + \sum_{i=1}^{I} \sum_{k=1}^{K} r_{ik} \log \left( c(X_i; k \Sigma) \right) + \sum_{i=1}^{I} \sum_{k=1}^{K} r_{ik} \log P(z_k)
\]

\( P(z) \) is the relative weight of the clusters. \( z \) is the latent class variable for user \( i \). \( \Theta \) are the lagged auto and cross effect coefficients. \( \Sigma \) are the copula covariance matrix. \( X_i^t \) is the activity data of customer \( i \) for the \( t \)'th time period.
where, $X_i^*$ is the entire set of Normal quantiles of PITs for the user $i$. $f(X_i; k\theta)$, the probability of the user $i$’s data according to the marginal distributions of the time series components under the cluster $k$, is given as:

$$f(X_i; k\theta) = \prod_{t=p+1}^{T_i} \prod_{j=1}^{j} f(x_{ij}^t | M_{ij}^t; k\theta)$$

Eq. (13)

$k\theta$ can be estimated by maximizing $\sum_{i=1}^{I} r_{ik} \log f(X_i; k\theta)$ from Eq. (12) for each $k$, which is equivalent to estimating $K$ separate weighted GLM with $r_{ik}$ as the weight. $k\Sigma$ can be estimated via maximizing $\sum_{i=1}^{I} r_{ik} \log \left( c(X_i^*, k\Sigma) \right)$ separately for each $k$, which is equivalent to solving the Gaussian Mixture Model.\(^3\)

According to Bishop (2006), the maximum likelihood estimation of covariance matrix for the Gaussian Mixture Model is:

$$\Sigma_k = \frac{\sum_{i=1}^{I} r_{ik} \sum_{t=p+1}^{T_i} x_{ij}^t x_{ij}^{t'} \Sigma_{p}^{-1}}{\sum_{i=1}^{I} r_{ik} \times (T - p)}$$

Eq. (14)

Finally, the third summand $\sum_{i=1}^{I} \sum_{k=1}^{K} r_{ik} \log P(z_k)$ is maximized by $P(z_k) = \sum_{i=1}^{I} r_{ik} / I$. This is the relative weight of each cluster. The EM algorithm executes the E- and M-steps iteratively until the parameters converge. It has two outcomes: assignment of consumers to the clusters, $r_{ik}$, or a segmentation, and the parameters $k\theta$, $k\Sigma$ for each cluster that will be used to obtain the path to purchase for each cluster. An advantage of estimating the $k\theta$ and $k\Sigma$ at the group level in an endogenous manner, as opposed to estimating the parameters separately for each consumer and then clustering them based on the similarity between the parameters, is the ability to use more data in estimating the parameters. In maximizing the first summand of Eq. (12) we estimate the parameters of each cluster using the data from all the consumers—each consumer gets a weight equal to the probability of belonging to a cluster. Although the cluster level parameters are estimated from the data on all the consumers, as each consumer’s degree of membership to the clusters is unique, we capture their unique activity-to-activity progression as a combination of typical

---

\(^3\) $X_i^*$ is a function of $\theta$. Hence the second summand is not strictly separable from the first. However, Patton (2006) has shown that a 2-step procedure that separately estimates $\theta$ and $\Sigma_k$ leads to consistent estimates of the parameters. The first step estimates the coefficient $\theta$ only on the basis of the marginal data, or the first summand in Eq. (7). In the second step the estimated $\theta$ is used to compute the $x_{ij}^{t'}$, which is used to estimate $\Sigma_k$. It is same as the process we follow in each M-step.
behavior of consumers in \( K \) clusters. Thus, the algorithm mitigates the sparsity problem while capturing the uniqueness of each consumer’s path.\(^4\)

4 Empirical Analysis

After verifying from a simulation study that the proposed approach could effectively recover the cluster membership \((r_{ik})\) and the parameters for each cluster \((\kappa\Theta, \kappa\Sigma)\), we apply it to identify the paths to purchase of consumers at a multi-channel specialty retailer selling women’s clothing, accessories, and home items. The retailer sells the products only through its offline and online stores. Within its brand customers vary in their channel usage, their responses to emails and catalogs, and the nature of online research they conduct prior to purchase. These features make the setting a prime case for identifying consumers’ paths to purchase.

The retailer does catalog and promotional email campaigns, however it does little mass media advertising and price promotions. Catalogs are mailed to customers approximately once a month. Emails are targeted to customers based on their purchase behavior and, occasionally, to promote new products. Unlike some online retailers (e.g. Newegg and TigerDirect), the retailer does not use other consumer activities, such as browsing, searching, or carting behavior, to target promotional emails. This setting therefore presents an opportunity for improving marketing communication strategy incorporating other evidences from the customers’ path to purchase.

4.1 Data Description

We collect a detailed customer activity and transactional dataset from the retailer through Wharton Customer Analytics Initiative (WCAI) spanning a two-year period from 7/1/2010 to 6/30/2012. The dataset used in this study includes 9,805 active consumers, i.e., consumers with at least five purchases, from the largest brand of the retailer. We have information at the consumer level on emails and catalogs received, online searches, product browses, and online and offline purchases with the date of the event. Note that more than one of the aforementioned events can occur for a consumer in a given day. We also have several consumer characteristics such as age, gender, tenure with the brand, distance from the nearest store, and store loyalty card membership. As this is a specialty retailer the retailer sells products only through its exclusive

\(^4\) We illustrate these advantages of the mixture model through a simulation study. The details are given in Appendix B.
channels and not through popular stores such as Amazon or Walmart. So, when one of the observed customers buys a product by this retailer within the observation period, we observe the purchase and the relevant pre-purchase activities as part of our dataset. This reduces the concern that the paths taken by the customers could be taking them out of our scope of observation.

We use the weekly time-series data for each consumer to construct four variables from each consumer’s activities: number of products browsed, number of keyword searches performed, number of online purchases and offline purchases in each week.\(^5\) In addition, we have the number of emails and the number of catalogs sent to a consumer in a week. We also created a dummy variable indicating the weeks that include one of the ten major holidays to capture the increased shopping during holidays.\(^6\) Table 2 provides the variable definitions and summary statistics. We can see that the variables are quite sparse. For all consumer-initiated behaviors the 3\(^{rd}\) quartiles of the variables are 0—indicative of zero inflation.

\[\text{[Insert Table 2 about here]}\]

### 4.2 A Specific Implementation of CGMAR using Zero-Inflated Poisson Regression

We consider paths of customers through the activities outlined in Table 2. These variables are counts with an abundance of zeros, rendering a standard VAR model unsuitable. Accordingly, as a specific implementation of the CGMAR described in Section 3.2, we develop a model to accommodate discreteness, sparseness and both auto and cross-correlation in the count data called Zero Inflated Multivariate Autoregressive Poisson model (ZMAP). It has three parts:

**1) Zero-Inflated-Poisson (ZIP)** for the marginal distributions of the components to explicitly accommodate excessive occurrence of zeros (Lambert 1992).\(^7\) The probability of generating \(x_{ij}^t\), the \(j\)'th endogenous variable for \(i\)'th consumer at \(t\)'th period, is

\[
\begin{align*}
    f_{ZIP}(x_{ij}^t) &= \begin{cases} 
    \rho_{ij}^t + (1 - \rho_{ij}^t)\text{Poisson}(0|x_{ij}^t), & x_{ij}^t = 0 \\
    (1 - \rho_{ij}^t)\text{Poisson}(x_{ij}^t|x_{ij}^t), & x_{ij}^t > 0
    \end{cases}
\end{align*}
\]

\(^5\) We use the weekly activities instead of daily to reduce the sparsity problem and improve parameter estimation.

\(^6\) The ten major holidays we include are: New Year, Martin Luther King Day, President’s Day, Memorial Weekend, 4\(^{th}\) of July, Labor Day, Columbus Day, Veterans Day, Thanksgiving, and Christmas.

\(^7\) Although Negative Binomial distributions are often used when dealing with count data with many zeros we find that a special treatment of these zeros improves our ability to estimate the model and the model fit.
where $\rho_{ij} \in [0,1]$ is the mixture probability of the zero-inflated model and $\lambda_{ij}$ is the mean of the Poisson distribution for $x_{ij}^t$.

(2) **Autoregression** for the occurrence of the zero values and the mean of the Poisson distributions to capture own and cross variable lagged effects. Specifically,

\[
\log(\lambda_{ij}) = B_j M_i^t, \text{ and} \\
\text{Logit}(\rho_{ij}) = G_j M_i^t
\]

where $M_i^t$ is the data vector containing the lagged endogenous and exogenous variables as defined in Section 3.2.1. The parameters $\theta = \{B_j, G_j\}$ capture the relationship of endogenous variable $x_i^t$ with its lag \{x_i^{t-1}, x_i^{t-2}, \ldots, x_i^{t-p}\} and exogenous variable vector $y_i^t$.

(3) **Multivariate Normal Copula** to connect the marginal distributions of endogenous variables and capture the contemporaneous correlations between them that are not captured by the autoregressive specification in Equations (15) and (16). Note that for the particular implementation, the $F(\cdot)$ in Eq. (3) is the CDF of the ZIP distribution. Since the endogenous variables are integers, we follow Heinen and Rengifo (2007)’s continued extension of the discrete random variables to obtain the PITs for the Zero Inflated Poisson model that are uniform random variables in [0,1] as required of the copulas (See Appendix C.1). Diagnostics of the copula model, e.g., correlation between the Normal Quantiles of the PITs and histograms of the PITs, are shown in Appendix C.2.

The above model is incorporated into a mixture model and estimated using the EM algorithm described in Section 3.4 to obtain segments of the consumers with distinct path to purchase. We name this Clustered Zero-Inflated Multivariate Autoregressive Poisson (CZMAP) model.

### 4.3 Findings on Path to Purchase Segmentation

Before applying the CZMAP model we need to decide which of the weekly variables are endogenous and which are exogenous. Using the ZMAP model in Granger Causality test (Granger 1969), the consumer activities (including browse, search, online purchase, offline purchase and marketing email events) are treated as endogenous variables. Catalogs and holiday dummy are treated as exogenous variables. Treating the emails sent to the consumer, as an endogenous variable might seem surprising at first, but makes sense
for the following reason. Many retailers, including our industry partner, send promotional emails to customers based on their recent purchase activities. In contrast, the schedule of mailing of printed catalogs does not change based on day to day activities of individual consumers. Therefore, they appear as exogenous variables from the Granger causality test. Following Zantedeschi et al. (2013) we show the distribution of number of emails/catalogs each customer gets in a week to provide the visual clue to the categorization (Appendix A).

The number of segments is set to 5 and the order of the autoregressive part is set to 1 for the CZMAP model based on Bayesian information criterion (BIC). Table 3 compares the CZMAP model and a set of alternative models without zero-inflation and Normal copula features. We also fit the VAR Mixture model, suggested in Fong et al. (2007), which is a closely related approach available in the literature. The proposed CZMAP model (Model 4) has the highest log-likelihood and the lowest BIC in the compared set, suggesting that it best describes how the data are generated among the compared approaches.

[Insert Table 3 about here]

4.3.1 Path to Purchase Construction

We focus on the paths of the consumers through the activity space that start from a marketing impulse such as email or catalog and end with a maximal online or offline purchase response. To identify the period with maximal purchase response we calculate the purchase response based on Equation 6. The maximal and cumulative purchase responses to the impulse of one email or catalog are shown in Table 4. For example, in the case of Segment 3, the row labeled Catalog-Offline in Table 4 reports that an additional catalog in the first week results in a 0.0712 peak increase in offline purchase in the third week—15% of the average weekly offline purchase for the segment. The cumulative increase in offline purchase due to the additional catalog received by the customer across all weeks is 0.1668.

[Insert Table 4 about here]

For illustration purposes, we next work through the derivation of characteristic paths between receiving a catalog and the maximal response to it in offline purchase for segment 3. We denote the maximum response by $\Delta \mu_{\text{offline}}^3$ where 3 is the indicator for time and offline is the index of the variable for offline purchase.
We can decompose $\Delta \mu_{\text{offline}}^3$ as the sum of weight of different paths. Here $\mu_{\text{offline}}^3 = m_{\text{offline}}(M_{\text{mean}}^3)$, where $m_{\text{offline}}(\cdot)$ is the conditional mean function of the offline sales variable under the ZMAP model. As described in Section 3.3, $M_{\text{mean}}^3 = \{\mu_{\text{browse}}^2, \mu_{\text{search}}^2, \mu_{\text{online}}^2, \mu_{\text{offline}}^2, \mu_{\text{email}}^2\}$ since lag is 1. Because $\Delta \mu_{\text{offline}}^3$ is the result of increasing $y_1^\text{catalog}$ from zero to one, we have, using the chain rule of derivative:

$$\Delta \mu_{\text{offline}}^3 = \int_0^1 d\mu_{\text{offline}}^3 = \int_0^1 \sum_{j=1}^5 \frac{\partial m_{\text{offline}}(M_{\text{mean}}^3)}{\partial \mu_j^3} \sum_{j'=1}^5 \frac{\partial m_j(M_{\text{mean}}^3)}{\partial \mu_j^3} \frac{\partial m_j'(M_{\text{mean}}^3)}{\partial y_1^\text{catalog}} dy_1^\text{catalog}$$

(17)

Based on above equation, $\Delta \mu_{\text{offline}}^3$ is the sum of 25 terms and each of them corresponds to a single path that starts from catalog and ends with the offline node in the third period in Figure 4.

**Figure 4.** Example of a catalog leading to maximal offline purchase response.

For example, the weight of a single path such as “catalog—browse—search—offline_purchase” is:

$$\int_0^1 \frac{\partial m_{\text{ offline}}(M_{\text{mean}}^3)}{\partial \mu_{\text{search}}^2} \frac{\partial m_{\text{ search}}(M_{\text{mean}}^3)}{\partial \mu_{\text{browse}}^3} \frac{\partial m_{\text{ browse}}(M_{\text{mean}}^3)}{\partial y_1^\text{catalog}} dy_1^\text{catalog}$$

(18)

Appendix C.3 shows how the mean function $m_j(\cdot)$ for the $j$‘th component and its derivative could be computed for discrete marginal variables. Following the above procedure, we calculate the weights of the paths for each segment. We list the paths in Table 5. If there are multiple paths, we rank them in the descending order of their weights and show only the top three. A blank path indicates that the maximal purchase response to the impulse is not significant (at p-value of 0.01), i.e. there is no significant purchase response for the segment to draw a path to.
To understand how to interpret each path, let us consider the path “catalog—browse—search—offline purchase” for the segment 3. It indicates that when a consumer receives a catalog impulse in the first week, the customer browses more in the same week which leads to more searches for information in the second week and finally purchases at an offline store in the third week. The weight of the path is 0.0192, i.e. receiving one catalog in the first week leads to a 0.0192 increase in offline purchases in the third week via the path. Based on the maximal and cumulative response shown in Table 4, the path contributes 27% (or 0.0192/0.1137) of the maximal increase in offline purchase, or 11.5% (or 0.0192/0.1668) of the cumulative increase offline purchase as a response to a single catalog. Comparing this to the second most important path, “catalog—search—search—offline purchase,” we see that expected occurrences of both browse and search increase when the consumer receives a catalog. However, the expected increase in search in the second period due to the increase in catalog in the first period is higher than that due to the increase in the search in the first period. The larger increase in expected search volumes in the second period in the first path leads to a larger increase in expected purchases at the end of the first path. The expected increase in purchase at the end of first path is 27% of the maximal purchase; whereas the expected increase in purchase at the end of second path is 21% of the maximal purchase.

4.4 Descriptions of the Path to Purchase Segments

We discuss the characteristics of the five segments, each of which has a different set of characteristic paths to purchase. These paths are shown in Figure 5. The demographics and average behavioral characteristics of the five segments are shown in Table 7 as an aid to their interpretation.

---

8Since catalog is an exogenous variable, its effects are observed starting from the same period in which it is received. However, email is treated as an endogenous variable and since the endogenous variables are, its initial effects are observed in the period after the email was received.
Figure 5. Visualization of the characteristic paths for each segment. Each row corresponds to a segment. Each column corresponds to a marketing impulse and purchase response pair between which the paths are drawn. Width of each path is proportional to the fraction of the increase in purchase attributed to the path. Empty cells represent that there was no significant purchase response for the impulse; hence there was no path.
It is interesting to note that different sequences of activities explain the eventual purchase to a varying degree. The weights of the paths in Figure 5 show their relative contribution. The percentages of the maximal purchase response explained by each possible path are shown in Table 6. The number of possible paths increases exponentially with the time to maximal purchase response. However, as we can see from the histograms in Table 6, in most cases majority of the purchases can be attributed to a small number of paths, indicating that the consumers in a segment have a small number of characteristic paths from marketing impulse to eventual purchase. As shown in Figure 5 the combination of these small number of paths capture the simultaneous activities the consumers are observed to engage in between the impulse and the maximal purchase response. Next we examine the characteristic paths in each of the five identified segments.

[Insert Table 6 about here]

**Loyal and Engaged Shoppers.** This group of customers’ (Segment 4) purchases is the highest among all segments. The proportion of consumers having the store loyalty card is also the highest among all segments. Based on the date of the first contact with the brand, these consumers’ tenure with the brand is among the longest. Interestingly, they have the longest path among all groups of three/four weeks to offline purchase. After receiving an email or a catalog, these customers take several weeks to browse and search online and sometimes make a purchase online before going to a store to make the maximal purchase. Their average distance to the nearest physical store is the largest at 15.2 miles, which might explain why they take much longer than the other groups to purchase in a store. In contrast to offline purchases, the duration of their path to maximal online purchase is only one week. The responses to emails and catalogs are also the highest for these consumers (Table 4). As we can see from Table 6 this segment of consumers have 25 and 125 possible sequences of activities leading to maximal offline purchases starting from Email and Catalogs respectively. However, the top three paths explain 64% of the maximal purchase as a response to emails and 57% of the maximal purchase in response to the catalogs.

**Digitally Driven Offline Shoppers.** These consumers (Segment 3) exhibit several interesting paths leading to offline purchases. Two of the longer paths that start with a catalog and end with an offline purchase are “Catalog(1)-browse(1)-search(2)-offline(3)” and “Catalog(1)-search(1)-email(2)-offline(3)”. In the first
path, the after receiving the catalog we see that this group of consumers do higher level of browse and search in the first and second week respectively before doing most of their purchases in the third. The second path captures the phenomenon where a consumer, after receiving the catalog, is subsequently encouraged by an email message in the second week to move forward to purchase. From Table 5, we see that this path, shaped by the combination of marketing campaigns, lead to 15% of the maximal purchases of these consumers.

**Holiday Shoppers.** For these customers (Segment 5), 46.2% of their online purchases and 49.1% of their offline purchases occur during the holidays. From Table 7 we see that these consumers are the oldest of the five groups, yet are among the newest to the brand. Although there are significant paths between catalog/email and offline purchase, their weights are small. Overall, the cumulative increase in purchases as a response to emails and catalogs are the smallest of all segments indicating that these customers are not as sensitive to email and catalog communications and respond to holidays instead.

**Infrequent Offline Shoppers.** For this group (Segment 1) the number of marketing communications received is lower than other segments and the average number of purchases is small. These customers are among the least active in terms of purchases and are the least marketed to. They live close to the physical stores and we find that most of their purchases are done offline. The length of path to offline purchase is zero for these customers suggesting that the maximal response occurs in the same week that the email or catalog is received. We do not observe any significant online purchase response to marketing communication for this segment.

**Frequently Targeted Occasional Shoppers.** This group (Segment 2) has many similarities with Segment 1. They live relatively close to the store and are not active shoppers. Their only response to email or catalog is observed in the in-store purchases. Based on the cumulative impulse results from Table 4, they are the one of the least sensitive to emails and catalogs—only second to the Holiday Shoppers. They receive more catalogs and email than segment 1, however, their average online and offline purchase is lower in comparison.

[Insert Table 7 about here]

## 5 Managerial Applications

We next explore two applications where the proposed CZMAP model is helpful for guiding a manager’s
decision. The first application predicts consumers’ purchase in a future test period. The second application derives the optimal marketing mix over a planning horizon using the customers’ path information via dynamic programming.

5.1 Prediction of Purchase Behavior based on Path to Purchase Segments

From a managerial perspective, it will be helpful to establish if our proposed approach to uncover path to purchase improves the forecasts of consumer purchases given the user activities and marketing activities. We therefore compare the ability of the CZMAP model to predict out-of-sample purchases by individual customers with that of a number of alternative models. We longitudinally divide the dataset into training set (first 96 weeks) and test set (last 10 weeks). We first estimate the parameters of the models using the training data. Using the estimated model we predict the number of online and offline purchases for each consumer in each week of the test period and compare it to the observed purchases. We use the observed exogenous variables in the test period for our prediction, but do not use the observed endogenous variables. Instead, we use the estimated values of the endogenous variables for predicting the endogenous variables in the subsequent periods. This allows us to evaluate the accuracy of each model in predicting the cumulative response to the exogenous shocks in the presence of the other exogenous variables. We compare the CZMAP algorithm to the following alternative approaches.

Approaches that do not take advantage of the sequence information in consumer activities
1. The average of the training data: For each consumer, we compute the average number of online and average number of offline purchases per week during the training period. For each consumer, this average value is used as the prediction for each week in the test period.

2. Purchases at the last training period: For each consumer, we record the number of online and number of offline purchases made during the last training period (96th period). These numbers for each consumer are used as the predictions for the online and offline purchases in each week of the test period.

3. Random selection: For each consumer, in making a prediction for each week in the test period we randomly select the online and offline purchases made in one of the weeks in the training period and use them as the prediction.
4. **Regression on RFM:** For all the user and week pairs in the second year\(^9\) of the training period we compute the recency (r), frequency (f), and monetary value (m) of the consumer based on her purchases. We also compute the recency and frequency of the searching and browsing activity of the consumer to provide a comparison using the same type of data available to the CZMAP approach. Then a Zero-Inflated-Poisson regression of the following form is estimated

\[
onlinepurchase(i, t) \sim r_{purchase}(i, t) + f_{purchase}(i, t) + m_{purchase}(i, t) + r_{search}(i, t) + f_{search}(i, t) + r_{browse}(i, t) + f_{browse}(i, t)
\]

where recency, \(r_{purchase}(i, t)\) is the negative of number of days before period \(t\) the user \(i\) made a purchase. Frequency, \(f_{purchase}(i, t)\), is the number of purchases the user \(i\) has made in one year before \(t\). Recency and frequency for search and browse activities were computed in a similar manner. \(m_{purchase}(i, t)\) is the dollars spent by the user \(i\) in one year before \(t\). These variables summarize all the activities of the user that are used by CZMAP, but ignore the sequence information as done by the popular RFM metrics. We estimate a similar equation for the offline purchase. After estimating the eight coefficients for each model, including one for the intercepts, we use the explanatory variables computed in the last week of the training period to predict the weekly online and offline purchases for each user in the test period.

**Approaches that take advantage of the sequence information in consumer activities**

These approaches are categorized by the clustering algorithms used for segmentation and the autoregressive specifications used for the individual customer’s time-series observations.

1. **No-segmentation:** We estimate the parameters of individual level models with all consumers in one group.

2. **Demographics segmentation:** We use the customer demographic variables (age, gender, tenure with the brand, distance from the nearest store, and store loyalty card membership) to create five customer segments using the k-means clustering algorithm.

3. **Segmentation by short-term response:** We follow Reimer et al. (2014) to segment customers based on their short-term response to marketing communication using a mixture of logistic regressions. The number

---

\(^9\) We focus on the second year in order to be able compute reliable estimates of recency, frequency, and monetary values using data from the preceding one year.
of clusters was set to 8 following BIC criterion.

4. **Recency-Frequency-and-Monetary value (RFM) segmentation:** We classify each customer using the quintiles of their Recency, Frequency, and Monetary value computed from their purchase activities (Hughes 2006). The sorted set of 125 segments is then divided into 5 groups again by their quintiles to create final customer segments.

5. **VAR Mixture** (Fong et al. 2007). We estimate a mixture of VAR model similar to CZMAP, where segments and segment specific parameters of the time series are simultaneously determined. The only difference is that the customer’s time series are modeled using a VAR instead of a ZMAP. We estimate *individual level* ZMAP and VAR models for each segment under the approaches 1 to 4 above. For the approach 3 (i.e. short-term response based segmentation) we also estimate a VAR model from the average level of activity for each segment as done by Reimer et al. (2014). Each of these models is then used to predict each customer’s purchase activity in the test period. The Mean Absolute Errors per customer per week prediction in the test period are listed in Table 8.

[Insert Table 8 about here]

The prediction performance of the CZMAP (ZMAP with mixture model) is better than all other compared models. Among the methods that do not use the sequence information, the Zero Inflated Poisson regression using RFM scores performs best. However, when we use the sequence information by using an autoregressive component in the models the performance improves substantially, suggesting that there is considerable information in consumers’ activity sequence that can be exploited to more accurately predict purchase conversion.

Among the methods that do use an autoregressive specification, the largest improvement is obtained when we move from using one model for all customers to segmenting customers and using different models for each homogenous group. Segmenting by behavioral attributes such as RFM and short-term response leads to better forecasts than segmenting based on demographic attributes. The last row in Table 8 shows that segmenting consumers endogenously based on the evolution of their behavior leads to improved predictions. And finally, within each segmentation strategy using a zero-inflated Multivariate Poisson model offers
superior predictions of individual customer’s purchase behavior in the test period (see column titled “ZMAP” in Table 8).

5.2 Resource Allocation based on Path to Purchase Segments

Knowing the consumers’ path to purchase, a manager can sequence the marketing messages to achieve a predefined objective. To illustrate this, we perform a policy simulation where the goal is to achieve 10% increase in sales over a planning horizon by sending emails and catalogs at the optimal time. This is often how sales targets are set in practice (Saghafi 1987) and used in the literature as a planning scenario (Roy et al. 1994, Hanssens et al. 2014). We compute the average weekly online and offline purchase for each customer during the training period. By adding 10% to the average weekly online/offline purchases in the training period, we get the targets for each customer in the testing period, i.e., period 97 to 106. The objective is to derive the optimal marketing communication sequence for each of the 5 segments to reach the target as closely as possible. We use the following squared deviations from the target as our loss function for each customer and each test period:

\[ L(x_{online}^t, x_{offline}^t) = (x_{online}^{t*} - x_{online}^t)^2 + (x_{offline}^{t*} - x_{offline}^t)^2 \]  
(19)

where \( x_{online}^{t*} \) and \( x_{offline}^{t*} \) are the target values for online and offline purchase at period \( t \) and \( x_{online}^t \) and \( x_{offline}^t \) are the realized online and offline purchase at period \( t \). The loss over the entire planning horizon is expressed as:

\[ \text{Loss} = \sum_{t=97}^{106} \theta^t [L(x_{online}^t, x_{offline}^t)] \]  
(20)

where the discount factor \( \theta \) is set to 0.9 following Hanssens et al. (2014). After obtaining the CZMAP parameters using the training data, we find the optimal marketing sequence for each segment using the estimated parameters for that segment via Dynamic Programming. Here we minimize the Loss function by choosing the number of emails and number of catalogs to send (optimal marketing decision or OMD\(^t\)) at time \( t \). The optimization problem can be written as the following finite horizon Bellman equation:

\[ V^t(x_{online}^t, x_{offline}^t) = \min_{OMD^t} \left\{ L(x_{online}^t, x_{offline}^t) + \theta V^{t+1}(x_{online}^{t+1}, x_{offline}^{t+1}) \right\} \]  
(21)

The equation can be solved by backward recursion (Miranda and Fackler 2002). The pseudo-code is
provided in Appendix D.

Both email and catalog are firm controlled activities, thus are considered as decision variables for policy simulation. In order to use email as a decision variable we need to treat it as an exogenous variable in the CZMAP model. Applying Sequential Bayesian Cut theory we can do so and still get unbiased estimates of the parameters (Bauwens et al. 2000, Zantedeschi et al. 2013). Emails are endogenous variables based on the Granger causality test (Section 4.1). This is consistent with the firm policy of sending some of the emails to the customers based on their recent purchase activity. In our simulations using both email and catalog as firm controlled exogenous variables leads to a lower loss than using catalog alone, suggesting that there is a better way to schedule these emails than the current process if the objective is to reach 10% increase in sales.

The catalog and email decisions pair \([y^t_{email}, y^t_{catalog}]\) in each period is defined in a feasible set as \(y^t_{catalog} \in [0,1], y^t_{email} \in [0,3]\). The state space consists of four consumer behaviors \([x^t_{browse}, x^t_{search}, x^t_{online}, x^t_{offline}]\). Each state variable is discretized into 10 intervals for using backward recursion.

Figure 6 displays the optimal marketing mix sequence over 10 periods to achieve the targeted +10% sales for the five segments and for the scenario where no clustering was done. Note that despite the same improvement in sales target, the optimal marketing policies vary across segments. For example for the loyal and engaged shoppers (i.e. Segment 4), which has one of the most extended path to purchase, the optimal policy involves sending a total of 13 emails and 4 catalogs at regular intervals interspersed by one or two periods where no catalog is sent. Since the effect of emails and catalogs occur over several time periods according to the consumers’ paths, the optimal policy would involve reducing or not sending marketing communication at certain times so as not to overshoot the set target. Such knowledge of consumers’ path through the activity space allows a manager to anticipate the response to a marketing communication over several future periods and adjust the next marketing stimulus to arrive as close to the sales objective of each period as possible.
In contrast, for a customer segment that is not as sensitive to marketing communications one would require more marketing activity. For example, for Segment 2, that is not as sensitive to catalogs, one would need to send 8 catalogs as compared to only 4 for Segment 4. We also find that the magnitude of the Loss relative to the per customer target for the test period for those segments are higher than the losses for segments that have more elaborate paths and are relatively more sensitive to emails and catalogs (Segment 3 and 4 in Table 9).

We compare the optimal marketing mix policy and the loss for the five segments with the scenario without segmentation. The optimal policy is shown in the last panel of Figure 6 and the loss is given in Table
10. The much larger loss (0.54) in the no segmentation scenario indicates that segmenting and designing separate marketing strategies for different groups based on their path to purchase will meet the purchase target more precisely than treating all customers as one group. Finally, we apply CVAR (Fong et al. 2007) to perform the same analysis. We find that with the paths uncovered using the CVAR the loss is higher, which can be attributed to the poor fit of the model to the individual consumer activity data.

6 Conclusion

We propose an approach called Clustered Generalized Multivariate Autoregression (CGMAR) to empirically uncover the paths to purchase through the activities of the consumers and to segment consumers based on these paths. In contrast to prior work, our method can extract paths from settings where consumers engage in multiple simultaneous and correlated activities (browsing, searching, reading emails, etc.) at each time period. Our empirical application to a customer touch-point dataset collected from a large multi-channel retailer uncovers five distinct consumer segments: loyal and engaged shoppers, digitally-driven offline shoppers, holiday shoppers, infrequent offline shoppers, and frequently targeted occasional shoppers.

The characteristic paths to purchase of the segments provide several key insights into the shopping behavior of the customers at this particular retailer. First, we find that the “loyal and engaged” shopper segment has long paths to purchase involving considerable online research. After receiving an email or a catalog, these customers take several weeks to browse and search online and sometimes make a purchase online before going to a physical store to make the maximal purchase. This suggests that the retailer must focus on keeping these customers engaged with online content in the weeks following the mailing of catalogs. Second, the “digitally driven offline” shoppers’ segment exhibits several interesting paths to offline purchase involving considerable online activity. Overall, the combination of retailer marketing campaigns and digital online activity characterizes these consumers path to purchase. Third, the segment of “holiday shoppers” are not as sensitive to email and catalog communications but are most responsive to holidays, providing recommendations to the retailer for holiday oriented marketing programs for this segment. Promotional emails occur in the path to offline purchase for more than one segment of customers, suggesting that it is a means for retailers to proactively shape customers’ path to purchase. Most importantly, the study’s
insights reveal that there is considerable heterogeneity in the path to purchase behavior that needs to be considered in developing an understanding of shopping behavior at the individual level.

Beyond the insight into customers’ behavior, we provide two managerial applications. We show that our proposed Clustered Zero-inflated Multivariate Poisson (CZMAP) model is better able to predict individual customer’s purchases in future test periods. Finally, through policy simulations we show that the knowledge of the paths to purchase of the customer segments can help a manager in designing optimal marketing mix over time for each segment of customers to achieve a predefined sales target.

The proposed general methodology can be applied to other settings where entities are observed and measured over time along multiple dimensions. If an interesting path can be conceptually defined through these dimensions, the CGMAR approach can be applied to cluster the entities based on their progress over time and extract significant paths between an impulse and a response variable of interest. One such setting is in healthcare where our approach can be applied to medical records that contain patients’ vital statistics and hospital visits over time to uncover the paths of different groups of patients from a particular intervention (e.g., a consultation or a treatment) to a health outcome of interest through the space observed attributes about the patients.

The CGMAR approach can be extended in a number of ways. Future research should incorporate non-linearity to model saturation in response to exogenous variables for deriving optimal marketing sequences. Interactions between exogenous and endogenous variables could also be incorporated to model the state dependent response to exogenous impulses. One can also relate the uncovered paths to purchase to the demographics of consumers to understand the role that demographics play in explaining their shopping activities. Finally, a consumer’s path through endogenously identified states that govern her shopping activities can also be modeled using a hidden Markov model. Consumers may be segmented based on their transitions through the hidden states using a mixture of HMMs. This will allow us to empirically identify paths through what resemble cognitive states of shoppers.
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## Tables and Figures

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>length of time series data</td>
</tr>
<tr>
<td>$K$</td>
<td>number of clusters</td>
</tr>
<tr>
<td>$l$</td>
<td>number of consumers</td>
</tr>
<tr>
<td>$y_{ij}^t$</td>
<td>the exogenous variable $j$ for consumer $i$ at period $t$</td>
</tr>
<tr>
<td>$x_{ij}^t$</td>
<td>the endogenous variable $j$ for consumer $i$ at period $t$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>the mean of the Poisson distribution</td>
</tr>
<tr>
<td>$B$</td>
<td>autoregressive parameter to calculate $\lambda$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>mixture parameter of the Zero-Inflated model</td>
</tr>
<tr>
<td>$G$</td>
<td>autoregressive parameter to calculate $\rho$</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>autoregressive parameter in GLM</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>covariance matrix that captures the contemporaneous correlation</td>
</tr>
<tr>
<td>$u$</td>
<td>vector of the normal quantiles of the probability integral transforms of the endogenous variable under the marginal distribution</td>
</tr>
<tr>
<td>$z$</td>
<td>latent variable that indicates the membership of consumers</td>
</tr>
<tr>
<td>$r_{ik}$</td>
<td>the probability of assigning consumer $i$ to cluster $k$</td>
</tr>
</tbody>
</table>

### Table 1. Variable Notations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
<th>Min</th>
<th>Mean</th>
<th>Median</th>
<th>3rd quartile</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Browse</td>
<td>Number of product browsed online</td>
<td>0</td>
<td>2.78</td>
<td>0</td>
<td>0</td>
<td>1273</td>
</tr>
<tr>
<td>Search</td>
<td>Number of searches on the web site</td>
<td>0</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td>Online Purchase</td>
<td>Number of online purchases</td>
<td>0</td>
<td>0.09</td>
<td>0</td>
<td>0</td>
<td>97</td>
</tr>
<tr>
<td>Offline Purchase</td>
<td>Number of offline purchases</td>
<td>0</td>
<td>0.36</td>
<td>0</td>
<td>0</td>
<td>94</td>
</tr>
<tr>
<td>Email</td>
<td>Number of emails received</td>
<td>0</td>
<td>1.39</td>
<td>0</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>Catalog</td>
<td>Number of catalogs received</td>
<td>0</td>
<td>0.14</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 2. Description of customer-level weekly variables (based on 9,805 customers).
<table>
<thead>
<tr>
<th>VAR Mixture</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian (G) / Poisson (P)</td>
<td>G</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Zero-Inflation</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>Contemporaneous Correlation</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>Log-Like</td>
<td>-3,701,671</td>
<td>-4,101,021</td>
<td>-3,675,528</td>
<td>-4,095,966</td>
</tr>
<tr>
<td>BIC</td>
<td>7,400,769</td>
<td>8,200,158</td>
<td>7,347,334</td>
<td>8,189,359</td>
</tr>
</tbody>
</table>

Table 3 Likelihoods and BICs comparison for different multivariate autoregressive models. (√ indicates that the feature is included in the model. × indicates that the feature is absent.)

<table>
<thead>
<tr>
<th>Impulse-Response</th>
<th>Response Type</th>
<th>Segment 1</th>
<th>Segment 2</th>
<th>Segment 3</th>
<th>Segment 4</th>
<th>Segment 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email-Online</td>
<td>Maximal Response</td>
<td>0.0104***</td>
<td>0.0038**</td>
<td>0.0041**</td>
<td>0.0042**</td>
<td>0.0036**</td>
</tr>
<tr>
<td></td>
<td>p-Value</td>
<td>0.004</td>
<td>0.022</td>
<td>0.024</td>
<td>0.023</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>% of the Weekly Purchase</td>
<td>61%</td>
<td>15%</td>
<td>3%</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Time of Maximal Response</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Cumulative Response</td>
<td>0.0182</td>
<td>0.0095</td>
<td>0.0113</td>
<td>0.0093</td>
<td>0.0077</td>
</tr>
<tr>
<td>Email-Offline</td>
<td>Maximal Response</td>
<td>0.0201***</td>
<td>0.0193***</td>
<td>0.0381***</td>
<td>0.0528***</td>
<td>0.0115***</td>
</tr>
<tr>
<td></td>
<td>p-Value</td>
<td>0.003</td>
<td>0.003</td>
<td>0.001</td>
<td>0.001</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>% of the Weekly Purchase</td>
<td>7%</td>
<td>7%</td>
<td>9%</td>
<td>9%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Time of Maximal Response</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Cumulative Response</td>
<td>0.0420</td>
<td>0.0363</td>
<td>0.0568</td>
<td>0.0814</td>
<td>0.0366</td>
</tr>
<tr>
<td>Email-Overall</td>
<td>Maximal Response</td>
<td>0.0602</td>
<td>0.0458</td>
<td>0.0681</td>
<td>0.0907</td>
<td>0.0443</td>
</tr>
<tr>
<td>Catalog-Online</td>
<td>Maximal Response</td>
<td>0.0058**</td>
<td>0.0032</td>
<td>0.0310***</td>
<td>0.0269***</td>
<td>0.0028</td>
</tr>
<tr>
<td></td>
<td>p-Value</td>
<td>0.023</td>
<td>0.132</td>
<td>0.001</td>
<td>0.002</td>
<td>0.163</td>
</tr>
<tr>
<td></td>
<td>% of the Weekly Purchase</td>
<td>34%</td>
<td>13%</td>
<td>22%</td>
<td>7%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Time of Maximal Response</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Cumulative Response</td>
<td>0.0163</td>
<td>0.0087</td>
<td>0.0482</td>
<td>0.0482</td>
<td>0.0086</td>
</tr>
<tr>
<td>Catalog-Offline</td>
<td>Maximal Response</td>
<td>0.1021***</td>
<td>0.0421***</td>
<td>0.0712***</td>
<td>0.2144***</td>
<td>0.0335***</td>
</tr>
<tr>
<td></td>
<td>p-Value</td>
<td>0.001</td>
<td>0.003</td>
<td>0.001</td>
<td>0.001</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>% of the Weekly Purchase</td>
<td>33%</td>
<td>12%</td>
<td>15%</td>
<td>39%</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>Time of Maximal Response</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Cumulative Response</td>
<td>0.2235</td>
<td>0.0843</td>
<td>0.1668</td>
<td>0.2677</td>
<td>0.0703</td>
</tr>
<tr>
<td>Catalog-Overall</td>
<td>Cumulative Response</td>
<td>0.2398</td>
<td>0.093</td>
<td>0.215</td>
<td>0.3159</td>
<td>0.0789</td>
</tr>
</tbody>
</table>

Table 4. Cumulative and maximal purchase response for each segment. “p-Value” shows the statistical significance of the maximal response. “% of the Weekly Purchase” shows the relative magnitude of the maximal purchase response with respect to the average weekly purchase of a customer in the segment (see Table 7) in the corresponding purchase channel. Significance codes are 0 **** 0.01 *** 0.05 ** 0.1
<table>
<thead>
<tr>
<th>Start (Impulse)</th>
<th>Segment 1 46%</th>
<th>Segment 2 21%</th>
<th>Segment 3 20%</th>
<th>Segment 4 8%</th>
<th>Segment 5 6%</th>
<th>End (Purchase)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email</td>
<td>(0.0104, 100%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Online Purchase</td>
</tr>
<tr>
<td>Email</td>
<td>(0.0201, 100%)</td>
<td>(0.0193, 100%)</td>
<td></td>
<td></td>
<td></td>
<td>Offline Purchase</td>
</tr>
<tr>
<td>Email</td>
<td>(0.0101, 26.67%)</td>
<td>(0.0111, 21.31%)</td>
<td>(0.0023, 20.35%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>(0.0073, 19.42%)</td>
<td>(0.0079, 15.04%)</td>
<td>(0.0018, 15.92%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Catalog</td>
<td>(0.0310, 100%)</td>
<td>(0.0269, 100%)</td>
<td></td>
<td></td>
<td></td>
<td>Online Purchase</td>
</tr>
<tr>
<td>Catalog</td>
<td>(0.1021, 100%)</td>
<td>(0.0421, 100%)</td>
<td></td>
<td></td>
<td></td>
<td>Offline Purchase</td>
</tr>
<tr>
<td>Catalog</td>
<td>(0.0108, 15.19%)</td>
<td>(0.0301, 14.08%)</td>
<td>(0.0060, 17.62%)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Path-To-Purchase comparison for the five segments. There are two numbers associated with each path, the first number is the weight of the path and second number is the percentage of the path contributing to the maximal purchase response. When there are more than 3 significant paths, only the top 3 are shown. Therefore, the percentage attributed to the three paths may not add up to 100%.
### Table 6

Distribution over all possible paths between the starting impulse and the maximal online/offline purchase response. The Y-axis shows the % of the maximal purchase explained by the path whose index is shown on the X-axis. We don’t have any paths for the scenario under which there is no statistically significant maximal response. When the maximal response occurs within one time period we have only one possible path from the impulse directly to the maximal purchase response. Therefore, under these two scenarios distribution over the paths are not available.
<table>
<thead>
<tr>
<th>Cluster Index</th>
<th>Relative Size</th>
<th>Demographic</th>
<th>Firm Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Average distance to the nearest store</td>
<td>Median value of distance to the nearest store</td>
</tr>
<tr>
<td>1</td>
<td>0.46</td>
<td>8.97</td>
<td>4.31</td>
</tr>
<tr>
<td>2</td>
<td>0.21</td>
<td>8.83</td>
<td>4.65</td>
</tr>
<tr>
<td>3</td>
<td>0.20</td>
<td>12.81</td>
<td>5.41</td>
</tr>
<tr>
<td>4</td>
<td>0.08</td>
<td>15.21</td>
<td>6.69</td>
</tr>
<tr>
<td>5</td>
<td>0.06</td>
<td>10.77</td>
<td>5.06</td>
</tr>
<tr>
<td>Overall</td>
<td>1.00</td>
<td>10.24</td>
<td>4.94</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster Index</th>
<th>Relative Size</th>
<th>Consumer Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Average online purchase (2 years)</td>
</tr>
<tr>
<td>1</td>
<td>0.46</td>
<td>0.017</td>
</tr>
<tr>
<td>2</td>
<td>0.21</td>
<td>0.025</td>
</tr>
<tr>
<td>3</td>
<td>0.20</td>
<td>0.138</td>
</tr>
<tr>
<td>4</td>
<td>0.08</td>
<td>0.371</td>
</tr>
<tr>
<td>5</td>
<td>0.06</td>
<td>0.298</td>
</tr>
<tr>
<td>Overall</td>
<td>1.00</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 7. Demographics and Weekly Behavior of Consumers in Five Segments.

---

\(^{10}\) Measured as the number days between the first purchase by the customer and the start of the data collection period.
Approaches using no sequence information

| The average of the training data | 0.4 |
| Purchases at the last training period | 0.4253 |
| Random selection | 0.4045 |
| Regression on RFM | 0.3814 |

Approaches using sequence information

<table>
<thead>
<tr>
<th>Segmentation framework</th>
<th>Autoregressive specification</th>
<th>ZMAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>No segmentation</td>
<td>0.26523</td>
<td>0.24041</td>
</tr>
<tr>
<td>Demographics segmentation</td>
<td>0.22300</td>
<td>0.21533</td>
</tr>
<tr>
<td>Segmentation by short term response</td>
<td>0.21015</td>
<td>0.20565</td>
</tr>
<tr>
<td></td>
<td>0.28122 (average VAR, Reimer et al. (2014))</td>
<td>0.20514</td>
</tr>
<tr>
<td>RFM</td>
<td>0.20850</td>
<td>0.20514</td>
</tr>
<tr>
<td>Mixture model</td>
<td>0.20145 (Fong et al. 2007)</td>
<td>0.19021</td>
</tr>
</tbody>
</table>

Table 8. Mean absolute error of out of sample prediction performance for individual purchase. Average number of purchases per customer per week is 0.44.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Average target (per customer for the entire 10 week period)</th>
<th>√Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment 1</td>
<td>3.65</td>
<td>0.41</td>
</tr>
<tr>
<td>Segment 2</td>
<td>2.02</td>
<td>0.46</td>
</tr>
<tr>
<td>Segment 3</td>
<td>3.02</td>
<td>0.41</td>
</tr>
<tr>
<td>Segment 4</td>
<td>20.77</td>
<td>0.40</td>
</tr>
<tr>
<td>Segment 5</td>
<td>18.98</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 9. The average loss of optimal marketing policy for the five segments

| ZMAP (No Segmentation) | 0.54 |
| CVAR                   | 0.47 |
| CZMAP                  | 0.44 |

Table 10. The average loss of optimal marketing policy based on the three models.
Appendix A: Plot of the catalog and email deliveries

Figure A.1. Catalog distribution of all 9,805 consumers over 106 weeks.

Figure A.2. Email distribution of all 9,805 consumers over 106 weeks.

Appendix B: Model Validation Using a Simulated Dataset

Before applying our model to a real world dataset, we validate its effectiveness in uncovering the existing clusters and parameters in each cluster by applying CZMAP to a simulated dataset with known cluster
memberships and parameters.

We begin with a mixture of ZMAP model to generate a dataset with 4 clusters with 500 customers in each, 5 endogenous variables and 4 exogenous variables. The order, $p$, of CZMAP is set to 2 for all consumers. We generate different datasets spanning $T=100$, 200 and 500 time periods. For each cluster, we randomly set the parameters $B_k$, $G_k$, and $\Sigma_k$. For each customer we randomly generate the dataset for the first $p$ time periods. Based on $B_i$, $G_i$ and covariance matrix $\Sigma_k$ and the cluster membership of each consumer, we generate the data for each consumer for the rest of the time periods. We then compare the proposed CZMAP model to three alternative time-series clustering approaches: 1) two feature-based clustering approaches similar to the one in Baragona (2011) where we first estimate time series parameters separately for each customer under the ZMAP model followed by clustering the consumers based on these parameters using K-means and k-Medoid algorithms, and 2) a model-based approach where a VAR Mixture model is fit to the data (Fong et al. 2007). We employ purity of the clusters, measured as the fraction of the consumers assigned to the cluster containing majority of their original group members, to measure the clustering accuracy (Manning et al. 2008). We ran the experiment five times for each case and averaged the purities. The results are shown in Table 11.

<table>
<thead>
<tr>
<th></th>
<th>T=100</th>
<th>T=200</th>
<th>T=500</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Medoid</td>
<td>0.748</td>
<td>0.822</td>
<td>0.952</td>
</tr>
<tr>
<td>K-Means</td>
<td>0.743</td>
<td>0.832</td>
<td>0.959</td>
</tr>
<tr>
<td>VAR Mixture (Fong et al. 2007)</td>
<td>0.822</td>
<td>0.841</td>
<td>0.848</td>
</tr>
<tr>
<td>CZMAP</td>
<td>0.967</td>
<td>0.982</td>
<td>0.989</td>
</tr>
</tbody>
</table>

Table 11. Clustering performance comparisons on simulation data.

We find that K-Means and K-Medoid do not perform well when $T=100$ or 200. The estimation of individual-level ZMAP coefficients is unreliable due to limited amount of individual-level data and in situations with extreme sparseness, we are unable to estimate the ZMAP using data from individual consumers. When the length of time-series is longer, the performance of the algorithm improves. In contrast, CZMAP performs well even with shorter time-series data. Since the CZMAP uses weighted data of all consumers that belong to a cluster rather than data of individual customers in estimating
coefficients, it does not suffer from the sparsity issue. The performance of VAR Mixture model does not change much when we increase the span from 100 to 500 because, like CZMAP, the VAR Mixture also uses weighted data of all consumers to estimate the model. Therefore, sparsity is not a major concern. However, the purity of VAR Mixture is much lower than that of CZMAP because the Normal distribution assumption of the VAR model is a poor fit to the sparse count data that are generated in the simulation. Overall, the simulation highlights the need to use the multivariate time series model with the most appropriate distributional form for the dataset at hand.

**Appendix C: Details of the Copula and Results**

**Appendix C.1: Continued Extension of Discrete Variables for Copula**
The copula model works under the assumption of all marginal distributions being continuous. But when dealing with the count data, the assumption does not hold. To overcome the problem, we use the continued extension of a discrete variable by adding a continuous variable $U$ to each discrete variable. Based on Heinen and Rengifo (2007), we add a random variable $U_{i,j}^t \sim Uniform(0,1)$ to the discrete variable $x_{i,j}^t$ to create its continued extension:

$$x_{i,j}^t = x_{i,j}^t + (U_{i,j}^t - 1)$$  \hspace{1cm} (22)

Then, we calculate $z_{i,j}^t$, the CDF of generating $x_{i,j}^t$ based on ZIP, by the following formula:

$$z_{i,j}^t = F_{zip}(x_{i,j}^t) = F_{zip}(x_{i,j}^t - 1) + f_{zip}(x_{i,j}^t)\times U_{i,j}^t$$  \hspace{1cm} (23)

Then, we calculate $u_{i,j}^t$, the Normal quantiles of the probability integral transforms of $X_{i,j}^t$ under the marginal densities ZIP from $z_{i,j}^t$:

$$u_{i,j}^t = \Phi^{-1}(z_{i,j}^t)$$  \hspace{1cm} (24)

where $\Phi^{-1}$ is the inverse standard Normal distribution function.

**Appendix C.2: Contemporaneous Correlations**
Correlation matrices for Normal quantiles of the PITs for the five clusters are listed in Table 12. Most of the correlations between endogenous variables, although significant due to large sample size, are small in magnitude which indicates that the autoregression part explains endogenous variables well.
<table>
<thead>
<tr>
<th></th>
<th>Browse</th>
<th>Search</th>
<th>Online Purchase</th>
<th>Offline Purchase</th>
<th>Email</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cluster 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Browse</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search</td>
<td>0.008***</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online Purchase</td>
<td>0.044***</td>
<td>0.002</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline Purchase</td>
<td>0.011***</td>
<td>0.004</td>
<td>0.009***</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>0.025***</td>
<td>0.003</td>
<td>0.023***</td>
<td>0.014***</td>
<td>1.000</td>
</tr>
<tr>
<td><strong>Cluster 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Browse</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search</td>
<td>0.024***</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online Purchase</td>
<td>0.166***</td>
<td>0.010***</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline Purchase</td>
<td>0.049***</td>
<td>0.007**</td>
<td>0.017***</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>0.066***</td>
<td>0.006**</td>
<td>0.070***</td>
<td>0.026***</td>
<td>1.000</td>
</tr>
<tr>
<td><strong>Cluster 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Browse</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search</td>
<td>0.021***</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online Purchase</td>
<td>0.215***</td>
<td>0.015***</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline Purchase</td>
<td>0.069***</td>
<td>0.006</td>
<td>0.041***</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>0.089***</td>
<td>0.008*</td>
<td>0.114***</td>
<td>0.034***</td>
<td>1.000</td>
</tr>
<tr>
<td><strong>Cluster 4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Browse</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search</td>
<td>0.013**</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online Purchase</td>
<td>0.141***</td>
<td>0.004</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline Purchase</td>
<td>0.024***</td>
<td>0.002</td>
<td>0.033***</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>0.056***</td>
<td>0.003</td>
<td>0.080***</td>
<td>0.030***</td>
<td>1.000</td>
</tr>
<tr>
<td><strong>Cluster 5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Browse</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search</td>
<td>0.010***</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online Purchase</td>
<td>0.042***</td>
<td>0.002</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline Purchase</td>
<td>0.010***</td>
<td>0.000</td>
<td>0.016***</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>0.026***</td>
<td>0.000</td>
<td>0.022***</td>
<td>0.017***</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Significance codes are 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1.

**Table 12. Copula correlation matrices for the five clusters.**

Following Heinen and Rengifo (2007) we examine the distribution of the probability integral transforms (PITs) of the endogenous variables. If the distributional assumptions for the components of the time series are correct, then the PITs would approximate a Uniform distribution. The plots are shown in Table 13. We can see that the distributions of the PITs do not show any major deviation from uniform distribution, suggesting that the models for the components of the time series are well specified.
Cluster 1

Cluster 2

Cluster 3
Table 13. Histograms of the Probability Integral Transforms show approximately uniform distribution, indicating that the marginal distribution for the components of the time series are well specified.
Appendix C.3: Copula Correlated Endogenous Variables and the Mean Function
Given the estimated copula correlation $\Sigma$ a vector of endogenous variables with contemporaneous correlation can be drawn from the marginal ZIP distributions according to the following process (Barbiero and Ferrari 2015).

1. $\mathbf{x}^t \sim \text{MVN}(0, \Sigma)$
2. $\mathbf{p}^t \sim \text{CDF}_{\text{Normal}(0, 1)}(\mathbf{x}^t)$
3. $\mathbf{d}^t \sim \text{CDF}_{\text{ZIP}}^{-1}(\mathbf{p}^t; M_{\text{mean}}^t, \Theta)$

where, $\mathbf{d}^t$ is a draw from the ZIP marginal distributions with parameters $\Theta$ and contemporaneous correlation captured by the copula covariance matrix $\Sigma$, when the lagged values of the endogenous variables are $M_{\text{mean}}^t$. Therefore, the mean of $\mathbf{d}^t$ is given by the following function:

$$\mu^t = m(M_{\text{mean}}^t) = \int_{-\infty}^{\infty} ... \int_{-\infty}^{\infty} \varphi(\mathbf{x}^t; 0, \Sigma) \text{CDF}_{\text{ZIP}}^{-1}(\text{CDF}_{\text{Normal}}(\mathbf{x}^t); M_{\text{mean}}^t, \Theta) \, dx_1^t ... \, dx_j^t$$

where $\varphi(\mathbf{x}^t; 0, \Sigma)$ is the probability of generating $\mathbf{x}^t$ based on the multivariable Normal distribution, whose mean is 0 and variance is $\Sigma$. For the $j$th element of $\mu^t$ we get the following expression:

$$\mu_j^t = \int_{-\infty}^{\infty} ... \int_{-\infty}^{\infty} \varphi(X^t; 0, \Sigma) \text{CDF}_{\text{ZIP}}^{-1}(\text{CDF}_{\text{Normal}}(x_j^t); M_{\text{mean}}^t, \Theta_j) \, dx_1^t ... \, dx_j^t$$

where $\text{CDF}_{\text{Normal}}$ is the standard normal CDF. Based on the above derivative, the off-diagonal elements of the copula covariance matrix are not involved in the mean calculation.

If inverse of marginal CDF was continuous, we can get the differential of this mean function directly. But since $\text{CDF}_{\text{ZIP}}^{-1}$ is discrete, we need to transform the above equation in the following manner to calculate the differential. Set

$$z_i = z_i(M_{\text{mean}}^t; \Theta) = \text{CDF}_{\text{ZIP}}^{-1}(\text{CDF}_{\text{Normal}}(i; M_{\text{mean}}^t, \Theta))$$

Note $z_i(M_{\text{mean}}^t; \Theta)$ is continuous and differentiable with respect to the continuous variable $M_{\text{mean}}^t$. Using
the result

$$\lim_{N \to \infty} z_N = \infty,$$  

because  

$$\lim_{N \to \infty} \text{CDF}_{ZIP}(N; \mathcal{M}^{t}_{\text{mean}}; \theta) = 1$$

\( \mu_j^t \) can be written as

$$\mu_j^t = \int_{-\infty}^{\infty} CDF_{ZIP}^{-1}(CDF_{Normal}(x_j^t); \mathcal{M}^{t}_{\text{mean}}; \theta) \varphi(x_j^t; 0, \Sigma_{jj}) \, dx_j^t$$

$$= \lim_{N \to \infty} \sum_{i=0}^{N} i \int_{z_{i-1}}^{z_i} \varphi(x_j^t; 0, \Sigma_{jj}) \, dx_j^t$$

$$= \lim_{N \to \infty} \sum_{i=0}^{N} i \cdot \left( \Phi(z_i; 0, \Sigma_{jj}) - \Phi(z_{i-1}; 0, \Sigma_{jj}) \right)$$

$$= \lim_{N \to \infty} \sum_{i=0}^{N-1} \left( \Phi(z_N; 0, \Sigma_{jj}) - \Phi(z_i; 0, \Sigma_{jj}) \right) = \lim_{N \to \infty} \sum_{i=0}^{N-1} \left( 1 - \Phi(z_i; 0, \Sigma_{jj}) \right)$$

Last step uses the result  

$$\lim_{N \to \infty} z_N = \infty \Rightarrow \lim_{N \to \infty} \Phi(z_N; 0, \Sigma_{jj}) = 1.$$  

In our empirical observation  

$$\mu_j^t = \lim_{N \to \infty} \sum_{i=0}^{N-1} \left( 1 - \Phi(z_i(\mathcal{M}^{t}_{\text{mean}}; \theta); 0, \Sigma_{jj}) \right)$$

converges quickly as  

\( N \)  

increases and in our application context above  

\( N = 20 \)  

mean doesn’t increase significantly. Each term in the sum is differentiable with respect to  

\( \mathcal{M}^{t}_{\text{mean}} \). Using this formulation differential of  

\( \mu_j^t \)  

can be computed even for discrete marginal distributions such as Zero Inflated Poisson distribution.
Appendix D: Deriving the optimal marketing mix

Algorithm: Backward Recursion

1) \( t = t_{end} \)
2) \( V_{end} (x_{online}^{end+1}, x_{offline}^{end+1}) = 0 \)
3) While \( t \geq t_{start} \)
   a. \( V^t (x_{online}^t, x_{offline}^t) = \min_{OMD^t} \{ L(x_{online}^t, x_{offline}^t) + \theta V^{t+1}(x_{online}^{t+1}, x_{offline}^{t+1}) \} \)
   b. \( OMD^t = \arg\min_{OMD^t} \{ L(x_{online}^t, x_{offline}^t) + \theta V^{t+1}(x_{online}^{t+1}, x_{offline}^{t+1}) \} \)
   c. \( t = t - 1 \)
4) End While
5) Return \( V^{t_{start}} (x_{online}^{t_{start}}, x_{offline}^{t_{start}}) \)

Table 14. Backward recursion to derive optimal marketing policies.