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Abstract

We prove a central limit theorem for a sequence of random vari-
ables whose means are ambiguous and vary in an unstructured way.
Their joint distribution is described by a set of measures. The limit
is (not the normal distribution and is) de�ned by a backward sto-
chastic di¤erential equation that can be interpreted as modeling an
ambiguous continuous-time random walk.

1 Introduction

We present a Central Limit Theorem (CLT) for situations where random
events (or experiments) are describable by nonsingleton sets of probability
measures. Such sets arise in economics and �nance as the subjective prior
beliefs of an agent within a model who does not have su¢ cient information
to justify reliance on a single probability measure (e.g. [20, 19, 15]), in
mathematical statistics and econometrics where, for example, they represent
the predictions of the theory being tested or estimated empirically and where
predictions are multivalued because the theory is incomplete (e.g. [21, 37,
36, 11]). We refer to such situations as featuring ambiguity. Our focus in this
paper is on a sequential or temporal context, where experiments are ordered.
The set of probability measures can be taken to be objective (the set of
logically possible probability laws) or subjective (representing an individual�s
beliefs about future experiments).

�Chen is at School of Mathematics, Shandong University, zjchen@sdu.edu.cn, and Ep-
stein is at Department of Economics, Boston University, lepstein@bu.edu. We thank Juan
Li and Shige Peng for helpful comments. Chen gratefully acknowledges the support of the
National Key R&D Program of China (grant No. 2018YFA0703900).
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Our �rst main result can be outlined roughly as follows. Let (
;G) be a
measurable space and let (Xi) be a sequence of (real-valued) random vari-
ables, where Xi describes the outcome of experiment i. Let P be a set of
probability measures on (
;G). Information is represented by the �ltration
fGig, (G0 = f;;
g), such that (Xi) is adapted to fGig and G = �([11 Gi).
Assume that the upper and lower conditional means of the Xis satisfy:

ess sup
Q2P

EQ[XijGi�1] = � and ess inf
Q2P

EQ[XijGi�1] = �, for all i � 1. (1.1)

Ambiguity about means is indicated if � >�. Conditional variances are taken
to be unambiguous and common to all Xis:

EQ
�
(Xi � EQ[XijGi�1])2jGi�1

�
= �2 > 0 for all Q 2 P and all i. (1.2)

Then, under suitable additional assumptions, we show that for every ' 2
C ([�1;1]), the class of all bounded continuous functions with �nite limits
at �1,

lim
n!1

sup
Q2P

EQ

"
'

 
1

n

nX
i=1

Xi +
1p
n

nX
i=1

1

�
(Xi � EQ[XijGi�1])

!#
= E[�;�] [' (B1)] ,

(1.3)
where the right side of this equation is de�ned to be Y0, given that (Yt; Zt)
is the solution of the backward stochastic di¤erential equation (BSDE)

Yt = ' (B1) +

Z 1

t

max
�����

(�Zs)ds�
Z 1

t

ZsdBs; 0 � t � 1; (1.4)

and (Bt) is a standard Brownian motion on a probability space (
�;F�; P �).
The result highlights the connection between CLTs and BSDEs. If � =�=

�, and given (1.1) and any �xed measure in P, then (Xi � �) is a martingale
di¤erence and the limit result reduces to a form of the classical martingale
CLT (applying the strong Law of Large Numbers (LLN) for martingales
which gives a.s. convergence of 1

n

Pn
i=1Xi to �). In addition, the right side

reduces to a linear BSDE that, through its solution, yields the expectation of
' (B1) under the normal distribution N (�; 1). More generally, in our CLT
accommodating ambiguity about means, the associated BSDE is nonlinear.
Rather it corresponds to a model in which a Brownian motion is augmented
by a drift that can vary stochastically thru time subject only to remaining
in the interval

�
�; �

�
. For example, when ' is the indicator function I[a;b], [3]

shows that sgn (Zs) = �sgn
�
Bs �

a+b�(�+�)(1�s)
2

�
, and hence

arg max
�����

(�Zs) =

8<: � if Bs �
a+b�(�+�)(1�s)

2
;

� if Bs <
a+b�(�+�)(1�s)

2
:
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This stochastic variability of the maximizing mean � leads to a non-normal
limiting distribution.
Two important points regarding tractability should be noted. First, from

[3] and also Lemma 6.11 below, the indicated BSDE can be solved in closed-
form for some speci�cations of '. For example, when ' is the indicator for
the interval [a; b], then the right side of (1.3) is given by

E[�;�][I[a;b] (B1)] =

(
��� (�a)� e�

(���)(b�a)
2 ��� (�b) if a+ b � d;

�� (b)� e�
(���)(b�a)

2 �� (a) if a+ b < d;
(1.5)

where d � � + � and �� is the normal cdf with mean � and unit variance.
The second point concerns the left side of (1.3) which is nonstandard in that
the argument of ', whose distribution is at issue, includes the measures Q in
P and hence is not a function only of past realizations of the Xis. However,
our second principal result (Theorem 4.3) is that for a class of functions ',
including indicators and quadratics, both of which are prominent in statistical
theory and methods, (1.3) is valid also when each conditional expectation
EQ[XijGi�1] is replaced by a suitable (and explicit) function of (X1; :::; Xi�1)
alone. Potential usefulness of this result is illustrated by an application to
hypothesis testing.
The key additional assumption underlying both theorems is that the set

P is "rectangular", or closed with respect to the pasting of alien marginals
and conditionals. (Rectangularity was introduced in [12] in the context of
recursive utility theory, where an axiomatic analysis demonstrated its central
role in modeling dynamic behavior. It has been studied and applied also in
robust stochastic dynamic optimization [34], in the literature on dynamic
risk measures [33, 8, 1], and in continuous-time modeling in �nance [6].) It
can be understood as endowing P with a recursive structure that yields a
form of the law of iterated expectations. If P = fPg, which implies (and,
for our purposes, is essentially equivalent to) � =�, then the law of iterated
expectations is a consequence of updating by Bayes rule and rectangular-
ity is vacuously satis�ed. (Sections 2 and 3 provide a precise de�nition of
rectangularity and some motivating informal interpretation.)
Some connections to the literature conclude this introduction. In the

classical probability framework, there are numerous CLTs with non-normal
limiting distributions (with stable laws, for example) [24, 9], all of which have
much di¤erent motivation and limits than our result. There exist alternative
generalizations of the classical theorem that are motivated by robustness
to ambiguity. In [11] (see also the generalization in [35]), experiments are
not ordered and the analysis is intended for a cross-sectional context. In
addition, P is assumed to be the core of a convex (that is, supermodular)
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capacity, which renders it inconsistent with a recursive structure [5]. Finally,
the limiting distribution in their result is the normal, in contrast to our novel
BSDE-based limit.
Closer to this paper is the CLT due to Peng [31, 32] who also assumes

that experiments are ordered. Peng�s focus is on ambiguity about variance
(or at least about the second moment), while our focus is on ambiguity
about the mean. A more recent paper [16] provides a CLT (Theorem 3.2)
with ambiguity about both mean and variance. (Their theorem also considers
rates of convergence, which are ignored here.) To compare it with this paper,
consider the special case where there is ambiguity about means only. Then
their CLT is related primarily to our Theorem 5.1, rather than to our central
results Theorems 4.1 and 4.3. In particular, only in the latter are limits
de�ned by a BSDE rather than by a normal distribution (as in [16]). See
section 5 for elaboration. Another di¤erence is that our approach is more
probability-theoretic: Peng and coauthors take a nonlinear expectation as
the core primitive and adopt the PDE approach, while our primitive is a set
of probability measures and conditionals are central only in our analysis.
The next section describes the model�s primitives and key assumptions

formally. These are illustrated in section 3 via a canonical example that can
be understood as generalizing the classical random walk to accommodate
ambiguity. The two main CLT results (Theorems 4.1 and 4.3) are presented
in section 4. Section 5 provides perspective on our main results by relating
them to an alternative CLT (Theorem 5.1) and a weak LLN for our setting
(Corollary 5.2). Proofs of Theorems 4.1 and 4.3 are presented in section 6.
An appendix contains other proofs and supplementary material.

2 Primitives and assumptions

Let (�11 
i; fGng1n=1) be a �ltered space modeling a sequence of experiments.
The set of possible outcomes for the ith experiment is 
i. For each n, Gn is a
�-algebra on �n1
i representing the observable events regarding experiments
1; :::; n. (Accordingly, we assume that Gn is increasing with n and we take
G0 to be the trivial �-algebra.) The observable events for the collection of all
experiments are given by G,

G = �([11 Gn),

a �-algebra on 
, where

 = �11 
i.

(Here and in the sequel, we identify each Gn in the obvious way with a �-
algebra on 
.) The ex ante probabilities of observable events are not known

4



precisely and are represented by a set P of probability measures,1

P � �(
;G) .

We limit ambiguity about which events are possible and assume that all
measures in P are equivalent on each Gn.
Below we assume that for each measure P in P and each n, there exists

a regular conditional measure P (� j Gn). For example, a well-known [28,
Theorem 7.1] su¢ cient condition for regular Gn-conditionals to exist for every
P in�(
;G) is that (
;G) is a separable standard Borel space (a special case
is where 
 is a complete separable metric space and G is its Borel �-algebra).
Finally, we consider a sequence (Xi) of real-valued random variables (r.v.),

Xi : �
1
1 
j �! R, such that Xi is Gi-measurable (using the Borel �-algebra

on R). Think of Xi as a scalar measure of the outcome of experiment i or of
the value (or utility) of that outcome. In general, Xi can depend also on the
outcomes of earlier experiments.

Remark 2.1. We presume a particular ordering of experiments, which may
be arbitrary in cross-sectional contexts. Thus we view the analysis and the
resulting CLT as more relevant to sequential or time-series contexts where
an ordering is given.

In the rest of this section, we describe our assumptions on the above
primitives. We use the following notation. H denotes the set of all r.v. X
on (
;G) satisfying supQ2P EQ[jXj] <1; EQ[�] is the expectation under the
probability measure Q: For any X in H, its upper and lower expectations are
de�ned respectively by

E[X] � sup
Q2P

EQ[X]; E [X] � inf
Q2P

EQ[X] = �E[�X],

and its conditional upper and lower expectations are de�ned respectively by

E [X j Gn] � ess sup
Q2P

EQ [X j Gn] , E [X j Gn] � ess inf
Q2P

EQ [X j Gn] .

Obviously, the conditional expectations are well-de�ned due to equivalence
of all measures in P on each Gn: (See section 6 for key properties of these
expectations.) Rewritten with this notation, (1.1) takes the form

E [Xi j Gi�1] = � and E [Xi j Gi�1] = � for all i.
1For any measurable space (Y;F), the corresponding set of probability measures is

denoted �(Y;F).
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Say that (Xi) has an unambiguous conditional variance �2 if (1.2) is
satis�ed. Say that (Xi) satis�es the Lindeberg condition if

lim
n!1

1

n

nX
i=1

E
�
jXij2 IfjXij>pn�g

�
= 0; 8� > 0: (2.1)

To formulate the remaining assumption requires additional notation and
terminology. Write

!(n) = (!n; :::) , !(n) = (!1; :::; !n) ;

P0;n = fPjGn : P 2 Pg and

G(n+1) =
�
A � �1n+1
i : �n1
i � A 2 G

	
.

A probability kernel from (�n1
i;Gn) to
�
�1n+1
i;G(n+1)

�
is a function

� : �n1
i � G(n+1) �! [0; 1] satisfying:

Kernel1 8!(n) 2 �n1
i, �
�
!(n); �

�
is a probability measure on

�
�1n+1
i;G(n+1)

�
,

Kernel2 8A 2 G(n+1), � (�; A) is a Gn-measurable function on �n1
i.

Any pair (pn; �) consisting of a probability measure pn on (�n1
i;Gn) and a
probability kernel � as above, induces a unique probability measure P on
(�11 
i;G) that coincides with pn on Gn. It is given by, 8A 2 G,

P (A) =

Z
�n1
i

Z
�1n+1
i

IA
�
!(n); !(n+1)

�
�
�
!(n); d!(n+1)

�
pn
�
d!(n)

�
. (2.2)

For Q 2 P, let Q (� j Gn) denote its regular conditional. Then it de�nes a
probability kernel � by: 8!(n) 2 �n1
i,

�
�
!(n); A

�
= Q (�n1
i � A j Gn)

�
!(n)

�
, 8A 2 G(n+1). (2.3)

A feature of such a kernel is that the single measure Q is used to de�ne the
conditional at every !(n). We are interested in kernels for which the measure
to be conditioned can vary with !(n). Say that the probability kernel � is a
P-kernel if: 8!(n) 2 �n1
i, 9Q 2 P satisfying (2.3).
Finally, say that P is rectangular (with respect to the �ltration fGng) if:

8n; 8pn 2 P0;n and for every P-kernel �, if P is de�ned as in (2.2), then
P 2 P. (Note that a measure P 2 �(
;G) is well-de�ned by (2.2), for
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any pn 2 P0;n and P-kernel �, because of the assumption that all measures
in P are equivalent on Gn). When P is the singleton fPg, rectangularity
is trivially implied by Bayesian updating, speci�cally by the fact that after
decomposing P into a marginal and conditional, these can be pasted together
to recover P . More generally, rectangularity requires that the set P is closed
also with respect to pasting together conditionals and marginals that are
alien, that is, induced by possibly di¤erent measures in P. In this sense,
P does not restrict the pattern of heterogeneity across experiments (see the
next section for elaboration).
The signi�cance of rectangularity is illuminated by the following lemma.

(See Appendix A.1 for a partial proof. The complement of any A � 
 is
denoted Ac.)

Lemma 2.2. P rectangular implies the following (for any 0 � m � n 2 N).
(i) Stability by composition: For any Q;R 2 P, 9P 2 P such that, for
any X 2 H,

EP [XjGm] = EQ[ER[XjGn]jGm].
(ii) Stability by bifurcation: For any Q;R 2 P, and any An 2 Gn, 9P 2 P
such that, for any X 2 H,

EP [XjGn] = IAnEQ[XjGn] + IAcnER[XjGn]:

(iii) Law of iterated upper expectations: For any X 2 H,

E[E[XjGn]jGm] = E[XjGm]: (2.4)

(iv) Let fXig be a sequence in H. Set Sn�1 =
Pn�1

i=1 Xi and, for any Q 2
P, SQn�1 = Sn�1 �

Pn�1
i=1 EQ[XijGi�1]. Then, for any continuous bounded

functions f; h:

sup
Q2P

EQ

"
f

 
Sn�1
n

+
SQn�1p
n

!
+ h

 
Sn�1
n

+
SQn�1p
n

!
Xn

#

= sup
Q2P

EQ

"
ess sup

R2P
ER

"
f

 
Sn�1
n

+
SQn�1p
n

!
+ h

 
Sn�1
n

+
SQn�1p
n

!
XnjGn�1

##
:

(v) If fXig is a sequence in H satisfying (1.1), then

E [Xn j Gn�1] = E [Xn] and E [Xn j Gn�1] = E [Xn] . (2.5)
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(i) and (ii) make explicit two senses in which rectangularity of P implies
that combinations of distinct measures (Q 6= R) from P leave one within
P. Together they lead to (iii). The latter is built into the classical model
but must be adopted explicitly, via rectangularity, for upper (or lower) ex-
pectations. For a general set P, one would expect the supremum on the
left in (2.4) to be (weakly) larger because it permits the choices of measures
conditional on each history !(n�1) and the ex ante measure on Gn�1 to be
alien. However, rectangularity implies that any such combination of mea-
sures yields a measure in P, and thus the single-stage supremum on the right
is no smaller. The proof of our CLT employs a similar recursive relation also
in instances when the r.v. itself depends on Q 2 P as in (iv), the intuition
for which is similar to that for (iii). (v) states that conditional upper and
lower expectations do not vary with the outcomes of previous experiments.
It is an immediate consequence of (1.1) and (iii); for example,

E [Xn] = E [E [Xn j Gn�1]] = E [�] = � = E [Xn j Gn�1] .

3 Example: IID

Our canonical example (adapted from [13]) is as follows. Specialize the above
framework by assuming that there exists a measurable space (
;F) such that,
for all 1 � i � n,

(
i;Fi) = (
;F) and Gn = �n1Fi.

That is, experiments have a common set of possible outcomes 
 and an
associated common �-algebra F . In addition, suppose that, for all i,

Xi = X : (
i;Fi)! R.

One-step-ahead conditionals are central. Thus, for each P in P, and each
n, let Pn;n+1

�
!(n)

�
denote the restriction to Gn+1 of P (� j Gn)

�
!(n)

�
.

Fix a subset L of �(
;F), all of whose measures are equivalent. Then
the IID model is de�ned via the set PIID,

PIID =
�
P 2 �(
;G) : Pn;n+1

�
!(n)

�
2 L; 8n; !(n) 2 Gn

	
. (3.1)

The set consists of all measures whose one-step-ahead conditionals, at every
history, lie in L. Thus, L is the set of plausible probability laws for each
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experiment, independent of history, modeling partial ignorance about each
experiment separately. There remains the question of the perception of, or
information about, the sequence of experiments, that is, how experiments
are related to one another. In spite of L being common to all i, in this
model experiments are not necessarily identical. (Accordingly, we refer to
experiments as being indistinguishable rather than identical and take IID to
mean "indistinguishably and independently distributed".) Indeed, any mea-
sure in L is plausible as the law describing the ith experiment in conjunction
with any possibly di¤erent measure in L being the law describing the jth

experiment. Indeed, PIID imposes no restrictions on joint distributions thus
capturing agnosticism about the pattern of heterogeneity across experiments.
As demonstrated below, this feature is closely related to rectangularity.
In the special case where L = fPg, PIID consists of the single i.i.d.

product of P , as in a random walk. One might think of PIID as modeling
an �ambiguous random walk".
The following lemma gives some readily veri�ed properties of PIID (see

Appendix A.2 for some proof details).

Lemma 3.1. The set PIID satis�es (for every n 2 N):
(i) PIID is rectangular.
(ii) Measures in PIID are mutually equivalent on each Gn.
(iii) For any ' 2 C (R), with ' (Xn) 2 H,

E [' (Xn) j Gn�1] = sup
q2L

Eq
�
'
�
X
��
= E ['(Xn)] = E ['(X1)] :

(iv) Conditional variances satisfy:

sup
Q2PIID

EQ
�
(Xn � EQ[XnjGn�1])2jGn�1

�
= sup

q2L
Eq
�
(X � Eq[X])2

�
;

inf
Q2PIID

EQ
�
(Xn � EQ[XnjGn�1])2jGn�1

�
= inf

q2L
Eq
�
(X � Eq[X])2

�
:

The key property of PIID is rectangularity. Because of its centrality, we
verify rectangularity here: Let pn, � and P be as in (2.3). Then, for the
given !(n),

P (�n1
i � � j Gn)
�
!(n)

�
= �

�
!(n); �

�
= Q (�n1
i � � j Gn)

�
!(n)

�
;

for someQ 2 PIID. Therefore, the one-step-ahead conditional of P at history
!(n) equals that of Q and hence lies in L. Therefore, P 2 PIID.
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The lemma implies that PIID readily accommodates also the other as-
sumptions in the CLT below. For example, (1.1) is implied by (iii) and
conditional variances are common and unambiguous if and only if2

varq
�
X
�
� Eq

�
(X � Eq[X])2

�
= �2, for all q 2 L. (3.2)

For perspective, consider also the set Pprod, consisting of all (nonidentical)
product measures that can be constructed from L - refer to this as the product
model. The set Pprod also implies a degree of agnosticism about heterogeneity
�after all, it consists of product measures �1i=1`i, where `i 6= `j in general,
and these measures are restricted only by the requirement that they lie in
L. However, the two models di¤er in a signi�cant way in that Pprod violates
rectangularity, and hence also (2.4), for example. This is because Pprod is
"too small" in the sense of not being closed with respect to the pasting of alien
marginals and conditionals (note that Pprod is a strict subset of PIID). Our
interpretation of Pprod is that it models certainty that the probability law for
experiment i does not vary with the outcomes of preceding experiments (note
that invariance to these outcomes is exhibited by each individual measure in
Pprod). In contrast, in PIID one-step-ahead conditionals can vary arbitrarily
across di¤erent histories subject only to lying in L. Thus PIID permits
heterogeneity across experiments to vary stochastically and thereby models
greater agnosticism regarding heterogeneity.
A simple concrete example illustrates both models and the di¤erence

between them. Each experiment can produce one of three outcomes: success
(s), failure (f) and the neutral outcome (n). Thus 
 = fs; f; ng and F is
the power set. Outcomes are valued by X according to

X (s) = 1, X (f) = �1, X (n) = 0.

Outcomes are uncertain but their probabilities are not known precisely. Let

0 < q < p, p+ q � 1.

It is known that, for each experiment, and regardless of the outcomes in
preceding experiments, the outcomes s, f and n (in that order) are given

2In decision theory (in [20], for example), it is often innocuous and a convenient nor-
malization to take sets of measures to be convex. But because variances are not linear in
the measure q, convexity of L precludes (3.2) except in the degenerate case where means
are also unambiguous. Thus we do not assume that L is convex.
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either by the favorable distribution (p; q; 1� p� q) or by the unfavorable
distribution (q; p; 1� p� q), that is,

L = f(p; q; 1� p� q) ; (q; p; 1� p� q)g .

There is no additional information provided that would justify, for exam-
ple, assigning weights (or probabilities) to these two distributions and then
using the average as the Bayesian model would require - there is complete
ignorance about which distribution applies for any given experiment. Con-
sequently, conditional on any history, the implied upper and lower means of
each Xi equal � = p� q and �= �(p� q) respectively, and the implied con-
ditional variance �2 of each Xi is unambiguous and equals p+ q � (p� q)2 .
Thus p+q and p�q parametrize risk (measured by �2) and ambiguity (mea-
sured by

���
2
) respectively in the sense that a change in p+ q alone changes

only risk and a change in p� q alone changes only ambiguity.
The �nal issue is the relation between experiments. Arguably, ignorance

about which probability law applies to any given experiment, logically im-
plies (or at least suggests) ignorance about how experiments are related.
Accordingly, PIID does not restrict measures on the entire sequence of ex-
periments beyond requiring that each one-step-ahead conditional lie in L. In
contrast, Pprod admits only measures for which the conditional law for the ith
experiment, though it can be either favorable or unfavorable, is necessarily
the same for all histories of outcomes. Thus, for example, Pprod excludes
measures that specify both (1) the favorable law for experiment i after a
successful outcome in i � 1, and (2) the unfavorable law for experiment i
after a failure in i� 1.

4 The main results

4.1 Two theorems

We extend (a version of) the classical martingale CLT to admit ambiguity
about means while maintaining the assumption of unambiguous variances.
Though the theorems deal with real-valued random variables, multidimen-
sional versions can be proven in a similar fashion and will be reported else-
where.
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Theorem 4.1. Let the sequence (Xi) be such that Xi 2 H for each i, and
where (Xi) satis�es (1.1) and (1.2), with conditional upper and lower means
� and �, and unambiguous conditional variance �2 > 0. Assume also the
Lindeberg condition (2.1) and that P is rectangular. Then, for any ' 2
C ([�1;1]),

lim
n!1

sup
Q2P

EQ

"
'

 
1

n

nX
i=1

Xi +
1p
n

nX
i=1

1

�
(Xi � EQ[XijGi�1])

!#
= E[�;�][' (B1)];

(4.1)
or equivalently,

lim
n!1

inf
Q2P

EQ

"
'

 
1

n

nX
i=1

Xi +
1p
n

nX
i=1

1

�
(Xi � EQ[XijGi�1])

!#
= E[�;�][' (B1)];

(4.2)
where E[�;�][' (B1)] � Y0 is called g-expectation by Peng in [30], given that
(Yt; Zt) is the solution of the BSDE

Yt = '(B1) +

Z 1

t
max
�����

(�Zs)ds�
Z 1

t
ZsdBs; 0 � t � 1;

and E[�;�][' (B1)] � y0, given that (yt; zt) is the solution of the BSDE

yt = '(B1) +

Z 1

t
min
�����

(�zs)ds�
Z 1

t
zsdBs; 0 � t � 1. (4.3)

Here (Bt) is a standard Brownian motion on a probability space (
�;F�; P �).

Remark 4.2. By standard limiting arguments, (4.1) can be extended to in-
dicator functions for intervals. Such indicators are su¢ cient in the classical
CLT, because of the additivity of a single probability measure. But when deal-
ing with sets of measures, (4.1) is strictly stronger. Another remark is that
while in (4.1) the second term inside ' (�) is normalized by the standard de-
viation �, a change of variables delivers a CLT without that normalization.
(Set � = � and � = 1 in the statement of Theorem A.2 in the appendix.)

Three di¤erences from classical results stand out. First, the limiting
distribution is not normal but rather is given by the BSDE (1.4). Another
notable di¤erence is that the r.v. on the left in (4.1) combines the sample
average, typical of LLNs, with a term that is more typical of CLTs. Both of
these features will be discussed in section 5 below.
Here we consider the fact that the argument of ' above, whose distrib-

ution is the focus, includes measures Q from P, which might raise concerns
about tractability. To partially alleviate such concerns, we show that (4.1)
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takes on a more tractable form when restricted to "symmetric" functions '.
Say that ' : R ! R is symmetric with center c 2 R if ' (c� x) = ' (c+ x)
for all x 2 R. Examples include indicator(s) '(t) = �I[a;b](t) with c = a+b

2
,

and quadratic functions ' (t) = � (t� c)2, both of which are prominent in
statistical methods. It is important to emphasize also that for both of these
classes of functions [3] provides closed-form expressions for the BSDE-based
limits appearing on the right sides of (4.1) and (4.2) above, and (4.8) and
(4.9) below; recall (1.5), for example. Section 4.2 exploits these closed-forms
in an application to hypothesis testing.
The next theorem is the second major result of the paper. (Throughout

sums of the form �0nxi, n � 1,are taken to equal 0, and increasing/decreasing
are intended in the weak sense.)

Theorem 4.3. Adopt the assumptions in Theorem 4.1 and let the function
' 2 C([�1;1]) be symmetric with center c 2 R. For n � 1 and 0 � m � n,
de�ne

Mm;n =
1

n

mX
i=1

Xi +
1p
n

mX
i=1

1

�
(Xi � �ni ) , M0;n � 0; (4.4)

fMm;n =
1

n

mX
i=1

Xi +
1p
n

mX
i=1

1

�
(Xi � e�ni ) ; fM0;n � 0, (4.5)

where

�nm = �IAm�1;n + �IAcm�1;n ; (4.6)

Am�1;n =
n
Mm�1;n � �

�+�

2

�
1� m�1

n

�
+ c
o
;

and

e�nm =�I eAm�1;n + �I eAcm�1;n ; (4.7)eAm�1;n = nfMm�1;n � �
�+�

2

�
1� m�1

n

�
+ c
o
.

(1) Assume that ' is decreasing on (c;1). Then

lim
n!1

sup
Q2P

EQ [' (Mn;n)] = E[�;�][' (B1)]: (4.8)
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(2) Assume that ' is increasing on (c;1): Then

lim inf
n!1

sup
Q2P

EQ

h
'
�fMn;n

�i
� E[�;�][' (B1)]: (4.9)

Furthermore, assume also that

lim
�!0

lim sup
n!1

1

n

nX
m=1

sup
Q2P

EQ

h
jEQ[XmjGm�1]� e�nmj I eA�m�1;ni = 0; (4.10)

where

eA�m�1;n = n���fMm�1;n +
�+�

2

�
1� m�1

n

�
� c
��� � �o ; � > 0:

Then
lim
n!1

sup
Q2P

EQ

h
'
�fMn;n

�i
= E[�;�][' (B1)]: (4.11)

Consider (1). Given n � 1, f�nm : m � ng are de�ned recursively with
�nm being a function of (X1; :::; Xm�1). The de�nition is clearer in the special
case where

c = 0 and �+ � = 0. (4.12)

Then

�nm =

8>><>>:
� if 1

n

m�1P
i=1

Xi +
1p
n

m�1P
i=1

1
�
(Xi � �ni ) � 0;

� if 1
n

m�1P
i=1

Xi +
1p
n

m�1P
i=1

1
�
(Xi � �ni ) > 0:

(4.13)

That is, �nm is set as large (small) as possible when Mm�1;n � (>)0; hence
lying in the region where ' is increasing (decreasing).
Conclude that the theorem delivers the statistic Mn = Mn;n de�ned in

(4.4), and, through the upper expectation of ' (Mn) for the indicated set
of functions ', (4.8) gives information about its asymptotic distribution.
Moreover, in combination with (1.5), this information can be expressed in
closed-form when ' is the indicator for an interval (for a simpler proof than
in [3] see Lemma 6.11 below). In particular, we have: For any a < b 2R,

lim
n!1

sup
Q2P

Q (a �Mn � b)

=

(
��� (�a)� e�

(���)(b�a)
2 ��� (�b) if a+ b � �+ �;

�� (b)� e�
(���)(b�a)

2 �� (a) if a+ b < �+ �:
(4.14)
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Similarly, part (2) produces the statistic fMn = fMn;n de�ned in (4.5), that
plays a corresponding role. A di¤erence is that only the inequality (4.9) is
proven in general, though equality obtains under the condition (4.10). In
that case one obtains (as above) that: For any a < b 2 R,

lim
n!1

inf
Q2P

Q
�
a � fMn � b

�
=

(
��� (�a)� e

(���)(b�a)
2 ��� (�b) if a+ b � �+ �;

�� (b)� e
(���)(b�a)

2 �� (a) if a+ b < �+ �:

Finally, we note that (4.10) is easily veri�ed when � = � = �, because
then EQ[XmjGm�1] = � =e�nm, for any Q 2 P and 1 � m � n. More generally,
(4.10) is satis�ed if

lim
�!0

lim sup
n!1

1

n

nX
m=1

sup
Q2P

Q( eA�m�1;n) = 0:
When c = �1, the assumptions in the theorem imply global monotonic-

ity conditions for ', and lead to the �xed means � and � replacing the
stochastic means appearing in (4.1), (4.8) and (4.9) respectively, and to the
normal as the limiting distribution. These features apply, in particular, to
one-sided indicators I(�1;b] and I[a;1), and stand in contrast to the implica-
tions described above for two-sided indicators I[a;b].

Corollary 4.4. Adopt the assumptions in Theorem 4.1 and assume that
' 2 C([�1;1]).

(1) If ' is decreasing on R, then

lim
n!1

sup
Q2P

EQ

"
'

 
1

n

nX
i=1

Xi +
1p
n

nX
i=1

1

�
(Xi � �)

!#
=

Z
' (t) d�� (t) .

(4.15)

(2) If ' is increasing on R, then

lim
n!1

sup
Q2P

EQ

"
'

 
1

n

nX
i=1

Xi +
1p
n

nX
i=1

1

�
(Xi � �)

!#
=

Z
' (t) d�� (t) :

(4.16)
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4.2 An application to hypothesis testing

We give an illustrative application of Theorem 4.3 to hypothesis testing that
demonstrates tractability; a more comprehensive study of statistical applica-
tions is beyond the scope of this paper. Here we exploit also explicit solutions
to BSDEs established in [3], an example of which is provided in (1.5).
Consider the model

Xi = � + Yi, i = 1; 2; :::,

where � 2 R is a parameter of interest, (Xi) describes observable data, and
(Yi) is an unobservable error process. The usual assumption on errors is that
they are i.i.d. with zero mean. Since errors are unobservable, a weaker a pri-
ori speci�cation is natural. Thus, for example, assume the IID model PIID,
and for simplicity, that errors have means that lie in the interval [��; �].
Both the variance � and �, which measures ambiguity, are assumed known.
In the special case � = 0, � is the unknown mean of each Xi and one can test
hypotheses about its value by exploiting the classical CLT. Here we generalize
that test procedure to cover � > 0.
Let ' = I[a;b], which is symmetric with center c = a+b

2
, and de�ne the

statistic Mn =Mn;n by (4.4). It follows from Theorem 4.3(1) and (1.5) that,
for any �, (see Appendix A.4),

lim
n!1

sup
Q2PIID

Q (fMn � b � � �Mn � ag)

= lim
n!1

sup
Q2PIID

Q (fa �Mn � � � bg) = E[��;�][I[a;b] (B1)] (4.17)

=

�
��� (�a)� e��(b�a)��� (�b) if a+ b � 0;
��� (b)� e��(b�a)��� (a) if a+ b < 0:

The null hypothesis is H0 : � 2 � and the alternative is H1: � 62 �, for
some � � R. A nonstandard feature is that there are several probability
laws that conceivably describe the data even given a speci�c �. One test
procedure is to acceptH0 if and only if the realized statisticMn is "su¢ ciently
consistent" with some � 2 � and some probability law in PIID. Precisely,
choose [a; b] so that E[��;�][I[a;b] (B1)] = 1 � �, for a suitable �, and accept
H0 if and only if Cn \� 6= ?, where the random interval Cn is given by

Cn = [Mn � b;Mn � a] .

Then, if H0 is true, in the limit for large samples the (upper) probability of
acceptance is approximately 1��. The upper probability of wrongly rejecting
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H0 is typically greater than � because of the multiplicity of measures in PIID:

sup
Q2PIID

Q (fCn \� = ?g) = 1� inf
Q2PIID

Q (fCn \� 6= ?g)

� 1� sup
Q2PIID

Q (fCn \� 6= ?g) .

Let � = f�0g and suppose that the truth is � = �1 � �0+ �, � 6= 0. Then
the limiting upper probability of wrongly accepting �0 is given by

lim
n!1

sup
Q2PIID

Q (fa �Mn � �0 � bg)

= lim
n!1

sup
Q2PIID

Q (fa �Mn � �1 + � � bg)

= E[��+�;�+�][I[a;b] (B1)] = E[��;�][I[a��;b��] (B1)]

We emphasize that, given a and b, E[��;�][I[a��;b��] (B1)] can be expressed in
closed-form (using (1.5)); and a and b might be chosen by solving

min
a�b

E[��;�][I[a��;b��] (B1)] s.t. E[��;�][I[a;b] (B1)] � 1� �. (4.18)

5 Further discussion

We turn attention to two nonstandard features of the CLT Theorem 4.1 men-
tioned only brie�y above. One novel feature is that the limit is de�ned by the
BSDE (1.4). It is shown in [6, Theorem 2.2], using the Girsanov Theorem,
that E[�;�] [�] is also an upper expectation for a set of probability measures,
where these are de�ned on C ([0; 1]), the space of continuous trajectories.
Moreover, measures in this set de�ne di¤ering models of the underlying sto-
chastically varying (instantaneous) drift. Stochastic variability of the drift is
suggested by (1.4), according to which it varies between � and � depending
on the sign of Zs. When the mean is unambiguous (� = � = �), then the
drift is constant and E[�;�] [�] reduces to a linear expectation with normal
distribution. However, in general, the limit is given by a two parameter (�
and �) family of upper expectations that model stochastically varying drift
in a continuous-time context. This limiting family is common to a large class
of models (for example, to all IID models in section 3), thus endowing the
BSDE with special signi�cance for asymptotic approximations in a sequential
context with considerable unstructured heterogeneity in means.
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The other notable feature is that the r.v. on the left in (4.1) combines the
sample average, typical of LLNs, with a term that is more typical of CLTs.
In the classical i.i.d. or martingale model, including the empirical average
1
n

Pn
i=1Xi is of little consequence for the CLT because the LLN permits

replacing it by the common mean of the Xis, thereby merely shifting the
mean of the limiting normal distribution. This supports the common view
that, in large samples, sample average reveals location of the population
distribution while the (

p
n-scaled) average deviation from the mean re�ects

the distribution about that location. But this separation of roles is not true in
our framework because empirical averages need not converge given ambiguity
(see related LLNs in [13, 26, 31, 4], for example). Next we show that both a
LLN and a "more standard-looking" CLT can be obtained from Theorem 4.1
- the former as a corollary and the latter by adapting the proof of our CLT.
However, our CLT is more than the "sum of these parts"; for example, a
BSDE-based limit as in (4.1) is not present or at all evident from inspection
of the two derivative results.

Theorem 5.1. Let the sequence (Xi) be such that Xi 2 H for each i, and
where (Xi) satis�es (1.1) and (1.2), with conditional upper and lower means
� and �, and unambiguous conditional variance �2 > 0. Suppose also that
(Xi) satis�es the Lindeberg condition (2.1). Then, for any ' 2 C ([�1;1]),

lim
n!1

sup
Q2P

EQ

"
'

 
1p
n

nX
i=1

1

�
(Xi � EQ[XijGi�1]

!#
=

Z
' (t) d�0 (t) . (5.1)

A proof can be constructed along the lines of that of Theorem 4.1 as indicated
in Remarks 6.5 and 6.12 and in Appendix A.5.
In comparison with Theorem 4.1, the above theorem drops rectangularity

and yields a limit given by the normal distribution as in the classical mar-
tingale CLT. This is intuitive since, as argued earlier, the non-normal limit
in Theorem 4.1 re�ects agnosticism about the stochastic variation in means,
which is implicit in rectangularity. The di¤erence between the two theo-
rems can be seen clearly through their canonical examples, the IID model
PIID for Theorem 4.1 and, we would argue, the product model Pprod for the
second theorem. The noted agnosticism motivates PIID but is excluded by
Pprod (section 3).
Another point of comparison is that while Theorem 5.1 adopts weaker

assumptions, there is a sense in which it also produces a weaker result. For
example, it does not discriminate between the IID and product models -
the limit is the same for both. In contrast, it can be shown that Theorem
4.1, where the sample average term is included, is not valid for the product
model.
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Theorem 5.1 also clari�es the relation (outlined in the introduction) be-
tween this paper and CLTs by Peng and coauthors. In particular, in common
with (5.1) and unlike (4.1), [16, Theorem 3.2] excludes the sample average
term and delivers a normal distribution in the limit.
Finally, we show that if Theorem 4.1 is modi�ed so as to include only the

sample average term, then one obtains the following LLN. (The idea in the
proof, found in Appendix A.6, is �rst to note the appropriate form of (4.1)
when the deviation term is weighted by � > 0, and then to let �! 0.)

Corollary 5.2. Adopt the assumptions in Theorem 4.1. Then, for any ' 2
C ([�1;1]),

lim
n!1

sup
Q2P

EQ

"
'

 
1

n

nX
i=1

Xi

!#
= sup

�����
' (�) . (5.2)

For example, if ' = I[a;b], then (5.2) takes the form

lim
n!1

sup
Q2P

Q

 
a � 1

n

nX
i=1

Xi � b
!
=

�
1 if [a; b] \

�
�; �

�
6= ?

0 otherwise.

6 Main proofs

This section proves Theorems 4.1 and 4.3. Throughout we use the following
well-known properties of (conditional) upper expectations, understood to
hold for all X and Y in H, and all n � 0.

1. Monotonicity: X � Y implies E [X j Gn] � E [Y j Gn] :

2. Sub-additivity: E [X + Y j Gn] � E [X j Gn] + E [Y j Gn] :

3. Homogeneity: If Z is Gn measurable,

E [ZX j Gn] = Z+E [X j Gn]� Z�E [X j Gn] :

4. Translation homogeneity: If Z is Gn measurable,

E[Z +X j Gn] = Z + E[X j Gn]:
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The assumptions in Theorem 4.1 are adopted throughout. As indicated
following (4.3), (Bt) is a standard Brownian motion on a �ltered probability
space (
�;F�; fFtg; P �); fFtg is the natural �ltration generated by (Bt).
For both theorems, we prove them �rst for the special case where

�� = � = � � 0; (6.1)

that is,
E[Xi j Gi�1] = �; E [Xi j Gi�1] = ��:

Then the results asserted for general � and � are established by applying the

preceding special case to (Yi), where Yi = Xi �
�+�

2
, and thus

E[Yi j Gi�1] =
�� �
2

; E [Yi j Gi�1] = �
�� �
2

.

6.1 Lemmas

The following lemmas prepare the groundwork for proofs of both Theorems
4.1 and 4.3. The special case (6.1) is assumed throughout unless speci�ed
otherwise.
For any �xed � > 0, de�ne g� : R! R by

g�(z) = �
�p
z2 + �2 � �

�
. (6.2)

Obviously, g�(0) = 0 and g� is symmetric with center c = 0. For any suitably
integrable random variable � 2 F1, de�ne g-expectation by Eg� [�] = Y �0 ,
where (Y �t ; Z

�
t ) is the unique solution to the BSDE

Y �t = � +

Z 1

t

g� (Z
�
s) ds�

Z 1

t

Z�sdBs; 0 � t � 1. (6.3)

(Existence of a unique solution follows from [27].) Moreover, by [10, Propo-
sition 2.1], for any suitably integrable � 2 F1;

Eg� [�]! Eg0 [�], as �! 0;

where Eg0 [�] = Y 00 , and (Y 0t ; Z0t ) is the unique solution to the BSDE (6.3) for
the extreme case corresponding to � = 0, where

g0 (z) = �jzj, (6.4)
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and Eg0 is alternative notation for E[��;�]. We consider g� for � > 0 in order
to overcome the nondi¤erentiability of g0 at z = 0. (The relevant smoothness
is exploited in Lemma 6.1.)
We introduce a sequence of functions generated by g-expectation Eg� .

Some properties of g-expectations can be found in [30], we need to prove the
following properties.
Given ' 2 C3b (R), let � = '

�
x+B1 �Bm

n

�
in (6.3) and de�ne the func-

tions fHm;ngnm=0 by

Hm;n (x) � Eg�
�
'
�
x+B1 �Bm

n

��
; m = 0; � � � ; n: (6.5)

(� > 0 is �xed and dependence on � is suppressed notationally.) Obviously,

Hn;n(x) = '(x); H0;n(x) = Eg� [' (x+B1)] :

The following lemma shows that the functions fHm;ngnm=0 are suitably dif-
ferentiable given that ' 2 C3b (R) and � > 0.

Lemma 6.1. The functions fHm;ngnm=0 satisfy:

(1) Hm;n 2 C2b (R); for n � 1; m = 0; 1; � � �n:

(2) The second derivatives of Hm;n are uniformly bounded and Lipschitz
continuous with uniform Lipschitz constant for f(m;n) : 0 � m � ng.

(3) Dynamic programming principle: for n � 1, m = 1; :::; n;

Hm�1;n(x) = Eg�
h
Hm;n

�
x+Bm

n
�Bm�1

n

�i
; x 2 R:

(4) Identically distributed: for n � 1, m = 1; :::; n;

Eg�
h
Hm;n

�
x+Bm

n
�Bm�1

n

�i
= Eg�

h
Hm;n

�
x+B 1

n

�i
; x 2 R:

Proof: (1) and (2): From the nonlinear Feynman-Kac Formula [10, Propo-
sition 4.3], we have Hm;n(x) = u(mn ; x) and u is the solution of the PDE(

@tu+
1
2
@2xxu+ �

�p
j@xuj2 + �2 � �

�
= 0;

u(1; x) = '(x):
(6.6)

Next we prove that for any t 2 [0; 1], u(t; �) 2 C2b (R); u(t; �); @xu(t; �);
@2xxu(t; �) are bounded uniformly in t 2 [0; 1]; and for any x; x0 2 R, 9C > 0
such that j@2xxu(t; x)� @2xxu(t; x0)j � Cjx� x0j, 8t 2 [0; 1].
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By the de�nition of g�,

g0�(z) = �
zp

�2 + z2
) jg0�(z)j � �;

g00� (z) = �
�2

(�2 + z2)3=2
) jg00� (z)j �

�

�
;

g000� (z) = ��
3z�2

(�2 + z2)5=2
) jg000� (z)j �

3�

�2
:

Consider the following BSDE,

Y t;xs = '(x+B1 �Bt) +
Z 1

s

g�(Z
t;x
r )dr �

Z 1

s

Zt;xr dBr; s 2 [t; 1]: (6.7)

Then u(t; x) = Y t;xt is the classical unique solution of PDE (6.6), and

@xY
t;x
s ='0(x+B1 �Bt) +

Z 1

s

g0�(Z
t;x
r )@xZ

t;x
r dr �

Z 1

s

@xZ
t;x
r dBr; s 2 [t; 1]:

(6.8)

@2xY
t;x
s ='00(x+B1 �Bt) +

Z 1

s

g00� (Z
t;x
r )j@xZt;xr j2dr +

Z 1

s

g0�(Z
t;x
r )@

2
xZ

t;x
r dr

�
Z 1

s

@2xZ
t;x
r dBr; s 2 [t; 1]: (6.9)

From standard estimates of BSDEs ([10]), we have, 8p � 2, 8x 2 R,

EP �

"
sup
s2[t;1]

jY t;xs jpjFt

#
+ EP �

�
(

Z 1

t

jZt;xs j2ds)
p
2 jFt

�
�C0pEP �

�
j'(x+B1 �Bt)jp + (

Z 1

t

jg�(0)jdr)pjFt
�
� C0pk'kp;

EP �

"
sup
s2[t;1]

j@xY t;xs jpjFt

#
+ EP �

�
(

Z 1

t

j@xZt;xs j2ds)
p
2 jFt

�
�C1pEP � [j'0(x+B1 �Bt)jpjFt] � C1pk'0kp;

EP �

"
sup
s2[t;1]

j@2xY t;xs jpjFt

#
+ EP �

�
(

Z 1

t

j@2xZt;xs j2ds)
p
2 jFt

�
�C2pEP �

�
j'00(x+B1 �Bt)jp + (

Z 1

t

jg00� (Zt;xs )jj@xZt;xs j2ds)pjFt
�

�C2p(k'00kp + (�� )
pC12pk'0k2p);
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where C0p ; C
1
p ; C

1
2p; C

2
p are constants independent of t and kfk = supx2R f(x)

denote the sup norm of function f . Then, for any t 2 [0; 1], u(t; �) 2 C2b (R)
and u(t; �); @xu(t; �); @2xxu(t; �) are bounded uniformly in t 2 [0; 1].
From (6.7), the Malliavin derivative satis�es, for u 2 [t; s),

DuY
t;x
s = '0(x+B1�Bt) +

Z 1

s

g0�(Z
t;x
r )DuZ

t;x
r dr�

Z 1

s

DuZ
t;x
r dBr; s 2 [t; 1]:

From standard estimates for BSDEs, for s 2 [t; 1], we have

EP �

"�Z 1

s

jDuZ
t;x
r j2dr

� p
2

jFs

#
� C1pEP � [j'0(s+B1 �Bt)jpjFs] � C1pk'0kp,

and from (6.8), we have

Du

�
@xY

t;x
s

�
='00(x+B1 �Bt) +

Z 1

s

g00� (Z
t;x
r )Du[Z

t;x
r ]@xZ

t;x
r dr

+

Z 1

s

g0�(Z
t;x
r )Du

�
@xZ

t;x
r

�
dr �

Z 1

s

Du

�
@xZ

t;x
r

�
dBr; s 2 [t; 1]:

Let d ~Bs = dBs � g0�(Zt;xs )ds, �s = exp
�R s

0
g0�(Z

t;x
r )dBr � 1

2

R s
0
jg0�(Zt;xr )j2dr

	
,

and EP � [ d
~P

dP � jFs ] = �s. Then,��Du �@xY t;xs ���
=

����E ~P

�
'00(x+B1 �Bt) +

Z 1

s

g00� (Z
t;x
r )Du[Z

t;x
r ]@xZ

t;x
r drjFs

�����
�k'00k+ �

�
EP�

�
�1(�s)

�1 �
Z 1

s

jDu[Zt;xr ]j � j@xZt;xr jdrjFs
�

�k'00k+ �
�
Ms

�
EP�

h� Z 1

s

jDu[Zt;xr ]j2dr
�2jFsi� 1

4
�
EP�

h� Z 1

s

j@xZt;xr j2dr
�2jFsi� 1

4

�K,

where Ms � (EP � [�21(�s)�2jFs])
1
2 , and satis�es

M2
s =EP �

h
e
R 1
s 2g

0
�(Z

t;x
r )dBr�

R 1
s jg

0
�(Z

t;x
r )j2drjFs

i
=EP �

h
e
R 1
s 2g

0
�(Z

t;x
r )dBr� 1

2

R 1
s j2g

0
�(Z

t;x
r )j2dre

R 1
s jg

0
�(Z

t;x
r )j2drjFs

i
� e�2.

Here K is a constant that depends on �; �; p,k'0k,k'00k:With u 2 [t; s), from
(6.8), the Malliavin derivative satis�es, 8s 2 [t; 1],

Du

�
@xY

t;x
s

�
=�

Z s

u

g00� (Z
t;x
r )Du

�
Zt;xr

�
@xZ

t;x
r dr �

Z s

u

g0�(Z
t;x
r )Du

�
@xZ

t;x
r

�
dr
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+

Z s

u

Du

�
@xZ

t;x
r

�
dBr + @xZ

t;x
u , and

lim
s#u
Du

�
@xY

t;x
s

�
= @xZ

t;x
u P �-a.s.

We have,
j@xZt;xu j � K du� dP �-a:s:

Thus, from (6.9), by standard estimates for BSDEs again, 8p � 2, 8x; x0 2 R,

EP �

"
sup
s2[t;1]

j@2xY t;xs � @2xY t;x
0

s jpjFt

#
+ EP �

"�Z 1

t
j@2xZt;xr � @2xZt;x

0
r j2dr

� p
2

jFt

#
�CpEP �

�
j'00(x+B1 �Bt)� '00(x0 +B1 �Bt)jpjFt

�
+ CpEP �

��Z 1

t
jg00� (Zt;xr )(@xZt;xr )2 � g00� (Zt;x

0
r )(@xZ

t;x0
r )2jdr

�p
jFt
�

+ CpEP �

��Z 1

t
jg0�(Zt;xr )� g0�(Zt;x

0
r )jj@2xZt;xr jdr

�p
jFt
�

�I1 + I2 + I3;

where Cp is a constant independent of t, and I1; I2; I3 satis�ed

I1 =CpEP �
�
j'00(x+B1 �Bt)� '00(x0 +B1 �Bt)jpjFt

�
�Cpk'000kpjx� x0jp = C1;pjx� x0jp; (where C1;p = Cpk'000kp)

I2 =CpEP �

��Z 1

t

���g00� (Zt;xr )(@xZt;xr )(@xZt;xr � @xZt;x
0

r )

+ (g00� (Z
t;x
r )� g00� (Zt;x

0
r ))(@xZ

t;x
r )(@xZ

t;x0
r )

+ g00� (Z
t;x0
r )(@xZ

t;x0
r )(@xZ

t;x
r � @xZt;x

0
r )

���dr�p jFti
�2 � 3p�1Cp(�� )

pKpEP �

��Z 1

t
j@xZt;xr � @xZt;x

0
r jdr

�p
jFt
�

+ 3p�1CpK
2p(3�

�2
)pEP �

��Z 1

t
jZt;xr � Zt;x0r jdr

�p
jFt
�

�C2;pjx� x0jp;

where C2;p is a constant depend on �; �; p; k'0k and k'00k,

I3 = CpEP �

��Z 1

t
jg0�(Zt;xr )� g0�(Zt;x

0
r )jj@2xZt;xr jdr

�p
jFt
�

� Cp(�� )
pEP �

��Z 1

t
jZt;xr � Zt;x0r jj@2xZt;xr jdr

�p
jFt
�

� Cp(�� )
p
�
EP �

h� Z 1

t
jZt;xr � Zt;x0r j2jdr

�pjFti� 12�EP �h� Z 1

t
j@2xZt;xr j2dr

�pjFti� 12
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� C3;pjx� x0jp;

where C3;p is a constant depend on �; �; p; k'0k and k'00k. Therefore,

EP �

"
sup
s2[t;1]

j@2xY t;xs � @2xY t;x
0

s jpjFt

#
+ EP �

"�Z 1

t
j@2xZt;xr � @2xZt;x

0
r j2dr

� p
2

jFt

#
�(C1;p + C2;p + C3;p)jx� x0jp

Thus we obtain Claims (1) and (2).
(3): Follows from Peng�s dynamic programming principle [29, Theorem 3.2].
(4): It is a direct consequence of [6, Theorem 3.1]. �
The following lemma is adapted from [2, Proposition 2.3].

Lemma 6.2. Suppose that (bt) and (�t) are two continuous, bounded Ft-
adapted processes and that (Xt) is of the form

Xt = x+

Z t

0

bsds+

Z t

0

�sdBs; x 2 R:

Then

lim
n!1

n sup
x2R

����Eg� hX 1
n

i
� x� 1

n
g�(�0)�

1

n
b0

���� = 0:
The next lemma is an immediate consequence.

Lemma 6.3. For any ' 2 C2b (R),

lim
n!1

n sup
x2R

����Eg� h'�x+B 1
n

�i
� '(x)� 1

n
g�('

0(x))� 1

2n
'00(x)

���� = 0: (6.10)
Proof: Let Xs � '(x+Bs). By Ito�s formula,

Xt = '(x) +
1

2

Z t

0

'00(x+Bs)ds+

Z t

0

'0(x+Bs)dBs:

Apply Lemma 6.2 to complete the proof. �

Lemma 6.4. Let g0 be de�ned by (6.4). For any ' 2 C3b (R), let fHm;ngnm=0
be the functions de�ned in (6.5). De�ne functions fLm;ngnm=0 by

Lm;n(x) = Hm;n(x) +
1

n
g0(H

0
m;n(x)) +

1

2n
H 00
m;n(x): (6.11)

Let fTm;ngm;n�0 be an array of r.v.s satisfying

T0;n = 0, and Tm;n 2 H is Gm-measurable for all m � 1; n � 1,
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and, for any Q 2 P, set Y Qm = 1
�
(Xm � EQ[XmjGm�1]). Then

lim
n!1

nX
m=1

�����supQ2P
EQ

"
Hm;n

 
Tm�1;n +

Xm
n
+
Y Qmp
n

!#
� sup
Q2P

EQ [Lm;n(Tm�1;n)]

����� = 0:
(6.12)

Remark 6.5. In Theorem 5.1, the sample average term is absent, and ac-
cordingly its proof involves a counterpart of this lemma where the term Xm

n
is

deleted above. Then the proof of (6.12), so modi�ed, simpli�es, in particular,
rectangularity is no longer needed and the generators g� in (6.3) and g0 in
(6.11) can be set equal to 0. (Appendix A.5 provides some details.)

Proof: We proceed in two steps.
Step 1: We �rst give a remainder estimate that will also be used later in the
proof of Lemma 6.8. Let f�mgm�1 be a sequence of Gm�1-measurable random
variables satisfying

j�mj � �; for m � 1:
We prove that

lim
n!1

nX
m=1

����sup
Q2P

EQ

�
Hm;n(Tm�1;n +

Xm

n
+
Xm � �m
�
p
n

)

�
� sup
Q2P

EQ [F (�m;m; n)]

���� = 0; (6.13)

where F (�m;m; n) �

Hm;n(Tm�1;n) +H
0
m;n(Tm�1;n)

�
Xm
n
+
Xm � �m
�
p
n

�
+
1

2
H 00
m;n(Tm�1;n)

�
Xm � �m
�
p
n

�2
:

(6.14)

By Lemma 6.1, 9C > 0 such that (for all m and n),

sup
m�n

sup
x2R

jH 00
m;n(x)j � C and sup

m�n
sup

x;y2R;x 6=y

jH 00
m;n(x)�H 00

m;n(y)j
jx� yj � C:

By the Taylor expansion of Hm;n 2 C2b (R), 8� > 0, 9� > 0 (� depends
only on C and �), such that 8x; y 2 R, and all n � m � 1,����Hm;n(x+ y)�Hm;n(x)�H 0

m;n(x)y �
1

2
H 00
m;n(x)y

2

���� � �jyj2Ifjyj<�g+Cjyj2Ifjyj��g:
(6.15)

Let x = Tm�1;n and y = Xm
n
+ Xm��m

�
p
n
in (6.15), and obtain

nX
m=1

�����supQ2P
EQ

�
Hm;n

�
Tm�1;n +

Xm
n
+
Xm � �m
�
p
n

��
� sup
Q2P

EQ [F (�m;m; n)]

�����
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�
nX

m=1

sup
Q2P

EQ

�����Hm;n�Tm�1;n + Xmn +
Xm � �m
�
p
n

�
� F (�m;m; n)

�����
�R1(�; n) +R2(C; n) +R3(C; n), where

R1(�; n) := �

nX
m=1

sup
Q2P

EQ

����Xmn + Xm��m
�
p
n

���2 InjXm
n
+Xm��m

�
p
n

j<�
o� ;

R2(C; n) := C
nX

m=1

sup
Q2P

EQ

����Xmn + Xm��m
�
p
n

���2 InjXm
n
+Xm��m

�
p
n

j��
o� ;

R3(C; n) :=
C

2

nX
m=1

sup
Q2P

EQ

h��Xm
n

��2 + 2 ��Xm
n

�� ���Xm��m�
p
n

���i :
It is readily proven that, for su¢ ciently large n,

R1(�; n) �
2�

n2

nX
m=1

sup
Q2P

EQ
�
jXmj2

�
+
2�

n

nX
m=1

sup
Q2P

EQ

h��Xm��m
�

��2i
�4�
n

�
�2 + �2

�
+
4�

�2
�
�2 + 4�2

�
;

R2(C; n) �2C
�
1

n
+

1

�
p
n

�2 nX
m=1

sup
Q2P

EQ

�
jXmj2 InjXm

n
+Xm��m

�
p
n

j��
o�

+
2C

�2n

nX
m=1

sup
Q2P

EQ

�
j�mj2 InjXm

n
+Xm��m

�
p
n

j��
o�

�2C
�2
(� +

p
n)2

n2

nX
m=1

sup
Q2P

EQ

�
jXmj2 InjXmj> �n

�+
p
n
���

o�
+
2C

�2n

�2

�2

nX
m=1

sup
Q2P

EQ

����Xmn + Xm��m
�
p
n

���2� ;
R3(C; n) �

C

2n2

nX
m=1

sup
Q2P

EQ
�
jXmj2

�
+

C

n3=2�

nX
m=1

sup
Q2P

EQ [jXmj jXm � �mj]

�
�
C

n
+
2Cp
n�

��
�2 + �2

�
+
2C�p
n�

p
�2 + �2.

By the �niteness of �; � and the Lindeberg condition (2.1),

lim
�!0

lim
n!1

(R1(�; n) +R2(C; n) +R3(C; n)) = 0,

which proves (6.13).
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Step 2: To prove (6.12), it su¢ ces to prove that if we take �m= EQ[XmjGm�1]
in (6.14), then

sup
Q2P

EQ [F (�m;m; n)] = sup
Q2P

EQ [Lm;n(Tm�1;n)] ; 8n � m � 1:

In fact, if �m =EQ[XmjGm�1], then by a generalization of Lemma 2.2(iii) (in
the proof of Theorem 4.1, we shall take Tm�1;n =

Sm�1
n
+

SQm�1p
n
, in which case

part (iv) of Lemma 2.2 su¢ ces),

sup
Q2P

EQ [F (�m;m; n)]

= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +H

0
m;n(Tm�1;n)

�
Xm

n
+
Y Qmp
n

�
+
1

2
H 00
m;n(Tm�1;n)

�
Y Qmp
n

�2#

= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +H

0
m;n(Tm�1;n)EQ

��
Xm

n
+
Y Qmp
n

�
jGm�1

�
+
1

2n
H 00
m;n(Tm�1;n)EQ

h�
Y Qm
�2 jGm�1i�

= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +

1

n
H 0
m;n(Tm�1;n)Xm +

1

2n
H 00
m;n(Tm�1;n)

�
= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +

1

n
E[H 0

m;n(Tm�1;n)XmjGm�1] +
1

2n
H 00
m;n(Tm�1;n)

�
= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +

1

n
g0
�
H 0
m;n(Tm�1;n)

�
+
1

2n
H 00
m;n(Tm�1;n)

�
= sup
Q2P

EQ [Lm;n(Tm�1;n)] :

Combine with (6.13) to complete the proof. �
The next three lemmas consider the special implications of symmetry and

thus relate to the proof of Theorem 4.3.

Lemma 6.6 ([3]). Let ' 2 C3b (R) be symmetric with center c 2 R, and
v(t; x) be the unique solution of Cauchy�s problem for the parabolic equation�

@tv(t; x) = 1
2
@2xxv(t; x) + g�(@xv(t; x))

v(0; x) = '(x):
(6.16)
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(1) For any t � 0, v(t; �) is symmetric with center c.

(2) If sgn('0(x)) = �sgn(x� c), then, for any t � 0,

sgn (@xv(t; x)) = �sgn(x� c).

(3) If sgn('0(x)) = sgn(x� c), then, for any t � 0,

sgn (@xv(t; x)) = sgn(x� c).

Lemma 6.7. Let ' 2 C3b (R) be symmetric with center c 2 R. Then the
functions fHm;ngnm=0 de�ned in (6.5) satisfy, for any n and m = 0; � � � ; n:

(1) Hm;n is symmetric with center c.

(2) If sgn('0(x)) = �sgn(x� c), then

sgn(H 0
m;n(x)) = �sgn(x� c); and H 00

m;n(c) � 0:

(3) If sgn('0(x)) = sgn(x� c), then

sgn(H 0
m;n(x)) = sgn(x� c); and H 00

m;n(c) � 0:

Proof: By the de�nition of Hm;n(x) via (6.5) and the nonlinear Feynman-
Kac formula, we know that Hm;n(x) = v(1 � m

n
; x), where v(t; x) is the

solution of equation (6.16). Then (1)-(3) follows from Lemma 6.6. �

Lemma 6.8. Adopt the assumptions and notation in (4.6), (4.7) and Lemma
6.4, and let ' 2 C3b (R) be symmetric with center c 2 R.

(1) If sgn('0(x)) = �sgn(x � c), and if Y Qm in (6.12) is replaced by Znm,
where

Znm =
1

�
(Xm��nm); �nm = �IAm�1;n��IAcm�1;n ; Am�1;n = fTm�1;n � cg;

then

lim
n!1

nX
m=1

����sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm

n
+
Znmp
n

��
� sup
Q2P

EQ [Lm;n (Tm�1;n)]

���� = 0: (6.17)
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(2) If sgn('0(x)) = sgn(x�c), and if Y Qm in (6.12) is replaced by eZnm, where
eZnm = 1

�
(Xm� e�nm); e�nm = �I eAm�1;n � �I eAcm�1;n ; eAm�1;n = fTm�1;n � cg,

then

lim inf
n!1

nX
m=1

(
sup
Q2P

EQ

"
Hm;n

 
Tm�1;n +

Xm

n
+
eZnmp
n

!#

� sup
Q2P

EQ [Lm;n (Tm�1;n)]

)
� 0: (6.18)

Furthermore, if

lim
�!0

lim sup
n!1

1

n

nX
m=1

sup
Q2P

EQ

h
jEQ[XmjGm�1]� e�nmj IfjTm�1;n�cj��gi = 0;

(6.19)
then

lim
n!1

nX
m=1

�����supQ2P
EQ

"
Hm;n

 
Tm�1;n +

Xm

n
+
eZnmp
n

!#

� sup
Q2P

EQ [Lm;n (Tm�1;n)]

����� = 0: (6.20)

Remark 6.9. The lemma is valid also if c = �1. Taking c = +1 in (1)
means that ' is increasing on R. Then Am�1;n = 
 and �nm = � for any
1 � m � n. If c = �1 in (1), then ' is decreasing on R, Am�1;n = ? and
�nm = ��. Similarly for (2).

Proof of (1): We proceed in two steps.
Step 1: Firstly, we prove

lim sup
n!1

nX
m=1

�
sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm

n
+
Znmp
n

��
� sup
Q2P

EQ [Lm;n (Tm�1;n)]

�
� 0: (6.21)

By Lemma 6.4, we only need to prove the non-positivity of

lim sup
n!1

nX
m=1

�
sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm

n
+
Znmp
n

��
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� sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm

n
+
Y Qmp
n

���
:

For any � > 0, we set

D�;1
m�1;n = fTm�1;n > c+ �g; D

�;2
m�1;n = fTm�1;n < c� �g,

D�;3
m�1;n = fjTm�1;n � cj � �g; N �

m;n =
n
jXmj � �n

�+
p
n
� � �

o
:

For any ! 2 D�;1
m�1;n \N �

m;n, we have

c <

�
Tm�1;n +

Xm

n
+
Xm � EQ[XmjGm�1]p

n�

�
(!)

�
�
Tm�1;n +

Xm

n
+
Xm + �p
n�

�
(!):

By Lemma 6.7, Hm;n is decreasing on (c;+1). Thus

I
D�;1
m�1;n\N�

m;n
Hm;n

�
Tm�1;n +

Xm

n
+
Y Qmp
n

�
�I

D�;1
m�1;n\N�

m;n
Hm;n

�
Tm�1;n +

Xm

n
+
Znmp
n

�
:

Also, for any ! 2 D�;2
m�1;n \N �

m;n,

c >

�
Tm�1;n +

Xm

n
+
Xm � EQ[XmjGm�1]p

n�

�
(!)

�
�
Tm�1;n +

Xm

n
+
Xm � �p
n�

�
(!).

By Lemma 6.7, Hm;n is increasing on (�1; c). Thus

I
D�;2
m�1;n\N�

m;n
Hm;n

�
Tm�1;n +

Xm

n
+
Y Qmp
n

�
�I

D�;2
m�1;n\N�

m;n
Hm;n

�
Tm�1;n +

Xm

n
+
Znmp
n

�
.

For F (�m;m; n) de�ned in (6.14), we have

Hm;n

�
Tm�1;n +

Xm

n
+
Znmp
n

�
�Hm;n

�
Tm�1;n +

Xm

n
+
Y Qmp
n

�
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=F (�nm;m; n)� F (EQ[XmjGm�1];m; n)

+Hm;n

�
Tm�1;n +

Xm

n
+
Znmp
n

�
� F (�nm;m; n)

�
�
Hm;n

�
Tm�1;n +

Xm

n
+
Y Qmp
n

�
� F (EQ[XmjGm�1];m; n)

�
:

Therefore,
nX

m=1

(
sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm
n
+
Znmp
n

��

� sup
Q2P

EQ

"
Hm;n

 
Tm�1;n +

Xm
n
+
Y Qmp
n

!#)

�
nX

m=1

sup
Q2P

EQ

"
Hm;n

�
Tm�1;n +

Xm
n
+
Znmp
n

�
�Hm;n

 
Tm�1;n +

Xm
n
+
Y Qmp
n

!#

�
nX

m=1

sup
Q2P

EQ

�
I
D�;3
m�1;n

�
Hm;n

�
Tm�1;n +

Xm
n
+
Znmp
n

�

�Hm;n

 
Tm�1;n +

Xm
n
+
Y Qmp
n

!##

+

nX
m=1

sup
Q2P

EQ

�
IfjXmj> �n

�+
p
n
���g

����Hm;n�Tm�1;n + Xmn +
Znmp
n

�

�Hm;n

 
Tm�1;n +

Xm
n
+
Y Qmp
n

!�����
#

�I1n + I2n + I3n;

where I1n; I
2
n; I

3
n are de�ned by

I1n �
nX

m=1

sup
Q2P

EQ

�
I
D�;3
m�1;n

(F (�nm;m; n)� F (EQ[XmjGm�1];m; n))
�
;

I2n �
nX

m=1

sup
Q2P

EQ

�
2k'kIfjXmj> �n

�+
p
n
���g

�
( where k'k = sup

x2R
'(x));

I3n �
nX

m=1

sup
Q2P

EQ

�����Hm;n�Tm�1;n + Xmn +
Znmp
n

�
� F (�nm;m; n)

�����

+
nX

m=1

sup
Q2P

EQ

"�����Hm;n
 
Tm�1;n +

Xm
n
+
Y Qmp
n

!
� F (EQ[XmjGm�1];m; n)

�����
#
:

By the Lindeberg condition (2.1), lim
n!1

I2n = 0, and by the remainder estimate in

the proof of Lemma 6.4, lim
n!1

I3n = 0. Thus it su¢ ces to show that lim
n!1

I1n = 0,
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which is proven as follows. From Lemma 6.7(2), H 00
m;n(c) � 0. Therefore,

I1n =
nX

m=1

sup
Q2P

EQ

�
I
D�;3
m�1;n

(F (�nm;m; n)� F (EQ[XmjGm�1];m; n))
�

�
nX

m=1

sup
Q2P

EQ

�
I
D�;3
m�1;n

H 00
m;n(Tm�1;n)

(EQ[XmjGm�1]� �nm)2
2n�2

�

�
nX

m=1

sup
Q2P

EQ

�
I
D�;3
m�1;n

�
H 00
m;n(Tm�1;n)�H 00

m;n(c))
� (EQ[XmjGm�1]� �nm)2

2n�2

�

+
nX

m=1

sup
Q2P

EQ

�
I
D�;3
m�1;n

H 00
m;n(c)

(EQ[XmjGm�1]� �nm)2
2n�2

�

�
nX

m=1

sup
Q2P

EQ

�
I
D�;3
m�1;n

LjTm�1;n � cj
(EQ[XmjGm�1]� �nm)2

2n�2

�
� L2�2

�2
�;

where L is the uniform Lipschitz constant for H 00
m;n given in Lemma 6.1.

Step 2: Next we prove

lim inf
n!1

nX
m=1

�
sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm

n
+
Znmp
n

��
� sup
Q2P

EQ [Lm;n (Tm�1;n)]

�
� 0: (6.22)

By the remainder estimate in the proof of Lemma 6.4, it su¢ ces to take
�m = �

n
m in (6.14) and to show that

sup
Q2P

EQ [F (�m;m; n)] � sup
Q2P

EQ [Lm;n (Tm�1;n)] ; n � m � 1:

By Lemma A.1, there exist fQkgk�1; fP
m

j gj�1; fPmj gj�1 �P such that

lim
j!1

EPmj [XmjGm�1] = �; lim
j!1

EPmj [XmjGm�1] = ��;

and

sup
Q2P

EQ

�
Hm;n(Tm�1;n) +

1

n
g0
�
H 0
m;n(Tm�1;n)

�
+
1

2n
H 00
m;n(Tm�1;n)

�
= lim
k!1

EQk

�
Hm;n(Tm�1;n) +

1

n
g0
�
H 0
m;n(Tm�1;n)

�
+
1

2n
H 00
m;n(Tm�1;n)

�
:
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By Lemma 2.2(ii), there exist fRmj gj�1�P satisfying

ERmj [XmjGm�1] = IAm�1;nEPmj [XmjGm�1] + IAcm�1;nEPmj [XmjGm�1]:

By Lemma 2.2(iii) and the dominated convergence theorem,

sup
Q2P

EQ [Lm;n(Tm�1;n)]

= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +

1

n
g0
�
H 0
m;n(Tm�1;n)

�
+
1

2n
H 00
m;n(Tm�1;n)

�
= lim
k!1

EQk

�
Hm;n(Tm�1;n) +

1

n
g0
�
H 0
m;n(Tm�1;n)

�
+
1

2n
H 00
m;n(Tm�1;n)

�
= lim
k!1

EQk

h
Hm;n(Tm�1;n) + IAm�1;nH

0
m;n(Tm�1;n)

�

n

+IAcm�1;nH
0
m;n(Tm�1;n)

��
n
+
1

2n
H 00
m;n(Tm�1;n)

�
= lim
k!1

EQk

"
Hm;n(Tm�1;n)

+ lim
j!1

EPmj

�
IAm�1;nH

0
m;n(Tm�1;n)

�
Xm

n
+
Xm � �
�
p
n

�
jGm�1

�
+ lim
j!1

EPmj

�
IAm�1;nH

00
m;n(Tm�1;n)

(Xm � �)2
2n�2

jGm�1
�

+ lim
j!1

EPmj

�
IAcm�1;nH

0
m;n(Tm�1;n)

�
Xm

n
+
Xm + �

�
p
n

�
jGm�1

�
+ lim
j!1

EPmj

�
IAcm�1;nH

00
m;n(Tm�1;n)

(Xm + �)
2

2n�2
jGm�1

�#

= lim
k!1

lim
j!1

EQk

�
Hm;n(Tm�1;n) + ERmj

�
H 0
m;n(Tm�1;n)

�
Xm

n
+
Znmp
n

�
+
1

2n
H 00
m;n(Tm�1;n)(Z

n
m)

2jGm�1
��

� sup
Q2P

EQ

�
Hm;n(Tm�1;n) + ess sup

R2P
ER

�
H 0
m;n(Tm�1;n)

�
Xm

n
+
Znmp
n

�
+
1

2n
H 00
m;n(Tm�1;n)(Z

n
m)

2jGm�1
��

= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +H

0
m;n(Tm�1;n)

�
Xm

n
+
Znmp
n

�
+
1

2n
H 00
m;n(Tm�1;n)(Z

n
m)

2

�
.
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Combined with (6.13), this implies (6.22), thus completing the proof of (1).

Proof of (2): Proof of inequality (6.18) is similar to that of (6.22).
To prove (6.20), assuming (6.19), we need only prove

lim sup
n!1

nX
m=1

(
sup
Q2P

EQ

"
Hm;n

 
Tm�1;n +

Xm

n
+
eZnmp
n

!#

� sup
Q2P

EQ [Lm;n (Tm�1;n)]

)
� 0: (6.23)

By assumption (6.19), 8" > 0, 9�" > 0 such that

lim sup
n!1

1

n

nX
m=1

sup
Q2P

EQ

h
jEQ[XmjGm�1]� e�nmj IfjTm�1;n�cj��"gi � ".

By Lemma 6.4, we only need to prove the non-positivity of

lim sup
n!1

nX
m=1

(
sup
Q2P

EQ

"
Hm;n

 
Tm�1;n +

Xm

n
+
eZnmp
n

!#

� sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm

n
+
Y Qmp
n

���
:

De�ne

D�";1
m�1;n = fTm�1;n > c+ �"g; D

�";2
m�1;n = fTm�1;n < c� �"g,

D�";3
m�1;n = fjTm�1;n � cj � �"g, N �"

m;n =
n
jXmj � �n

�+
p
n
�" � �

o
:

For any ! 2 D�";1
m�1;n \N �"

m;n,

c <

�
Tm�1;n +

Xm

n
+
Xm � �p
n�

�
(!)

�
�
Tm�1;n +

Xm

n
+
Xm � EQ[XmjGm�1]p

n�

�
(!):

By Lemma 6.7, Hm;n is increasing on (c;+1). Thus

I
D�";1
m�1;n\N

�"
m;n
Hm;n

�
Tm�1;n +

Xm

n
+
Y Qmp
n

�
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�I
D�";1
m�1;n\N

�"
m;n
Hm;n

 
Tm�1;n +

Xm

n
+
eZnmp
n

!
:

Also, for any ! 2 D�";2
m�1;n \N �"

m;n,

c >

�
Tm�1;n +

Xm

n
+
Xm + �p
n�

�
(!)

�
�
Tm�1;n +

Xm

n
+
Xm � EQ[XmjGm�1]p

n�

�
(!).

By Lemma 6.7, Hm;n is decreasing on (�1; c). Thus

I
D�";2
m�1;n\N

�"
m;n
Hm;n

�
Tm�1;n +

Xm

n
+
Y Qmp
n

�
�I

D�";2
m�1;n\N

�"
m;n
Hm;n

 
Tm�1;n +

Xm

n
+
eZnmp
n

!
.

Therefore,

nX
m=1

(
sup
Q2P

EQ

"
Hm;n

 
Tm�1;n +

Xm

n
+
eZnmp
n

!#

� sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm

n
+
Y Qmp
n

���
�

nX
m=1

sup
Q2P

EQ

"
Hm;n

 
Tm�1;n +

Xm

n
+
eZnmp
n

!

�Hm;n
�
Tm�1;n +

Xm

n
+
Y Qmp
n

�#

�
nX

m=1

sup
Q2P

EQ

"
I
D�";3
m�1;n

"
Hm;n

 
Tm�1;n +

Xm

n
+
eZnmp
n

!

�Hm;n
�
Tm�1;n +

Xm

n
+
Y Qmp
n

��#

+
nX

m=1

sup
Q2P

EQ

"
IfjXmj> �n

�+
p
n
�"��g

�����Hm;n
 
Tm�1;n +

Xm

n
+
eZnmp
n

!

�Hm;n
�
Tm�1;n +

Xm

n
+
Y Qmp
n

� ����
#
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�eI1n + eI2n + eI3n;
where eI1n; eI2n; eI3n are de�ned by
eI1n � nX

m=1

sup
Q2P

EQ

�
I
D�";3
m�1;n

(F (e�nm;m; n)� F (EQ[XmjGm�1];m; n))� ;
eI2n � nX

m=1

sup
Q2P

EQ

�
2k'kIfjXmj> �n

�+
p
n
�"��g

�
( where k'k = sup

x2R
'(x));

eI3n � nX
m=1

sup
Q2P

EQ

"�����Hm;n
 
Tm�1;n +

Xm
n
+
eZnmp
n

!
� F (e�nm;m; n)

�����
#

+
nX

m=1

sup
Q2P

EQ

"�����Hm;n
 
Tm�1;n +

Xm
n
+
Y Qmp
n

!
� F (EQ[XmjGm�1];m; n)

�����
#
:

By the Lindeberg condition (2.1), lim
n!1

eI2n = 0, and by the remainder estimate
in the proof of Lemma 6.4, lim

n!1
eI3n = 0. Finally, we prove that lim

n!1
eI3n = 0:

eI1n = nX
m=1

sup
Q2P

EQ

�
I
D�";3
m�1;n

(F (e�nm;m; n)� F (EQ[XmjGm�1];m; n))
�

� 1

2n�2

nX
m=1

sup
Q2P

EQ

h
H 00
m;n(Tm�1;n)(EQ[XmjGm�1]� e�nm)2IfjTm�1;n�cj��"gi

� C�
n�2

nX
m=1

sup
Q2P

EQ

h
jEQ[XmjGm�1]� e�nmj IfjTm�1;n�cj��"gi ;

where C is the uniform bound given in Lemma 6.1 (2). Thus lim supn!1 eI1n �
C�=", where " is arbitrary. This proves (6.23) and completes the proof of
part (2). �

The next lemma is used in extending the two theorems from the special
case (6.1) to general � and �.

Lemma 6.10. For any � > 0 and c 2 R;

E[��;�] [' (c+B1)] = E[��+c; �+c] [' (B1)] ;

where E[��+c; �+c] [' (B1)] is de�ned in (1.4).

Proof: E[��+c;�+c]['(B1)] = Y c0 , where (Y ct ; Zct ) solves

Y ct ='(B1) +

Z 1

t

max
��+c����+c

(�Zcs)ds�
Z 1

t

ZcsdBs
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='(B1) +

Z 1

t

�
max

������
(�Zcs) + cZ

c
s

�
ds�

Z 1

t

ZcsdBs; 0 � t � 1.

where the last equality is due to

max
��+c����+c

(�z) = (�+ c)z+ � (��+ c)z� = max
������

(�z) + cz:

Let Qc be the probability measure satisfying

EP �

�
dQc

dP �
jFt
�
= exp

�
�c

2t

2
+ cBt

�
; t � 0.

Then Wt = Bt � ct is a Brownian motion under Qc and (Y ct ; Zct ) solves

Y ct = '(c+W1) +

Z 1

t

max
������

(�Zcs)ds�
Z 1

t

ZcsdWs; 0 � t � 1.

Hence Y c0 = E[��;�] [' (c+B1)]. �
Chen et al [3] derive closed-form solutions for a class of BSDEs by using

the properties of BSDEs and related PDEs. The next lemma provides a
simpler derivation for the special case where the terminal value of the BSDE
is a suitably de�ned indicator function.

Lemma 6.11. For any a < b 2R and � > 0,

E[��;�][I[a;b](B1)] =
�
��� (�a)� e��(b�a)��� (�b) if a+ b � 0
��� (b)� e��(b�a)��� (a) if a+ b < 0:

and

E[��;�][I[a;b](B1)] =
�
�� (�a)� e�(b�a) �� (�b) if a+ b � 0
�� (b)� e�(b�a) �� (a) if a+ b < 0:

Proof : For � > 0, let

P �
(
Qv : EP� [

dQv

dP �
jF1] = e�

1
2

R 1
0
v2sds+

R 1
0
vsdBs ; (vt) is Ft-adapted and sup

s2[0;1]
jvsj � �

)
:

Let ' = I[a;b], then by [6, Theorem 2.2] or [7, Lemma 3],

E[��;�][' (B1)] = sup
Q2P

EQ ['(B1)] = sup
jvj��

EQv

�
'

�
Bv1 +

Z 1

0

vsds

��
,

where Bvt � Bt �
R t
0
vsds is the Brownian motion under Qv.
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Let (vs) be any Ft-adapted process valued in [��; �], and consider the
following BSDEs:

Yt ='(B1) +

Z 1

t

max
������

(�Zs)ds�
Z 1

t

ZsdBs

Y vt ='(B
v

1) +

Z 1

t

vsZ
v
s ds�

Z 1

t

Zvs dB
v

s

='(B
v

1)�
Z 1

t

Zvs dBs =)

Y 0t ='(B
v

1) +

Z 1

t

max
������

(�Z 0s)ds�
Z 1

t

Z 0sdB
v

s,

where B
v

t � Bt +
R t
0
vsds. Clearly, Y0 = Y 00 � Y v0 , and thus

sup
jvj��

EQv ['(Bv1 +
Z 1

0

vsds)] = Y0 � sup
jvj��

Y v0 = sup
jvj��

EP � ['(B1 +

Z 1

0

vsds)]

Let (Xv;x
t ) and (X�;x

t ) be the solutions respectively of

Xv;x
t = x+

Z t

0

vsds+Bt; 0 � t � 1, and

X�;x
t = x� �

Z t

0

sgn (X�;x
s ) ds+Bt; 0 � t � 1:

By the comparison theorem for stochastic di¤erential equations [22, Thm.
2.1],

sup
jvj��

P �
�
a � B1 +

Z 1

0

vsds � b
�

= sup
jvj��

P �
�
jXv;c

1 j �
b� a
2

�
= P �

�
jX�;c

1 j �
b� a
2

�
,

where c = �a+b
2
.

On the other hand, let (�s) be any Ft-adapted process valued in [��; �],
and (X

�;x

t ) be the solution of

X
�;x

t = x+

Z t

0

�sds+B
v
t ; 0 � t � 1

and let (X
�;x
t ) be the solution of

X
�;x
t = x� �

Z t

0

sgn
�
X
�;x
s

�
ds+Bvt ; 0 � t � 1:
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Then

Qv
�
a � Bv1 +

Z 1

0

�sds � b
�

=Qv
�
jX�;c

1 j �
b� a
2

�
� Qv

�
jX�;c

1 j �
b� a
2

�
= P �

�
jX�;c

1 j �
b� a
2

�
,

and

sup
jvj��

Qv
�
a � Bv1 +

Z 1

0

vsds � b
�

� sup
j�j��

Qv
�
a � Bv1 +

Z 1

0

�sds � b
�
� P �

�
jX�;c

1 j �
b� a
2

�
:

That is,

sup
jvj��

Qv
�
a � Bv1 +

Z 1

0

vsds � b
�
= P �

�
jX�;c

1 j �
b� a
2

�
By [23, Proposition 5.1], the transition probability density of (X�;x

t ) is given
by (for all t 2 (0; 1], z 2R),

qx(t; z) =
1p
2�t

e�
(x�z)2+2�t(jzj�jxj)+�2t2

2t + �e�2�jzj
Z 1

jxj+jzj��t

1p
2�t

e�
u2

2t du.

Thus

P �
�
jX�;c

1 j �
b� a
2

�
=

Z b�a
2

a�b
2

qc(1; z)dz

=

�
��� (�a)� e��(b�a)��� (�b) if a+ b � 0
��� (b)� e��(b�a)��� (a) if a+ b < 0:

The rest can be proven in the same way. �

6.2 Proof of Theorem 4.1

It is enough to prove (4.1). We prove it for ' 2 C1b (R). This su¢ ces
because any ' 2 C([�1;1]) can be approximated uniformly by a sequence
of functions in C1b (R) (see Approximation Lemma in [17, Ch. VIII]).
Let

S0 � 0; Sn �
nX
i=1

Xi; S
Q
n �

nX
i=1

Y Qi , Y
Q
i � 1

�
(Xi � EQ[XijGi�1]) .
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First we prove that

lim
�!0

lim
n!1

����sup
Q2P

EQ

�
'

�
Sn
n
+
SQnp
n

��
� Eg� [' (B1)]

���� = 0. (6.24)

By the de�nition of fHm;ngnm=0,

sup
Q2P

EQ

�
'

�
Sn
n
+
SQnp
n

��
� Eg� [' (B1)]

= sup
Q2P

EQ

�
Hn;n

�
Sn
n
+
SQnp
n

��
�H0;n(0)

= sup
Q2P

EQ

�
Hn;n

�
Sn
n
+
SQnp
n

��
� sup

Q2P
EQ

"
Hn�1;n

 
Sn�1
n

+
SQn�1p
n

!#

+ sup
Q2P

EQ

"
Hn�1;n

 
Sn�1
n

+
SQn�1p
n

!#
� sup
Q2P

EQ

"
Hn�2;n

 
Sn�2
n

+
SQn�2p
n

!#
+ : : :

+ sup
Q2P

EQ

�
Hm;n

�
Sm
n
+
SQmp
n

��
� sup
Q2P

EQ

"
Hm�1;n

 
Sm�1
n

+
SQm�1p
n

!#

+ : : :+ sup
Q2P

EQ

"
H1;n

 
S1
n
+
SQ1p
n

!#
�H0;n(0)

=
nX

m=1

(
sup
Q2P

EQ

�
Hm;n

�
Sm
n
+
SQmp
n

��
� sup

Q2P
EQ

�
Hm�1;n

�
Sm�1
n

+
SQm�1p
n

��)

=
nX

m=1

(
sup
Q2P

EQ

�
Hm;n

�
Sm
n
+
SQmp
n

��
� sup

Q2P
EQ

�
Lm;n

�
Sm�1
n

+
SQm�1p
n

��)

+

nX
m=1

(
sup
Q2P

EQ

"
Lm;n

 
Sm�1
n

+
SQm�1p
n

!#

� sup
Q2P

EQ

"
Hm�1;n

 
Sm�1
n

+
SQm�1p
n

!#)
�I1n + I2n,

where Lm;n(x) = Hm;n (x) + 1
n
g0
�
H 0
m;n(x)

�
+ 1

2n
H 00
m;n(x):

By Lemma 6.4, if Tm;n = Sm
n
+ SQmp

n
, then

jI1nj �
nX

m=1

�����supQ2P
EQ

"
Hm;n

 
Sm
n
+
SQmp
n

!#
� sup
Q2P

EQ

"
Lm;n

 
Sm�1
n

+
SQm�1p
n

!#�����
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! 0 as n!1.

Furthermore, by Lemmas 6.1 and 6.3, as n!1,

jI2nj �
nX

m=1

sup
Q2P

EQ

"�����Lm;n
 
Sm�1
n

+
SQm�1p
n

!
�Hm�1;n

 
Sm�1
n

+
SQm�1p
n

!�����
#

�
nX

m=1

sup
x2R

jLm;n(x)�Hm�1;n(x)j

=
nX

m=1

sup
x2R

����Hm;n (x) + 1

n
g0
�
H 0
m;n(x)

�
+
1

2n
H 00
m;n(x)

� Eg�
h
Hm;n

�
x+Bm

n
�Bm�1

n

�i ����
�

nX
m=1

sup
x2R

����Hm;n (x) + 1

n
g�
�
H 0
m;n(x)

�
+
1

2n
H 00
m;n(x)� Eg�

h
Hm;n

�
x+B 1

n

�i����
+
1

n

nX
m=1

sup
x2R

��g� �H 0
m;n(x)

�
� g0

�
H 0
m;n(x)

���
�

nX
m=1

sup
x2R

����Eg� hHm;n �x+B 1
n

�i
�Hm;n (x)�

1

n
g�
�
H 0
m;n(x)

�
� 1

2n
H 00
m;n(x)

����
+ 2��,

which sum converges to 2��. This proves (6.24).
From the standard estimates for BSDEs [10, Proposition 2.1],

jEg� [' (B1)]� Eg0 [' (B1)]j
2 � bCEP � "�Z 1

0

jg�(Z�s)� g0(Z�s)j ds
�2#

< bC4�2�2,
where bC > 0 is a constant. Combine with (6.24) to obtain

lim
n!1

����sup
Q2P

EQ

�
'

�
Sn
n
+
SQn
n

��
� Eg0 [' (B1)]

����
� lim
�!0

lim
n!1

����sup
Q2P

EQ

�
'

�
Sn
n
+
SQn
n

��
� Eg� [' (B1)]

����
+ lim
�!0

jEg� [' (B1)]� Eg0 [' (B1)]j .

The latter sum equals 0, thus completing the proof under condition (6.1).
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Finally, we describe the proof for general � and �. Let Yi = Xi�
�+�

2
and

� =
���
2
. Then

E[Yi j Gi�1] =
�� �
2

= �; E [Yi j Gi�1] = �
�� �
2

= ��:

Apply the above result to (Yi) and b', b'(x) = '�x+ �+�

2

�
, to obtain

lim
n!1

sup
Q2P

EQ

�
'

�
Sn
n
+
SQn
n

��
= lim
n!1

sup
Q2P

EQ

"
'

 
1

n

nX
i=1

Xi +
1p
n

nX
i=1

1

�
(Xi � EQ[XijGi�1])

!#

= lim
n!1

sup
Q2P

EQ

"
'

 
1

n

nX
i=1

Yi +
�+ �

2
+

1p
n

nX
i=1

1

�
(Yi � EQ[YijGi�1])

!#

= lim
n!1

sup
Q2P

EQ

"b' 1
n

nX
i=1

Yi +
1p
n

nX
i=1

1

�
(Yi � EQ[YijGi�1])

!#
=E����

2
;
���
2

� [b' (B1)]
=E����

2
;
���
2

� �'��+ �
2

+B1

��
= E[�;�] [' (B1)] ;

where the last equality is due to Lemma 6.10. This completes the proof. �
Remark 6.12. Straightforward modi�cations of the preceding arguments de-
liver a proof of Theorem 5.1. The key is modi�cation of Lemma 6.4 (see
Remark 6.5 and Appendix A.5). The remaining arguments are similar to
those given above and are omitted.

6.3 Proof of Theorem 4.3

Proof of (1): Let ' 2 C([�1;1]) be symmetric with center c 2 R and
decreasing on (c;1). The result is clear if ' is globally constant. Thus we as-
sume that ' is not a globally constant function. Then ' can be approximated
uniformly by 'h de�ned by

'h(x) =

Z 1

�1

1p
2�
'(x+ hy)e�

y2

2 dy, (6.25)

and (see Appendix A.3), 'h is symmetric with center c, and satis�es

sgn('0h(x)) = �sgn(x� c), 8h > 0.

43



Consider the special case (6.1). Let fHm;ngnm=0 be de�ned via (6.5) using
', where, without loss of generality we assume ' 2 C3b (R); otherwise, we can
use 'h de�ned in (6.25).
Let

S0 � 0; Sn �
nX
i=1

Xi; Sn �
nX
i=1

Zni , Z
n
i �

1

�
(Xi � �ni ) .

First, prove that

lim
�!0
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n!1

����sup
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EQ

�
'

�
Sn
n
+
Snp
n

��
� Eg� [' (B1)]

���� = 0. (6.26)

Argue as follows:
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where Lm;n(x) = Hm;n (x) + 1
n
g0
�
H 0
m;n(x)

�
+ 1

2n
H 00
m;n(x):

By Lemma 6.8(1), with Tm;n = Sm
n
+ Smp

n
, we have

jJ1nj �
nX

m=1

�����supQ2P
EQ

�
Hm;n

�
Sm
n
+
Smp
n

��
� sup
Q2P

EQ

�
Lm;n

�
Sm�1
n

+
Sm�1p
n

�������
! 0 as n!1.

As in the proof of Theorem 4.1, we have jJ2nj ! 0; as n!1. Hence, (6.26)
holds. Combine it with standard estimate for BSDEs to complete the proof
under condition (6.1).
For the case of general � and �, let Yi = Xi �

�+�

2
. Then

E[Yi j Gi�1] =
�� �
2

; E [Yi j Gi�1] = �
�� �
2

:

Apply the above result for (Yi) to b', b'(x) = '�x+ �+�

2
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, to obtain
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where the last equality is due to Lemma 6.10. Also,
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���
2
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2
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Thus bA0;n = A0;n, and

n1 +

�+�

2
= �I bA0;n + �I bAc0;n = �IA0;n + �IAc0;n = �n1 .

By induction, Am�1;n = bAm�1;n, for m � 1, and


nm +
�+�

2
= �I bAm�1;n + �I bAcm�1;n = �IAm�1;n + �IAcm�1;n = �nm.

This completes the proof of (4.8).
By standard limiting arguments, (4.8) can be extended to indicator func-

tions for intervals. Then (4.14) follows from Lemmas 6.10 and 6.11.

Proof of (2): In light of Lemma 6.8(2), the proof of part (2) is similar to
that of (1) and is omitted. �
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A Supplementary Appendix

A.1 Rectangularity

Let P � �(
;G) be rectangular. All measures in P are equivalent on each
Gn and relations between Gn-measurable r.v.s should be understood to hold
P0-a.s. for some �xed measure P0 in P. H denotes the set of r.v.s X on
(
;G) satisfying supQ2P EQ[jXj] <1.

Lemma A.1. For any X 2 H and any n, there is a sequence EPi [XjGn] in
fEP [XjGn] : P 2 Pg such that ess supP2P EP [XjGn] is the increasing limit
of EPi [XjGn].

Proof: We prove that fEP [XjGn] : P 2 Pg is an upward-directed set. Then
the result follows from [18, Theorem A.32].
Let Q1; Q2 2 P, and 8B 2 Gn, 8! = (!(n); !(n+1)) 2 
, 8D 2 G(n+1), de�ne

�(!(n); D) =

�
Q1(
Qn
1 
i �DjGn)(!(n)) if ! 2 B;

Q2(
Qn
1 
i �DjGn)(!(n)) if ! 2 Bc;

and pn = Q1jGn :

Then, pn 2 P0;n and � is a P-kernel. By rectangularity, P 2 P, where, for
A 2 G,

P (A) =

Z
Qn
1 
i

Z
Q1
n+1 
i

IA(!
(n); !(n+1))�(!

(n); d!(n+1))pn(d!
(n))

=

Z
Qn
1 
i

Z
Q1
n+1 
i

IA\B(!
(n); !(n+1))Q1(

nY
i=1


i � d!(n+1)jGn)(!(n))pn(d!(n))

+

Z
Qn
1 
i

Z
Q1
n+1 
i

IA\Bc(!
(n); !(n+1))Q2(

nY
i=1


i � d!(n+1)jGn)(!(n))pn(d!(n)).

Consider the probability measure eP with Radon-Nikodym derivative

d eP
dP0

=
dQ1
dP0

IB +
(dQ1
dP0
)n

(dQ2
dP0
)n

dQ2
dP0

IBc ;

where (dQ1
dP0
)n means EP0 [

dQ1
dP0
jGn ]. We claim that P (A) = eP (A), 8A 2 G.

Indeed, by the de�nitions, for all n, P (A) = eP (A), 8A 2 Cn, where
Cn = fA(n) � A(n+1) : A(n) 2 Gn; A(n+1) 2 G(n+1)g.

Since Cn is a � class, and satis�es �(Cn) = G, P and eP are identical on G.
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Note that ( d eP
dP0
)n = (

dQ1
dP0
)n; and, by Bayes rule,

EP [XjGn] = E eP [XjGn]
= EP0

"
X
d eP
dP0

jGn

#�
(dQ1
dP0
)n

��1
= EP0

"
X

 
dQ1
dP0

IB +
(dQ1
dP0
)n

(dQ2
dP0
)n

dQ2
dP0

IBc

!
jGn

#
[(dQ1
dP0
)n]

�1

= IBEQ1 [XjGn] + IBcEQ2 [XjGn] .

(A.1)

If B = f! 2 
 : EQ1 [XjGn](!) > EQ2 [XjGn](!)g, then

EP [XjGn] = ess supfEQ1 [XjGn] ; EQ2 [XjGn]g. �

Proof of Lemma 2.2: (i) For any !(n) 2
Qn
1 
i and B 2 G(n+1), de�ne

�(!(n); B) = Q(
nY
i=1


i �BjGn)(!(n)) and pn = RjGn.

Then pn 2 P0;n and � is a P-kernel. By rectangularity, P 2 P, where, for
A 2 G,

P (A) =

Z
Qn
1 
i

Z
Q1
n+1 
i

IA(!
(n); !(n+1))Q(

nY
i=1


i � d!(n+1)jGn)(!(n))pn(d!(n)).

Consider the probability measure eP with Radon-Nikodym derivative

d eP
dP0

=
( dR
dP0
)n

( dQ
dP0
)n

dQ

dP0
;

where ( dR
dP0
)n means EP0 [

dR
dP0
jGn ]. Argue as in the proof of Lemma A.1, to

show that P and eP are identical on G. Note that ( d eP
dP0
)n = (

dR
dP0
)n; and, by

Bayes rule, for any m < n and X 2 H,

EP [XjGm] = E eP [XjGm] = E eP [E eP [XjGn]jGm]
= E eP

"
EP0

"
X
d eP
dP0

jGn

#�
( dR
dP0
)n

��1
jGm

#
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= E eP
"
EP0

"
X
( dR
dP0
)n

( dQ
dP0
)n

dQ

dP0
jGn

#�
( dR
dP0
)n

��1
jGm

#
= E eP [EQ [XjGn] jGm] = ER [EQ [XjGn] jGm] .

(ii) can be proven using (A.1).

(iii) By Lemma A.1, there exist increasing sequences fEQi [�(X)jGn]g and
fEPj [E[XjGn]jGm]jg, with Qi; Pj 2 P for all i and j, such that

E[XjGn] = lim
i!1

EQi [XjGn]; and

E[E[XjGn]jGm] = lim
j!1

EPj [E[XjGn]jGm].

By the monotone convergence theorem and (i),

E[E[XjGn]jGm] = lim
j!1

lim
i!1

EPj [EQi [XjGn]jGm]

� ess sup
P2P

EP [XjGm]

= E[XjGm]:

For the reverse inequality, we have

E[XjGm] = ess sup
P2P

EP [EP [XjGn]jGm]

� ess sup
P2P

EP [ess sup
Q2P

EQ[XjGn]jGm]

= E[E[XjGn]jGm].

(iv) can be proven using (iii). �

A.2 IID model: Lemma 3.1

Part (i) was proven in the text. (iii) follows from (i) and Lemma 2.2.
For (iv), use (i) and (iii) to argue that, for example,

sup
Q2PIID

EQ
�
(Xn � EQ[XnjGn�1])2jGn�1

�
= sup

Q2PIID

�
EQ
�
X2
njGn�1

�
� (EQ[XnjGn�1])2

	
= sup

q2L

�
Eq[X

2
n]� (Eq[Xn])

2
	
= sup

q2L
Eq
�
(X � EqX)2

�
.
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The equivalence on each Gn stated in (ii) is proven by induction. Let
P;Q 2PIID. Equivalence on G1 is due to the equivalence of measures in L.
Suppose P and Q are equivalent on Gn�1, and prove equivalence on Gn.
Let A 2Gn, P (A) = 0. Then

EP [EP [IAjGn�1]] = 0, P (fEP [IAjGn�1] > 0g) = 0:

By the equivalence of measures in L, 8!(n�1) 2
Qn�1
1 
i,�

!(n�1) : EP [IAjGn�1](!(n�1)) > 0
	
=
�
!(n�1) : EQ[IAjGn�1](!(n�1)) > 0

	
.

Given also equivalence of P and Q on Gn�1, conclude that

Q (fEQ[IAjGn�1] > 0g) = P (fEQ[IAjGn�1] > 0g)
= P (fEP [IAjGn�1] > 0g) = 0,

and hence Q(A) = 0. �

A.3 Some details for proof of Theorem 4.3

Let ' 2 C([�1;1]) be symmetric with center c 2 R and decreasing on
(c;1). De�ne 'h, for h > 0, by (6.25). Here we prove that:
(i) 'h is symmetric with center c; and (ii) sgn('0h(x)) = �sgn(x� c).
Proof: (i) By the de�nition of 'h,

'h(x+ c) =

Z 1

�1

1p
2�
'(x+ c+ hy)e�

y2

2 dy

=

Z 1

�1

1p
2�
'(�x+ c� hy)e�

y2

2 dy

=

Z 1

�1

1p
2�
'(�x+ c+ hy)e�

y2

2 dy

='h(�x+ c)

(ii) Compute that

'0h(x) =

Z 1

�1

1p
2�h3

'(x+ y)ye�
y2

2h2 dy.

Since 'h is symmetric with c, we have for any x > c,

'0h(x) =

Z 1

�1

1p
2�h3

'(x+ y)ye�
y2

2h2 dy
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=

Z 1

0

1p
2�h3

'(c+ y + x� c)ye�
y2

2h2 dy

+

Z 0

�1

1p
2�h3

'(c+ y + x� c)ye�
y2

2h2 dy

=

Z 1

0

1p
2�h3

'(c+ y + x� c)ye�
y2

2h2 dy

�
Z 1

0

1p
2�h3

'(c+ y + c� x)ye�
y2

2h2 dy

=

Z 1

0

1p
2�h3

('(c+ y + x� c)� '(c+ y + c� x)) ye�
y2

2h2 dy

<0

Thus sgn('0h(x)) = �sgn(x� c). �

A.4 Some details for hypothesis testing

Both (Xi) and (Yi) described in section 4.2 conform to the IID model, with
the common variance �2 and mean intervals

�
�; �

�
and

�
�� �; �� �

�
respec-

tively. (The text considers the special case
�
�� �; �� �

�
= [��; �].) Let �nm

be de�ned by the form of (4.6) appropriate for (Xi) and denote by 
nm the
corresponding variables appropriate for (Yi). Here we prove (4.17), for which
it su¢ ces to show that

�nm = � + 

n
m. (A.2)

By Theorem 4.3(1), if ' is decreasing on (c;+1), then

lim
n!1

sup
Q2P

EQ

"
'

 
1

n

nX
i=1

Xi +
1p
n

nX
i=1

1

�
(Xi � �ni )

!#
= E[�;�][' (B1)];

where, by (4.6), �nm = �IAm�1;n + �IAcm�1;n and

Am�1;n =

(
1

n

m�1X
i=1

Xi +
1p
n

m�1X
i=1

1

�
(Xi � �ni ) � �

�+ �

2

�
1� m� 1

n

�
+ c

)
:

Let �(x) = '(x+�). Then � is symmetric with center bc = c��. Theorem
4.3(1) applied to (Yi) yields

lim
n!1

sup
Q2P

EQ

"
�

 
1

n

nX
i=1

Yi +
1p
n

nX
i=1

1

�
(Yi � 
ni )

!#
= E[���;���][� (B1)]
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where 
nm = (�� �)I bAm�1;n+(�� �)I bAcm�1;n for m = 1; � � � ; n, and, for m � 1,

bAm�1;n = ( 1
n

m�1X
i=1

Yi +
1p
n

m�1X
i=1

1
�
(Yi � 
ni ) � �

�
�+�

2
� �
� �
1� m�1

n

�
+ bc) :

Replace Yi by Xi � � to obtain

bAm�1;n = ( 1
n

m�1X
i=1

Yi +
1p
n

m�1X
i=1

1
�
(Yi � 
ni ) � �

�
�+�

2
� �
� �
1� m�1

n

�
+ bc)

=

(
1
n

m�1X
i=1

Xi +
1p
n

m�1X
i=1

1
�
(Xi � 
ni � �) � �

�+�

2

�
1� m�1

n

�
+ c

)

Thus A0;n = bA0;n, and

n1 + � = �I bA0;n + �I bAc0;n = �IA0;n + �IAc0;n = �n1

By induction, Am�1;n = bAm�1;n, for m � 1, and


nm + � = �I bAm�1;n + �I bAcm�1;n = �IAm�1;n + �IAcm�1;n = �nm.

A.5 Proof of Theorem 5.1

As noted previously (Remarks 6.5 and 6.12), a suitably modi�ed version of
Lemma 6.4 is the key to proof of Theorem 5.1. Here we outline a proof of
the modi�ed lemma. We prove it in two steps.

Step 1: For every m � 1, let �m be a Gm�1-measurable r.v. satisfying

j�mj � �:

We prove that

lim
n!1

nX
m=1

����sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm � �m
�
p
n

��
� sup
Q2P

EQ [f(�m;m; n)]

���� = 0;
(A.3)

where f(�m;m; n) is given by: f(�m;m; n) =

Hm;n(Tm�1;n) +H
0
m;n(Tm�1;n)

�
Xm � �m
�
p
n

�
+
1

2
H 00
m;n(Tm�1;n)

�
Xm � �m
�
p
n

�2
: (A.4)
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Let x = Tm�1;n and y = Xm��m
�
p
n
in inequality (6.15), and obtain

nX
m=1

����sup
Q2P

EQ

�
Hm;n

�
Tm�1;n +

Xm � �m
�
p
n

��
� sup
Q2P

EQ [f(�m;m; n)]

����
�r1(�; n) + r2(C; n),

where

r1(�; n) := �

nX
m=1

sup
Q2P

EQ

"����Xm � �m
�
p
n

����2 InjXm��m
�
p
n

j<�
o
#

r2(C; n) := C

nX
m=1

sup
Q2P

EQ

"����Xm � �m
�
p
n

����2 InjXm��m
�
p
n

j��
o
#
:

It is readily proven that, for su¢ ciently large n,

r1(�; n) �
�

�2
�
�2 + 4�2

�
r2(C; n) �

2C

n�2

nX
m=1

sup
Q2P

EQ

�
jXmj2 InjXm��m

�
p
n

j��
o�

+
2C

�2n

nX
m=1

sup
Q2P

EQ

�
j�mj2 InjXm��m

�
p
n

j��
o�

� 2C
n�2

nX
m=1

sup
Q2P

EQ

h
jXmj2 IfjXmj>�pn���g

i
+
2C

�2n

�2

�2

nX
m=1

sup
Q2P

EQ

"����Xm � �m
�
p
n

����2
#
:

By the �niteness of �; � and the Lindeberg condition (2.1),

lim
�!0

lim
n!1

(r1(�; n) + r2(C; n)) = 0,

which proves (A.3).

Step 2: We take �m= EQ[XmjGm�1] in (A.4). Then for all n � m � 1;

sup
Q2P

EQ [f(�m;m; n)] = sup
Q2P

EQ
�
Hm;n(Tm�1;n) +

1
2n
H 00
m;n(Tm�1;n)

�
:

In fact,

sup
Q2P

EQ [f(�m;m; n)]
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= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +H

0
m;n(Tm�1;n)

�
Xm � EQ[XmjGm�1]

�
p
n

�
+
1

2
H 00
m;n(Tm�1;n)

�
Xm � EQ[XmjGm�1]

�
p
n

�2#

= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +H

0
m;n(Tm�1;n)EQ

��
Xm � EQ[XmjGm�1]

�
p
n

�
jGm�1

�
+
1

2n
H 00
m;n(Tm�1;n)EQ

"�
Xm � EQ[XmjGm�1]

�
p
n

�2
jGm�1

##

= sup
Q2P

EQ

�
Hm;n(Tm�1;n) +

1

2n
H 00
m;n(Tm�1;n)

�
= sup
Q2P

EQ [Lm;n(Tm�1;n)] .

The last equality follows when g0 in (6.11) equals 0.

A.6 Proof of LLN: Corollary 5.2

Here we prove Corollary 5.2, showing how it can be derived from our main
result Theorem 4.1, or more precisely, from the following slight generaliza-
tion.

Theorem A.2. Adopt the assumptions of Theorem 4.1. Then, for any ' 2
C ([�1;1]), � � 0 and � > 0,

lim
n!1

sup
Q2P

EQ

"
'

 
�

n

nX
i=1

Xi +
�p
n

nX
i=1

1

�
(Xi � EQ[XijGi�1])

!#
= Eg[' (�B1)];

(A.5)
where the right side of this equation is de�ned to be Y0, given that (Yt; Zt) is
the solution of the BSDE

Yt = ' (�B1) +

Z 1

t

g(Zs)ds�
Z 1

t

ZsdBs; 0 � t � 1; (A.6)

Here g(z) := �
�
max
�����

(�z); and (Bt) is a standard Brownian motion.

Proof: Change variables to ~Xi =
�
�
Xi and let ~'(x) = '(�x). Then

E[ ~Xi] =
��
�
, E [ ~Xi] =

��

�
and their variance is

�
��
�

�2
. Apply Theorem 4.1 to

obtain

56



sup
Q2P

EQ

"
'

 
�

n

nX
i=1

Xi +
�p
n�

nX
i=1

(Xi � EQ[XijGi�1])
!#

= lim
n!1

sup
Q2P

EQ

"
~'

 
1

n

nX
i=1

~Xi +
�p
n��

nX
i=1

( ~Xi � EQ[ ~XijGi�1])
!#

= Eg[ ~' (B1)] = Eg[' (�B1)]:

�

Proof of Corollary 5.2: It su¢ ces to take ' 2 C1b (R). Let

S0 = 0; Sn =
nX
i=1

Xi; S
Q
n =

nX
i=1

Y Qi , Y
Q
i =

1

�
(Xi � EQ[XijGi�1]) .

Then, for any Q 2 P,

EQ[Y
Q
i jGi�1] = 0 and EQ[(Y

Q
i )

2jGi�1] = 1 for all i.

Step 1: Prove that

lim
�!0

lim
n!1

sup
Q2P

EQ

�
'

�
Sn
n
+ �

SQnp
n

��
= lim

n!1
sup
Q2P

EQ

�
'

�
Sn
n

��
:

Since ' 2 C1b (R); ' is uniformly Lipschitz continuous, i.e. 9C > 0 such that
j'(x+ y)� '(x)j � Cjx� yj for x; y 2R: Thus����sup

Q2P
EQ

�
'

�
Sn
n
+ �

SQnp
n

��
� sup
Q2P

EQ

�
'

�
Sn
n

������
��Cp

n
sup
Q2P

EQ
���SQn ���

��Cp
n

�
sup
Q2P

EQ

��
SQn�1 + Y

Q
n

�2�� 1
2

=
�Cp
n

�
sup
Q2P

EQ

h
(SQn�1)

2 + 2SQn�1Y
Q
n + (Y

Q
n )

2
i� 1

2

=
�Cp
n

�
sup
Q2P

EQ

h
(SQn�1)

2 + 2SQn�1EQ[Y
Q
n jGn�1] + EQ[(Y Qn )2jGn�1]

i� 1
2
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=
�Cp
n

�
sup
Q2P

EQ

h
(SQn�1)

2
i
+ 1

� 1
2

= � � � = �Cp
n
(n)

1
2

=�C ! 0 as �! 0:

Step 2: Prove that if � = 1 and g(z) = 1
�
max
��x��

(xz); then

lim
�!0

Eg[' (�B1)] = sup
��x��

' (x) : (A.7)

Let

P ��
Qv : EP � [

dQv

dP �
jF1] = e�

1
2

R 1
0
v2s
�2
ds+

R 1
0
vs
�
dBs ; (vt) is Ft-adapted and v 2 [�; �]

�
where v 2 [�; �] is in the sense of inf0�s�1 vs � � and sup0�s�1 vs � � a.s..
By [6, Theorem 2.2] or [7, Lemma 3],

Eg[' (�B1)] = sup
Q2P

EQ [' (�B1)]

= sup
��v��

EQv [' (�B1)]

= sup
��v��

EQv

�
'

�
�

�
B1 �

Z 1

0

vs
�
ds+

Z 1

0

vs
�
ds

���
= sup

��v��
EQv

�
'

�
�Bv1 +

Z 1

0

vsds

��
, (A.8)

where Bvt � Bt �
R t
0
vs
�
ds is the Brownian motion under Qv.

We now prove that

lim
�!0

����� sup��v��
EQv

�
'

�
�Bv1 +

Z 1

0

vsds

��
� sup
��v��

EQv

�
'

�Z 1

0

vsds

������� = 0:
(A.9)

Because ' has Lipschitz constant C> 0,����� sup��v��
EQv

�
'

�
�Bv1 +

Z 1

0

vsds

��
� sup

��v��
EQv

�
'

�Z 1

0

vsds

�������
� sup

��v��
EQv

�����'��Bv1 + Z 1

0

vsds

�
� '

�Z 1

0

vsds

������
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� C sup
��v��

EQv [j�Bv1 j] � �C ! 0 as �! 0;

because (Bvt ) is Q
v-Brownian motion and EQv [jBv1 j] � 1: This proves (A.9).

We now prove (A.7): For any x 2 [�; �], let vs = x; s 2 [0; 1]. Then

sup
��v��

EQv

�
'

�Z 1

0

vsds

��
� sup

��x��
EQv [' (x)] = sup

��x��
' (x) : (A.10)

In addition, since � � infs2[0;1] vs � sups2[0;1] vs � � a.s., we have

sup
��v��

'

�Z 1

0

vs(!)ds

�
� sup

��x��
' (x) ; a.s. :

Therefore,

sup
��v��

EQv

�
'

�Z 1

0

vsds

��
� sup

��v��
EQv

"
sup
��v��

'

�Z 1

0

vsds

�#
� sup

��x��
' (x) ,

which implies, given (A.10), that

sup
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EQv

�
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�Z 1

0

vsds

��
= sup

��x��
' (x) :

From (A.8) and (A.9), we have

lim
�!0

Eg[' (�B1)] = lim
�!0
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��v��

EQv

�
'

�
�Bv1 +

Z 1

0

vsds

��
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�!0

(
sup
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EQv
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�Bv1 +
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��v��

EQv

�
'

�Z 1

0
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��)
+ sup
��x��

' (x)

= sup
��x��

' (x) :

The proof of Step 2 is complete.
Finally, let �! 0 on both sides of (A.5) and apply Steps 1 and 2. �
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