Biomarkers for CTE diagnosis in retired NFL player using Machine learning
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Synopsis

Multiple concussions have the potential to develop Chronic Traumatic Encephalopathy (CTE), a neurodegenerative disease that is currently diagnosed only in postmortem by tau protein deposition in the brain. Since repetitive head trauma alters brain morphology and metabolism, magnetic resonance imaging and spectroscopy could be suitable candidates for CTE diagnosis. Therefore, we propose machine learning-based approach to identify CTE-related biomarkers. The model achieves 80% prediction accuracy with AUC of 0.72 using creatine, macromolecules and brain volume as features for the machine learning model.

Introduction

Repetitive brain trauma experienced by individuals in contact sports can lead to long-term neurological difficulties. Athletes with multiple concussions have the potential to develop Chronic Traumatic Encephalopathy (CTE), a progressive neurodegenerative brain disease. Currently, CTE is diagnosed postmortem characterized by a distinct pattern of tau protein deposition in the brain. Given the concern for developing CTE within sports athletes and others that suffer from multiple brain traumas, there is a need for an in-vivo diagnosis. MR Spectroscopy (MRS) can be a suitable candidate for CTE diagnosis as studies have shown neurochemical changes in the brain as a result of repetitive brain trauma. However, these changes can be subtle, and group differences are not sufficient for clinical diagnosis. With the aid of machine learning, it is possible to use a multivariate approach to find differences that correspond to the symptomatic changes that have been exhibited in athletes before their death.

Methods

This study includes 65 athletes (males) from the National Institutes of Health funded “Diagnosing and Evaluating Traumatic Encephalopathy using Clinical Tests” (DETECT) study. Inclusion criteria are professional NFL players with a minimum of 2 years of active playing time ages 40–69 years. All athletes underwent proton MRS on a 3T MRI (Siemens TIM Verio) using a 32 channel head coil using short-echo point-resolved (PRESS) single voxel spectroscopy (TE=30ms, TR=2s, 128 averages, 8 cc volume) in the posterior cingulate of the brain. We also obtained the brain volume and gray matter volume in that region. The raw PRESS data is frequency and phase corrected using Suscept6 and metabolite concentrations were measured using LCmodel7. Metabolites with Cramer-Rao lower bounds of less than 20% are used for the classification algorithm.

Python programming language and Sci-kit library8 were used for our machine learning analysis. We considered metabolite concentrations from PRESS, brain volume, demographic and RHI exposure information as features. Since the number of samples is limited, we did feature elimination using Sequential Feature Search (SFS)10, 11 algorithms. Figure 1 shows the result of feature selection and it is evident that using all the features for classification lead to poor generalization. Figure 2 shows that distribution of 5 features selected by SFS is different for “Non-Impaired” and “Impaired” athletes.

Results

We considered three type of supervised machine learning algorithms, Support Vector Machine with radial basis function (SVM-RBF), K-Nearest Neighbors (KNN) and Random forest (RF), for classification and three dimensionality reduction techniques Principal Component Analysis (PCA), Kernel PCA (KPCA) and Isometric mapping (ISOMAP) to reduce the number of features further. Additionally, we used Analysis of Variance (ANOVA) to understand the importance of each feature. The dataset was randomly divided into 70% training and 30% testing set. We performed a grid search with 5-fold Cross-Validation for model parameters using the training set. From Figure 3 KNN has high mean accuracy and low standard deviation compared to SVM-RBF and RF classifiers. Evaluating the classifier using testing set resulted in AUC of 0.72 and prediction accuracy of 80% for KNN with 4 neighbors and PCA with 2 components. Figure 4 shows the decision boundary of the classification model. The sensitivity and specificity of the model was 80% for testing set. Therefore, based on classification results tCr, peaks at macromolecule spectrum and brain volumes are potential biomarkers for CTE.

Conclusion

While tCr and brain volume have been described to be changed in other concussion studies, it is of great interest that the macromolecules had high relevance for classification. This implies that changes in the macromolecules spectrum may have hidden diagnostic value for CTE-related research and can be further explored using methods such as 2D correlated spectroscopy. It is also evident from the analysis that the neurochemical changes correspond with the neuropsychological test and clinical evaluation. This reflects the heterogeneity of changes found in concussion studies and demonstrates the substantial value of machine learning methods to evaluate changes in CTE. The current multicenter U01 study will provide a larger cohort and additional insight into the use of MRS for CTE.
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**Figures**

**Figure 1:** Mean accuracy (with standard deviation) of Linear classifier with 5 fold Cross-validation using Sequential Forward Feature Selection for feature selection.

**Figure 2:** Distribution of the feature separated by the class. The dotted line shows the quartiles of the distribution. '0' represent 'Non-Impaired Class and '1' for 'Impaired' class
Figure 3: Mean Accuracy and Standard Deviation of 5 fold Cross-Validation of SVM-RBF, RF, and KNN on training data

Figure 4: Decision boundary between 'Non-Impaired'(Red) and 'Impaired' (Blue) classes using KNN (k=4) classifier and PC