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Hardware Trojan Detection Using Backside
Optical Imaging

Boyou Zhou
M. Selim Unlii

Abstract— The high cost of integrated circuit chip production
has driven more and more chip design companies to use overseas
production services. Since the integrated circuit production can-
not be closely monitored, the security of integrated circuit chips
has become a major concern. Hardware Trojan (HT) insertion is
one type of the hardware attack. HTs are extremely stealthy due
to their small sizes and low triggering rates. HTs inserted dur-
ing manufacturing can have minimum impact on the timing and
power. In fact, this impact can be smaller than the timing and
power variations caused by the process variations. Therefore,
these HTs cannot be easily detected using traditional electri-
cal methods. In this article, we propose a novel optical method,
where we image the integrated circuit chip from the backside.
Our method, can easily detect any replacements, modifications,
or rearrangements of fill cells or functional cells for HT inser-
tion. We use a noise-based detection method to achieve high HT
detection rates in different testbenches. To further improve the
robustness of our method, we strategically place high reflectance
fill cells in the designs. Our approach provides high-resolution,
nondestructive, and rapid means to detect HTs inserted during
fabrication. We evaluate our approach using various hardware
blocks where the HTs can occupy less than 0.1% of the total
area or consist of fewer than three gates. In addition, we analyze
our method with various magnitudes of noise, process variations,
detection window sizes, and resolutions.

Index Terms—Hardware security, hardware Trojan (HT)
detection, near-infrared (IR) imaging, optical imaging.

I. INTRODUCTION

NTEGRATED circuits (ICs) are the root of the trust in com-
puting systems. However, today this trust can be broken.
The large demands for IC chips has led to the globalization
of the IC chip supply chain. Over the past two decades, IC
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design and manufacturing has become increasingly distributed
across the world [1]. The standard IC chip production process
consists of specification, design, fabrication, testing, and pack-
aging phases [2]-[4]. Many U.S. companies still design their
IC chips within U.S. However, given that overseas manufac-
turing can support a broad spectrum of technology nodes at a
significantly lower cost, these IC companies prefer to fabricate
their chips overseas.

Highly fragmented and distributed production brings effi-
ciency and productivity to IC design and fabrication [5].
However, during the different phases of IC chip production,
the IC chips face threats from hardware Trojans (HTs) [1],
[4], [6]-[8], IP privacy [9], IC chip overbuilding [10], reverse
engineering (RE) [11]-[16], side-channel analysis [17]-[19],
[19]-[21], and IC counterfeiting [22]. HTs are malicious
modifications or insertions of unwanted circuitry into the
chip designs to sabotage the functionality or leak secret
information. IP privacy violation discloses the intellectual
properties of IC designs and causes economic damages to the
IC company. Foundries can overbuild ICs and sell them to
make illegal profits. Reverse engineering recovers designs of
the chips to steal intellectual property. Side channel analy-
sis focuses on using physical properties other than electrical
signals on the chip to extract secret information from physi-
cal devices. IC counterfeiting refers to fabricating unqualified
products but labeling them as products from other companies,
which causes indirect loss to the companies that originally
designed the chip. Given the pervasive use of the IC chips in
consumer and industrial domains, it is mandatory to ensure
that the security of these chips has not been compromised.

Among all the threats mentioned above, HT attacks are the
worst attack among the above-mentioned threats. HTs can con-
trol, modify, disable or monitor the IC chips [22] in order to
achieve information leakage, system compromise, and failure.
Common HT insertion approaches are embedding the mali-
cious IP cores, design modifications, and layout modifications
during the fabrication phase [22]. We can detect the first two
HT insertion approaches with functional verifications during
the IC chip design process. In the third type of HT inser-
tion, the attackers can reverse engineer the physical layout
and modify the design during manufacturing. These HTs can
be optimized to minimize the impact on timing and power
of the extracted layout, and also they are extremely hard to
detect. Besides, the attacker can design the HT trigger driven
by leakage current [23], which can never been triggered dur-
ing the post-silicon functional testing. Unless manufacturing
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is closely monitored, the IC design company needs to use
expensive RE techniques like delayering the chip, SEM imag-
ing, etc. to check for HTs. Hence, there is a pressing need
for a new detection method, which can detect and locate
HTs inserted during fabrication in a fast, accurate, and robust
manner [24].

We propose a novel backside imaging method that can
rapidly and accurately detect HTs inserted during the fabrica-
tion stage. We propose to use the optical responses from post-
fabricated ICs, and compare the results to the responses from
finite difference time domain (FDTD) simulations performed
pretapeout on the chip. We can detect any compromises to
the chip by identifying differences between the generated
responses and the measured results. The contributions of this
article are as follows.

1) Backside Imaging Using Near-IR Light: We propose

a new approach to generate a backside image of an
IC chip, which we call the “golden reference,” using
the detailed physical layout of the IC chip and FDTD
simulations of individual standard cells. We compose
the reference responses by mapping individual gate
FDTD responses to the locations of standard cells and
interpolate the response image to form the final result.

2) Noise-Based Detection Method: We implement a noise-
based detection method that compares the imaged
data and golden reference, which is improved from
our correlation-based detection method The noise-based
detection exhibits robustness against the additive white
Gaussian noise (AWGN), and yields a higher detec-
tion rate compared to correlation-based detection method
under the same SNR ratios.

3) Engineering High Reflectance Fill Cells: We engineer
fill cells as the highest reflectance cells and strategi-
cally insert them before placing the functional cells of
the digital designs to increase the contrast of imaging
responses. We demonstrate that the insertion of extra fill
cells improves the HT detection accuracy against noise.

4) Evaluations Using Various Hardware Blocks: We show
the effectiveness of our approach through a variety of
testbenches. We use standard Cadence tool flows and
Nangate 45 nm technology to synthesize and place &
route circuits from academic benchmarks. The area of
inserted HT varies from 0.1% to 12% of the IC chip
sizes. We use our method to detect the HTs in these test-
benches under different signal to noise ratios. We also
performed sensitivity analysis on the effects of process
variations, the resolutions in imaging, and the detection
window frame sizes.

II. THREAT MODEL

We assume that the attacker can modify, shift or replace
the fill cells in order to accommodate the malicious hardware
blocks in the victim’s design. The attacker can get access to the
GDSII files used for fabrication, but cannot change the RTL,
gate-level designs or any designs before the victim generates
the GDSII files. We trust the IP blocks in the designs from
any third party to be HT free.
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Fig. 1. Backside imaging of IC chips.

III. BACKSIDE IMAGING OF IC CHIPS

We propose a dramatically different approach to detect HTs
inserted in IC chips during the fabrication phase. Metal in IC
chips is strongly reflective to near-infrared (IR) light, while
silicon is transparent to light at those wavelengths. Backside
optical imaging of the fabricated chip enables us to extract the
full standard cell layout of the chip with the watermarks, which
in turn can be validated to detect any modifications to the IC
layout (see Fig. 1). In addition to the original metal lines of
standard cells, we also embed a maximal amount of metal in
the M1 layer within the limit of the cell design specification
in the fill cells to increase the total reflectance of the design.
This strong reflected pattern forms the unique signature of chip
design.

Our optical measurements are highly modular and indepen-
dent of the multitude of connections in the full IC chip. In
addition, the physical principles behind the implementation
of our watermarking scheme are also highly distinct from
previous approaches. Although, like the first PUF [25], it
is an optical method that utilizes embedded scatterers, their
intended design and functionality are fundamentally different.
The scattering in [25] was explicitly designed to be random
and impossible to predict and replicate. In contrast, determin-
ism is essential to the functionality of our approach. We embed
the watermark during the design phase and we can deter-
mine the optical response before fabrication. Our designed
signatures can only be imaged within our analytical spectrum.

A. Optical Imaging Method

As the opaque metal layers prohibit front side imaging,
backside imaging of integrated circuits is a well-established
technique for failure analysis [26]-[28]. Bright-field images
at near-IR wavelengths (e.g., A ~ 1 — 2um) can be used
for passive measurements for fault detection and localization,
such as for inspecting the fidelity of the metal wires [29]. In
addition to passive measurements, the active functionality of
the circuit can also be probed via techniques such as thermal
imaging [26], which records power dissipation via heat gen-
eration or laser-voltage imaging (LVI) [27], which records the
switching response of the transistors.

As ICs shrink in size, a key challenge in these imaging tech-
niques is to obtain sufficient spatial resolution to resolve each
individual structure in each gate. The diffraction limit imposes
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a fundamental restriction on the maximum spatial frequency
that can be imaged using conventional optical systems which
limits the resolution. The resolution of an optical system can
be determined by the size of the impulse response of the
system which takes the form of an Airy function [30]

11Q27p) T
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where p = NAr/(MA) is the image space coordinate. The size
of the impulse response is

(D

A
Ax = 0.61—. 2
NA

Here, X is the wavelength of the light in free space and
NA is the numerical aperture (NA = nsinf) of the system,
where n is the refractive index of the material in which the
light propagates. J; is bessel function of the first kind.

Due to their high NA capability (~3.4), complex solid
immersion lenses provide a high resolution for fault analy-
sis of integrated circuits [28]. In this article, we can eliminate
the need for the high resolution and can rapidly and accu-
rately detect malicious tampering and the presence of an HT
at relatively low NAs (~0.8).

Our approach is based on the fact that for low NAs in
the near-IR region, we can achieve impulse response func-
tions with widths on the order of the gate size in 45 nm or
lower technology nodes [see (2)]. NAs of 0.14, 0.42, and 0.5
correspond to spot sizes of approximately 4.6 um, 1.5 um,
and 1.3 um, respectively, at A = 1.064 pum. These corre-
spond to common near-IR commercial objectives capable of
imaging over 0.1-1 mm fields of view (several thousand to
half a million gates simultaneously). An image collected in
this manner (i.e., at low NA, without a solid immersion lens)
would, rather than resolve the detailed substructure of indi-
vidual gate, produce a slowly varying image that tracks the
average reflectance of each gate over its area. Although the
individual gates are comprised of unique layouts of metal lines,
Fig. 2 shows that with both 15 nm and 45 nm technology, the
responses of three different gates have distinctive signatures
across the spectrum. Fig. 2 shows that fill cells that are engi-
neered to contain maximum amount of metal, while meeting
the metal density design rule constraints, achieve distinguish-
ably stronger response compared to common functional cells.
We can leverage these stronger responses to strengthen the
contrast of the response images in order to achieve higher HT
detection rates.

Therefore, backside imaging of IC chips can result in clear
patterns depending on the standard cell layout. These patterns
can serve as a robust, easily record-able optical watermark
of IC chip. Any modifications through movement of cells or
insertion of unwanted cells will result in a change in the water-
mark that can be measured with high fidelity. Imaging large
fields of views provides the potential to perform these mea-
surements on a large number of gates simultaneously. It also
has the added benefit of considerably simplifying the required
optical setup in comparison with commercial failure analy-
sis tools. Our approach is a simple, rapid test to check for
tampering of the IC chip at the fabrication stage, and it utilizes
off-the-shelf tools to embed our engineered signature.
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Fig. 2. (a) Reflectance spectrum of functional gates and fill cells designed

in 45 nm technology (computed via FDTD simulations). The response is
computed for both X and Y polarizations of the illuminating field (solid and
dashed lines, respectively). For X polarization, the incident electric field is
polarized along the VDD and VSS rails. For Y polarization, the polarization
is perpendicular. (b) Reflectance spectrum of functional gates and fill cells
designed using 15 nm technology. Fill cells still show much higher reflectance
compared to functional cells.

B. Technology Scalability

While we demonstrate our approach at the 45-nm technol-
ogy node level, we expect it to scale well to newer technology
nodes because our technique does not require high resolution
imaging. We can estimate the efficacy of our proposed tech-
nique as gate sizes are reduced by considering the size of the
impulse response of our optical system as described by (2).
The gate size-reduction directly affects our ability to detect
a shift in the position or a change in the magnitude of the
responses, and therefore the performance of our technique. In
the older technologies, such as 90 nm or 130 nm, our imaging
results have a more pronounced difference between different
gates compared to smaller technology nodes. Given that the
reflectance from each gate is proportional to the amount of
metal inside of the gate, our methodology can detect the HTs
with higher fidelity as the older technology nodes will have
larger metal content in each gate.

We can show that the reflectance difference between dif-
ferent gates in optical imaging can be clearly distinguished.
Case in point, in a 45-nm technology node [see Fig. 2(a)],
the reflectance difference between AND gate and OR gate
can be as much as 0.15 (with the wavelength of 1.3 pm).
Replacement of AND gate with an OR gate results in 50%
change in reflectance variation. In contrast to the AND gate
and OR gate, the reflectance of fill cells is as high as 90%.
A similar distinguishable difference between various gates is
obscured in a 15-nm technology node [see Fig. 2(b)]. The
gates in the 15-nm technology node have smaller sizes, and
also the reflectance of all the gate is weaker compared to
gates in the 45-nm technology node. However, the reflectance
ratio between AND gate and OR gate still remains the same
as that in the 45-nm technology node. At the same time,
reflectance of fill cells is as high as 87%. By comparing the rel-
ative reflectance, we can detect the changes in the gate type.
Moreover, in our method, the uniqueness of the image of a
design is determined using the responses from both the indi-
vidual gates and the neighbors. The pixel size of our optical
imaging method is 0.1 um? while the smallest gate size of
45 nm technology node is 0.4 x1 um?. As a result, each
gate has multiple sampling points for the HT detection. In our
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case, the minimum gate size of 45 nm technology is 0.26 um?,
which can contain as much as 30 data points. Even with 15-nm
technology, each gate can still have up to ~ 15 data points.

By applying interpolations on sampled points, our technique
also scales well in modeling areas much larger than single
gate. This enables measurements over a large field of view
and therefore a large number of gates can be simultaneously
imaged. Considering an IC with ~ 1B transistors, an aver-
age of four transistors per gate corresponds to approximately
250 M gates. Our method is a significant improvement over
the high NA imaging methods, where the sample is typically
scanned with a scan size of 10-100 nm as opposed to 400 nm
that we consider in this article. Compared to other equally
accurate methods, such as SEM scanning of ICs, our method
does not require any delayering of the chip that can take sev-
eral days. So our method is several times faster. As part of the
follow-up work, we are developing novel imaging techniques
to reduce the imaging time down to minutes. The time for
the model generation, data processing, and results evaluations
takes a few minutes.

C. Optical Simulation Methodology

The FDTD method is widely used in modeling different
microscopes, and it has been shown to work both analyti-
cally and experimentally [31], [32]. FDTD computation for
one gate area requires roughly half an hour computation time.
The computation time grows exponentially with area, i.e., a
larger gate with area of 5-6 times of single gate takes 1-2 days
to finish. Simulating the response for the whole layout of a
typical 3-4 cm? IC chip is computationally infeasible. Thus,
in this article, we simulate each individual gate to construct a
library of responses from near-IR excitement. The constructed
response library determines the response of a given layout
through simulations. Our method does not require the need
for in-field measurements of golden reference.

In the previous work, we considered the FDTD simulations
for each gate with periodic boundary conditions by simu-
lating illumination on infinite tiling of the same gate [33].
With these boundary conditions, we simulated the response
of each gate separately and obtained their optical response by
calculating the reflected power of each gate, normalized by
the source power. Since the size of the impulse response is
on the order of the size of the gates, the normalized power
was then convolved with the impulse response of the optical
system to simulate the image of a chip. The periodic boundary
conditions allowed us to obtain the optical response at each
wavelength simultaneously, at a reduced computation time. We
considered only the six basic gate types (AND, OR, NAND,
NOR, XOR, XNOR) in the evaluation of our optical watermark-
ing technique. In this article, we consider the complete gate
library, which includes gates that are larger than the impulse
response. We extract the internal metal structures and contacts
from back-end GDS files and rectilinearly decompose polygon
structures into rectangular structures for FDTD calculations.
In order to calculate the optical response of those gates, we
develop a rigorous simulation method for gates whose sizes
are larger than the illumination spots. For this purpose, instead
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of using plane-wave illumination with the same gate as the
boundaries, we use other gates as boundaries of the illumi-
nated gate and use a focused beam with a predetermined NA
and perfectly matched layer (absorbing) boundary conditions.
The optical response of each gate is obtained by normalizing
the power of the reflected light confined within the prede-
termined NA by the source power. In addition, since we are
using a focused light illumination, the focused spot needs to
be scanned at multiple locations as opposed to the case with
plane-wave illumination. Selecting the scan size to be the same
as the size of the impulse response allows us to obtain all
information within a gate, while ensuring a rapid acquisition
time.

We considered the inclusion of active regions and polysili-
con transistor gate layers in our FDTD simulations. In modern
CMOS process, the polysilicon and diffusion layers are met-
alized through a silicide process. However, these metalized
layers are 5-10 nm thick, and therefore their contributions
toward reflection is negligible. Thus, we did not include those
layers in our simulations. As some of the gates are larger than
the size of the impulse response, the focused spot is scanned
starting from the center of the gate and then moving to the
sides with the specified step size until the majority (more than
50%) of the illuminated area does not overlap with the gate.
Note that given a layout, placing the responses from the con-
structed library for each gate at its location in the layout results
in a set of response values on a irregular grid. Since the experi-
mental measurements are on a regular grid with predetermined
scan sizes, we interpolate the simulated data to a regular grid
using bi-cubic interpolation [34]. To construct the overall lay-
out on a regular grid, we set the horizontal step equal to the
size of the impulse response, and the vertical step equal to the
height of the gates.

IV. HT DETECTION PROCESS

In this section, we use the AES-T100 circuit from Trust-
HUB [35] to explain our proposed method of HT Detection
using near-IR imaging. To detect the HT in the example
circuitry, we need to: 1) generate golden reference from simu-
lations (see Section IV-A) and 2) cross-compare the measured
response and the golden reference to detect HTs in the chip
(see Section IV-B). We present the results in Section IV-C.

A. Methodology to Generate Golden Reference

To generate the golden reference, we synthesize, floor plan
and place&route a digital block, using Cadence RC and
Encounter tools. From the final fabrication-ready Geometrical
database for information exchange (GDSII) file, we extract
the locations and orientations of each gate and export the
geometric information of the gates to a design exchange for-
mat (DEF) file. We simulate the near-IR response of each
gate in the standard cell library and create a collection of
gate responses. According to the geometric information of the
design, we map the FDTD calculated responses of individual
gates into the locations and orientations of the correspond-
ing gates. The mapping of the optical responses generates the
optical response from the original design file in Fig. 3(a) of
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Fig. 3. (a) Physical layout of a 10 um x 10 pum region of the AES-T100
hardware block. (b) Backside image (reflectance value) of the 10 um x 10 um
region. The fill cells have the highest reflectance (red areas).

Fig. 4. (a) Backside image (reflectance value) of the 10 um x 10 um
region where the fill cells are replaced with functional gates that constitute
the HTs. (b) Backside image (reflectance value) of the 10 um x 10 um region
where the bottom 3 rows are shifted by 5 um to the left to make room for
cells that constitute the HT. (c) Backside image (reflectance value) of the
10 um x 10 um region where the functional cells are replaced by a different
set of functional cells that constitute the HT.

the AES-T100 circuitry. To form the image in Fig. 3(b), we
convolve the reflectance map of the AES-T100 circuit with an
impulse response from near-IR imaging.

In our attack model, an attacker needs to replace, remove,
or shift fill cells to make room for HTs [25]. Any replace-
ments or shift will result in a different optical image compared
to the one we generated from the original design, because
fill cells are significantly different from functional cells. The
stark difference between the fill cells and other cells forms
the signatures of the design. The response from the fill cells
also increase the qualities of the neighboring cell responses.
Convolved with the fill cell responses, the overall response of
these neighboring cells will change if any of these fill cells are
replaced with other functional cells. We applied these proper-
ties of our engineered fill cells to increase our HT detection
rates.

Fig. 4(a) and(b) shows the optical response image when an
attacker replaces or shifts fill cells, respectively. The optical
response image is different compared to the optical response
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Fig. 5. Monte-Carlo simulation results of detection error rate against detec-
tion threshold. The optimized detection threshold should be 0.65 for an SNR
of 10.

image of the design without HTs in Fig. 3(b). Any modifi-
cations or shifts of these fill cells (red areas in Fig. 4) are
more prominently observed in the near-IR image than any
modification/shifts of the nonengineered gates (blue and green
areas in Fig. 4). Fig. 4(c) shows an example of replacing func-
tional cells with functional cells of HTs. The responses from
engineered fill cells significantly increase the contrast of the
overall image. Although the modifications in Fig. 4(c) are not
observable by comparing the responses, we can compute the
differences between measured results and the golden reference
using signal processing techniques to identify the HT inserted
ICs from nontampered ICs.

B. Correlation Method

To reliably and accurately detect HTs in large systems
requires an automation of the comparison between golden ref-
erence and measured results. In our previous work [33], we
use 2-D-correlation coefficients as the threshold metric for the
HT detection.

In image processing, the correlation coefficient describes
the similarity between two images. Here, we use the corre-
lation coefficient to compute the differences between images.
If the correlation coefficient is higher than the threshold, we
consider that the circuitry has enough similarity with the orig-
inal design. If the correlation coefficient is lower than the
threshold, we consider that the circuitry is different from the
original design, which is tampered by HTs. We describe our
2-D correlation metric
cov(My, My)

OMxOMy
where cov is the co-variance of the two matrices M,&M, and
o is the standard deviation. Here, we use My to denote the
near-IR imaged matrix and My to represent the imaged matrix
with noise.

In our previous work [33], in order to minimize false pos-
itives and false negatives in HT detection, we predetermined
the threshold for the correlation value between the measured
results and golden reference based on the Monte-Carlo simula-
tions of AES-T100 circuit (AES with HTs from [35] in Fig. 5).
Our simulations showed that given any HTs and the IC design,
we can optimize our detection threshold at an SNR of 10 to
maximize our detection rate. We minimized the false posi-
tives and false negatives and achieved 100% detection rates in

3)

PMxMy =
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TABLE I
AREA OVERHEAD OF ALL THE TESTBENCHES USED IN THIS ARTICLE (IN umz)

Testbench  Area without Trojan Trojan Area Testbench ~ Area without Trojan Trojan Area
Trojans Area  Percentage (%) Trojans Area  Percentage (%)
[pm?] [um?] [m?] [pm?]
c1355 266 4.522 1.7 PIC400 2969.9 292.1 9.83
c1908 251.6 0.798 0.317 AES100 2741717.6 253.2 0.0923
c2670 333 0.798 0.240 AES200 2741717.6 169.5 0.0618
c499 257 4.522 1.760 AES700 322705 297.4 0.0922
c880a 197.6 0.798 0.403 AES900 318359 267.3 0.0840
PIC100 4215.0 351 8.33 AES1000 274177.6 251.1 0.0915
PIC200 4215.0 89.6 2.13 AES1200 323348 450.3 0.1392
PIC300 4215.0 253.2 6.01 AES1700 320670 1388.3 0.4329
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Fig. 6. (a) False-negative error rates versus SNR of c1908 and c499 test-
benches from [36], and (b) AES-T1000, AES-T1200, and AES-T1700 circuits
from [35] using correlation comparison method. (c) Summary of various test-
benches from both [36] and [35]. We use colors in the legend to denote the
error rates at SNR from 1073 to 107! belonging to the corresponding range.

the given condition. In real-life, we can calibrate our optical
responses to optimal noise levels, and optimize our threshold
with the corresponding noise level to increase the detection
rates. Our simulations were limited under all these conditions.

C. Results

We used testbenches from Trust-HUB [35] and [36] to eval-
uate our proposed approach. Using 45 nm Nangate library,
we generated the GDS files for testbenches. The area of all
testbenches is listed in Table I. Fig. 6(a) and (b) shows the
error rates versus SNR for the testbenches from [36] and [35],
respectively. The sizes of the HTs range from 0.06% to 9.83%
of the total area in the testbenches. Fig. 6(c) presents the eval-
uations of our method using all the testbenches. Each dot in
the Fig. 6(c) represents the error rate analysis of SNR varying
from 1078 to 10!, If all error rates in this SNR spectrum fall
within the error rate range, we use the corresponding color
dot to represent it. For example, all the false-negative rates

of ¢880a testbench are 0% in the SNR ranging from 1078
to 107!, We use a blue dot to denote it in the table. We
use three other types of color dots to represent if all error
rates are in 0 ~ 1%, 1 ~ 3%, and > 3%, respectively. From
this we can see that our correlation detection method presents
higher detection rates in ¢c880a and c1355 compared to other
benchmarks. Our method has lower detection rates in PIC test-
benches because in our method the threshold is optimized for
designs where the area occupied by the HTs is less than 2%.
These observations show that the correlation method requires
predetermined HT sizes to achieve high detection rates.

V. NOISE-BASED DETECTION METHOD

In Section IV-B, we presented the correlation coefficient as
the metric for HT detection. Correlation enables a quantitative,
straight forward comparison between the reference and the
imaged data. However, it suffers from two major drawbacks.
First, there is no prior knowledge of the HT before perform-
ing the detection in most of the detection environments. A
tester can only achieve high HT detection rate with given
experimental conditions, including the HT sizes and SNR val-
ues, if and only if the testing process has this information,
and the tester can optimize the HT detection threshold for
further computation. A tester can estimate the noise level of
the optical responses. However, the sizes of the HTs are still
unknown in most cases. In practice, the limitations on the
choosing the threshold hinder the flexibility and applicabil-
ity of this approach. Second, in correlation-based detection
method, we average out all our extracted information of the
response from the ICs to one metric for comparison. Using
averaged information limits our capabilities of differentiating
details between the colored maps. One metric is suitable in
concluding the overall image; yet it is not ideal for comparing
minor differences between two images. In our case, we need
to identify the individual gates in the layout. In the correlation
method, the information that we gleaned from data sampling
only contains means and variations of the overall results (the
imaged matrix). To improve the detection method, we must
extract the information to compare between the imaged results
as much as possible. Hence, we propose a noise-based detec-
tion method to enhance robustness of our method. Noise-based
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(a) Part of reflectance layout in testbench c1355. We use single gate FDTD results of the optical responses to represent every pixel in the gate

location. (b) Cubic interpolated results from (a) as the reference of nontampered circuit, which we denote using My. (c) AWGN with a variance of 0.01 with
the same area. (d) The tampered circuit example, in which we replace one NAND gate with an AND gate. We use the measure response, My, subtracted by

the golden reference, My, to get the image in (d).

detection evaluates the fitness of the noise introduced to the
response image in our predetermined model. Different noise
models require corresponding modeling of the noise in the
detection method. We assume that the measurement noise is
AWGN [37], [38] as a typical example to demonstrate the
effectiveness of applying noise-based detection. The discus-
sion of modeling of other noise sources is beyond the scope
of this article.

A. Methodology Explanation

To explain our use of the noise-based detection method, we
use an example of replacing one NAND gate with an AND gate
in the c1355 testbench.! In Fig. 7, the four figures represent
four numerical representations of the noise-based detection
method. After we extract geometric information of the gates
from the GDSII files, we map the results from the FDTD sim-
ulation of each individual gate to the corresponding location
and orientation. We assign values from the FDTD simulation
to each pixel in each gate [Fig. 7(a)]. As we discussed in
Section III, we interpolate the image in Fig. 7(a) with the bi-
cubic function, and populate the images as shown in Fig. 7(a).
We represent the post interpolated results with My, shown in
Fig. 7(b). My matrix is the golden reference. We use My to
denote the response image with noise. In our assumption, the
noise is additive to the reference, therefore,

Mgr =My — My “4)

where My is noise. If Mp follows the AWGN [Fig. 7(c)],
we consider that the imaged circuit is not tampered, because
the difference between the golden reference and measured
response consists of noise only. If Mg is not AWGN, then
the measured matrix may have other components in its mean
or variance which can indicate an HT. Fig. 7(d) presents the
imaged figure after the subtraction from the golden reference.
By comparing Fig. 7(c) and (d), we can see the difference
in the top left corner, which indicates an HT. Thus, we test
the matrix Mg to see whether it has a mean of zero and
follows Gaussian Distribution to detect HTs in the designs.
We determine both false positive and false negative tests of

IThe example shown here is NAND gate replaced with AND gate. Other
gates, such as AND gate replaced with OR gate would show similar results.
We do not show other cases here due to space constraints.

gathered data with different resolutions. We use D’Agostino’s
X-squared test to identify the shape of the expected probabil-
ity density function (PDF). D’Agostino’s X-squared test is a
metric to evaluate how well a statistic set of data fits Gaussian
distribution’s PDF. D’Agostino’s X-squared test utilizes a sug-
gested p-value to evaluate the skewness of a data set compared
to Gaussian distribution, which is independent from the mean
or variance of the data set. In experimental tests here, we use
0.05% as the p-value threshold as it is commonly adopted
in estimation of Gaussian distributions. This p-value is inde-
pendent from all the testbenches or even any HTs. In this
article, we used the p-value in testing Gaussian distribution of
the noise matrix Mg. Our method is still applicable for other
noise models, given that the other testing methods exist for the
other noise models. Compared to the correlation-based detec-
tion method, the misalignment between the measured results
and the golden reference can impact the quality of the detec-
tion system. To ensure the alignment of the system, we can
preplace markers in the ICs to align the measured results and
the golden reference.

Most side channel-based HT detection techniques consist
of two parts: 1) data gathering and 2) data analysis. In the
first part, under a given excitation on the side channel, both a
benign chip and a malicious chip will respond to inputs based
on their physical properties. For example, when using thermal
imaging [39] in HT detection, the thermal map is the physical
property of a chip under test. The physical excitements are the
input electrical signals of the chip, and the output response
is the IR image of the chip. Our proposed technique utilizes
near-IR illumination as the physical property, near-IR laser
signals as excitement, and near-IR images as responses. In the
second part, by comparing the simulated results to backside
image of DUT image, changes due to HTs can be detected.
Here, our proposed noise-based comparison method does not
require any prior assumptions about the HTs before testing and
is independent from any statistical information from any data
gathering method. Therefore, a noise-based detection method
can also be a generalized method that can be applied in all
kinds of data analysis in HT side-channel detection.

B. Results

We use the noise-based detection method for data analysis.
We use false positive and false-negative rates versus SNRs
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Fig. 8. False-negative error rates versus SNR of (a) two testbenches from [36]
using noise detection method and (b) three testbenches from [35] using
noise detection method. (c) Summary of various testbenches from both [36]
and [35]. We use colors in the legend to denote the error rates at SNR from
1078 t0 0.1 belonging to the corresponding range.

to evaluate the performance of our proposed noise-based HT
detection method. We use small circuits from [36], PIC circuits
and AES large circuits from [35] in our simulations. In the
small circuits from [36], we have different designs for each
HT testbench. In PIC and AES circuits from [35], we have
two basic designs, AES and PIC, with different HTs in each
testbench.

Similar to the correlation method, for each test case, we syn-
thesize, floor-plan and place&route each circuit with Nangate
45 nm technology using Cadence RC and Encounter tool flow
to generate GDSII files. We generate and use those files along
with DEF files, with both location and orientation information
of each gate, to generate the optical response data. We interpo-
late the reflective response image to generate reference image
for later comparisons. Depending on the resolution used for
the experiments, we adjust the image interpolation density.

We then use interpolated data in the noise-based detection
method to determine whether the circuit has an HT or not. For
a given circuit, we divide the imaged matrices into batches of
smaller areas in the layouts. Each batch has the same area and
represents the reflectance data from a certain area of the image.
We denote an area as detection window frame. If we detect
HTs in one of the window frames, we state that the batch
fails the test. Considering that the simulation time for area of
1 mm? is on the order of weeks, we choose a window frame
with the size of 10 um x 10 um for small test benches, and
250 pum x 250 pum for large testbenches. In Section VI-B, we
analyze the impact of the window frame sizes on the detection
rates.

Fig. 8(a) shows false positive and false-negative rates for
¢499 and c1908, two testbenches from [36], at SNR from 10~8
to 108. Since triggers in these testbenches are designed for
low probability triggering rates, they are nearly impossible to
detect using functional testing [36]. The area of HT payload
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circuits is much larger than the areas of the HT triggers. In this
article, we illustrate the sensitivity of our HT detection by only
detecting the HT triggers instead of the HT payload, because
the triggers are much harder to be detected. Fig. 8(b) shows the
results of evaluation of the AES testbenches from the Trusthub
website using noise detection method. From Fig. 8(a) and (b),
we can see that in ¢1908, c499 from [36] and AES-T1000,
AES-T1200, AES-T1700 from [35], error rates drop to zero
with SNR starting from 10! in the false-negative error rates.
The testbenches in Fig. 8(c) are AES encryption engines
with HTs, and PIC testbenches are HT tampered PIC16 x 64
circuit. In the AES testbenches, we apply a window frame of
250 um x 250 pum in the simulation setup. Fig. 8(c), similar to
Fig. 6(c), summarizes all the testbenches used in this evalua-
tion. Each dot in the Fig. 8(c) represents the error rate analysis
of SNR varying from 1078 to 10~!. If all error rates in this
SNR spectrum fall into the error rate range, we use correspond-
ing color dot to represent it. As we can see from Fig. 8(c), most
of the false positive and false-negative results from various
testbenches have low error rates in our HT detection method.

VI. OPTIMIZATIONS OF HT DETECTION

To analyze the robustness and applicability of our approach,
we consider the impact of process variations (Section VI-A),
imaging resolutions and window frame sizes (Section VI-B),
and fill cell pattern insertions (Section VI-C) on our proposed
method. Process variations have become the major concern
for all HT side-channel detection methods. The attacker can
design the HTs with smaller power and area overhead than the
ones caused by the process variations. The detection method
must overcome the impact of process variations, and robustly
identify the HTs with fidelity. In our data analysis method,
the detection window frame size determines the number of
D’Agostino’s X-squared tests in one chip test and the reso-
lution of sampled data decides the quantity of sampling data
in single test. Both factors affect the detection rate; therefore,
we evaluate the impacts of both factors on the detection rates
in the Monte-Carlo simulations. In addition to engineering fill
cells to increase the detection rates, we propose to strategi-
cally place the fill cells in the design in order to improve our
method.

A. Process Variation

In order to analyze the impact of process variations on the
near-IR reflectance, we model the process variations on the
functional cells by stretching or shrinking the metal structures
in the horizontal or vertical direction.> We model the process
variation of metal in this form, because this form of process
variations has the most impact on our results. The stretch-
ing or shrinking of the structures in metal layers can directly
change the optical reflectance responses, while the structures
in other layers have orders of magnitude lower responses. The
process variations in the dopant or the polysilicon have mini-
mum impact on our results (less than 1% [33]). Other process

2We would like to note that our methodology is not affected by voltage and
temperature variations and hence we do not consider those process variations
in our analysis.
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Fig. 9. (a) Process variation free XOR2_X1 gate. (b) XOR2_X1 with 10%

process variation in the X dimension. Here, all the metal structures inside of
the gate have been compressed by 10% in the X dimension to model process
variations.

variations models such as the irregular shapes on the edges of
the metal structures have significantly lower impact.

In Fig. 9, we show the XOR2_X1 as an example gate to
explain our methodology of modeling the process variations
in Nangate 45 nm technology. We apply 10% shrink in the
horizontal dimension, except the power rails. We then per-
form FDTD analysis on the modified layouts to analyze the
response changes after the process variations. In Fig. 9, we
show the examples of 2_X1 cell with no process variation
and with £10% in the horizontal dimension for the M1 metal
layer and M1 contacts. In this modeling, we only consider
the effects of the process variations on the inner structures of
M1 and contacts, since the all the optical responses are from
the inner structures We simulate the responses of eight kinds
of basic cells with/without process variations on the spectrum
from 1 um to 3 um on X and Y polarizations. Our analyses
(see Section VI-D) show that the determinism of gate response
does not change due to process variations, which means that
the difference in optical response caused by process variations
is smaller than the difference between two different gates. In
order to minimize the impact of process variations, we choose
the wavelength and polarization that is the least affected by
process variations (1.2 um and Y polarization in our case)
for our evaluation of the noised-based detection method in
Section VI-D.

B. Resolution and Window Size

In noise-based data analysis, resolution determines the quan-
tity of data and the detection window size decides the number
of individual D’Agostino’s X-squared tests in HT detection
of one chip. Intuitively, higher resolution imaging can bet-
ter differentiate the details of the designs. Yet the physical
property of the side channel in data gathering constrains the
resolution of imaged results. In order to quantitatively analyze
impacts of resolution on detection rates, we use the down-
sampled near-IR imaging matrices to conduct comparisons
between different resolutions, as we do not have the data
from other side-channel techniques. In near-IR imaging, we
use 0.1 wm as the resolution for interpolation. Here, we apply

Height = 1.4um
4X Width = Width = 0.19um

1X Width

TIHI1
1111

!II

Fig. 10. Fill cell pattern that we inserted before place&route of the design.
We put this array of fill cells to secure regions from shifts or replacements
of fill cells and replacement of functional cells with other set of functional
cells.

1X Heig

1X Height

1.14um

1.4um

0.2 um and 0.4 pum as interpolation resolutions in simula-
tions to evaluate imaging techniques with lower resolutions.
These resolution comparisons show that the decisive factor in
side-channel HT detection is resolution.

In Section V, for a given testbench, we divide the imaged
matrices into batches of the detection window frames, with
the same sizes. If we detect HTs in one of the window frames
from the tested circuitry, we assume that all the batches fail
the test. In this way, we utilize much more data than one value
for evaluation. Since our test is based on the distribution of
the noise, if one window frame covers a smaller area, the data
set of white noise is more likely to fail the noise-based test. If
one window frame covers much larger area, the HTs might not
be detected since the noise will average out the small modifi-
cations in the data set. Further investigations in Section VI-D
explain the optimal sizes on the choices of detection window
sizes.

C. Pattern Insertion

To further improve the detection rates, we propose to
strategically place fill cells into the floor plan before the
place&route step. We engineer the fill cells to have higher
reflectance than other cells. Compared to other cells, which
have reflectance around 50%, engineered fill cells have
reflectance of almost 100%. As we discussed in the Section IV,
HTs often replace fill cells with functional cells, or move fill
cells to make room for inserting malicious functional cells. The
fill cells have the highest optical responses in backside imaging
compared to other gates. Hence, any changes to these pre-
placed fill cells can be easily identified. In the case when HT's
replace functional cells with other set of functional cells, the
preplaced fill cells contribute to improvements of the detection
rates. The reflectance of a cell is not only determined by its
own reflectance but also the reflectance of neighboring gates.

In designing the pattern, we ensure the engineered fill
cells can cover as much neighboring area as possible. In our
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Reflectance under +10% variation in dimensions of metall structures through near-IR laser of wavelength from 1 pm to 3 um. X polarization

laser reflectance is on the left and Y polarization laser reflectance is on the right. The thick red line represents the process variation free reflectance of a cell.

The other lines are the reflectance with process variation.

benchmarks, the preplaced fill cells do not increase the overall
area of the design, since there are extra spaces in the original
design for fill cells. In general, we need to design the pat-
tern of the preplaced fill cells such that we use the minimum
amount of cells to cover the entire chip. We experimented
using multiple designs with different sizes of fill cells and dif-
ferent distances between cells. The optimal solution without
increasing the area of the design, which yielded highest detec-
tion rates among various SNR, gave the pattern in Fig. 10. We
present the sensitivity analysis results of the inserted patterns
in Section VI-D.

D. Results

1) Process Variations: As discussed in Section VI, process
variations can be minimized by choosing the wavelength of
the optical source that is most resistant to process variations.
We simulate the responses of eight different standard cells
with/without process variations on the spectrum ranging from
1 um to 3 um on X and Y polarizations (Fig. 11). In Fig. 11,
the thick red line represents the reflectance of functional cells
that are free of process variation. The other lines represent
the reflectance with process variations. At the wavelength of
1.2 pum, the changes to the reflectance for cell is less than +5%

Authorized licensed use limited to: BOSTON UNIVERSITY. Downloaded on January 03,2021 at 20:23:35 UTC from IEEE Xplore. Restrictions apply.



34

=3

5
i

1 c499-neg-20
= ® c1908-neg-20
= 1 c880a-neg-20

111 c499-neg-20
== c1908-neg-20
= 1 c880a-neg-20

]

o
©

o
)

'
R TLLLLL L

=3
o
s mmmmEw

o
=

FPTTT LLLLL L AL

False Negative Error Rate
False Negative Error Rate

2[5 : 02|52
0'90'-1(-)'6 10% 102 10° 10 10 10° 108 0'?'-156 10% 102 10° 10% 10* 10° 10%
Signal to Noise Ratio Signal to Noise Ratio
(a) (b)
el 0% 0~1% 1~3% mm >3%
gje o0 o0 e o o e o000
o
-8 e o 00 o0
o}
g e ° ° ° oo 000
C?]G
8 e 6 6 0 ©
o,
g e oo oo 0000
%c:
§ oo 0 o0
57 9”70 N D7D A0 K DT DT O 40 N oD
FFETFFRFTFITIP TS
0.1 0.2 0.4
(©

Fig. 12. False-negative rates versus SNR of three testbenches from [35] (a)
with an imaging resolution of 0.1 um and (b) with an imaging resolution of
0.2 um using noise detection method. (¢) Summary of various testbenches
from both [35] and [36]. We use colors in the legend to denote the error rates
at SNR from 1078 to 107! belonging to the corresponding range. Here, 10,
20, and 30 refers to detection window sizes 10 pum, 20 pum, and 30 um. On
the X-axis, 0.1, 0.2, and 0.4 refers to resolutions of the image as 0.1 um,
0.2 um, and 0.4 pm, respectively.

in X polarization imaging, and at most £10% in Y polarization
imaging, except FILLCELL_X1. Only in FILLCELL_X1, the
reflectance of the fill cell in X polarization is unusually low,
due to narrow, thin cell shape with much less metal fillings in
the horizontal direction.

2) Resolution and Window Size: Here, we use five vari-
ous testbenches to evaluate the effects of the resolution and
the window frame sizes on the detection rate. Fig. 12(a)
and (b) shows false-negative rates versus SNRs for imaging in
three testbenches from [36]. Fig. 12(a) uses 0.1 wm interpo-
lation resolution for imaging, while Fig. 12(b) uses 0.2 um.
Fig. 12(a) and (b) clearly shows that higher resolution provides
performance improvements at lower SNR. Here, we conclude
that in smaller testbenches, such as c1355, improving resolu-
tion from 0.1 um to 0.2 wm does not affect detection rate
much.

Fig. 12(c) summarizes the relationship between the resolu-
tions and the window frame sizes for different testbenches.
If all false-negative rates in this SNR spectrum fall into the
error rate range, we use corresponding color dot to repre-
sent it. Since we are using 45 nm Nangate technology, if we
decrease the resolution to 0.4 xm, many of the metal structures
with minimum designed sizes become blurry in imaging. In
Fig. 12(c), false-negative rates for a resolution of 0.4 um are
much lower than that for resolutions of 0.1 um and 0.2 pum.
In the detection window size analysis, false-negative rates
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Fig. 13. Detection rates with different patterns. In all the patterns, we use

the same number of rows and columns of fill cell arrays. Y-axis represents

number of rows and columns in fill cell array. X-axis represents the size of
fill cells in the array.

TABLE 11
AREA (umz) OF STRATEGICALLY PLACED INSERTED FILL CELLS, 0.19,
0.38, 0.57 REPRESENTS THE WIDTH OF EACH FILL CELL IN THE ARRAY
IN [um], 1, 2, 3, 4 REPRESENTS NUMBER OF ROWS AND
COLUMNS OF THE ARRAY

| 1 2 3 4
0.19 [[ 0266 1.064 2394 4256
038 || 0532 2128 4788 8512
0.57 || 0.798 3.192 7.182 12.768

increase as the detection window size increases because the
imaged response of the HT gets averaged out in large detec-
tion windows. The colored dots represent the binned results
instead of the absolute values. The results show a trend of
increase in false-negative rates as the window sizes increase.
Fig. 12(c) shows that high resolution imaging can increase the
HT detection rates.

3) Pattern Insertions: By strategically placing the engi-
neered fill cells before placing the designs, we can further
improve detection rates. As shown in Fig. 10, our fill cells
start from bottom left corner. The distance from the left and
bottom edges are 1.14 um and 1.4 pm, respectively. We fixed
the distance between two fill cells to be 4x the width of the
fill cell in the horizontal direction and 1x the height of the fill
cell in the vertical direction. We vary the size of fill cells and
number of the fill cells inserted in the design to find out the
optimal amount of fill cells that we need to place in the floor
plan. In Fig. 13, we show that more fill cells placed in the
design does not necessarily improve HT detection rates. The
results may be affected by the place&route automation tool.
A detailed investigation of the impact of amount of metal pat-
tern, placement algorithm and routing algorithm on the HT
detection rates will be completed as part of our future work.
Table II shows all the area increase for placing fill cells. The

extra area cost of all the designs is less than 5% of the design
area.

VII. RELATED WORK

HTs inserted during the fabrication are hard to detect. These
HTs are small in terms of power and area, and have extremely
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low triggering probability. Conventional verification methods
may not be effective since the timing and power variations due
to the HTs are lower than those due to the process variation.
Low triggering rates make it much harder to identify HTs dur-
ing chip verification. Various approaches have been proposed
to either prevent or detect HTs during fabrications. Three
categories of protection methods have been proposed: pre-
fabrication protector designs, post-fabrication detection, and
side-channel-based detection method.

A number of prefabrication protector designs have been
explored at both circuit and architecture levels. At the circuit
level, split manufacturing, gate level obfuscation, and limita-
tions of gate usage have been proposed to protector designs.
Split manufacturing [40]-[42] proposes that the lowest layer
of IC is fabricated by one trusted vendor, while other lay-
ers are fabricated by untrusted vendors at a lower cost. This
approach is too expensive since the trusted vendor has to use
high cost through silicon vias (TSVs) to assemble different
layers of logic. HARPOON [10] provides netlist-level obfus-
cation, which can be integrated into the synthesis of SoC
designs. Other techniques, [9], [43]-[45] also provide pro-
tection by replacing the fill cells with functional cells. Such
obfuscation designs do not require extra die area but they do
not provide strong protection against SAT solver analysis [46].
Bao et al. [47] proposed to both prevent and detect HT's by lim-
iting the usable gate types in the standard library. This limits
the performance of the resulting designs. All these above-
mentioned techniques are either expensive or sacrifice area in
order to prevent HT insertion. At the architecture level, logic
state scrambling, power signatures in potential tampered logic,
and circuitry encoding have been proposed. ODETTE [48]
protects the circuitry from HTs by increasing the number
and variations of reachable states. VITAMIN [49] utilizes an
inverted voltage scheme that aims to activate some targeted
Trojans with a higher triggering rate. The Trojan’s power
consumption will become significant in the power analysis
against HTs in this way. Linear complement dual codes [50]
are designed to encode the instructions inside the circuitry
and to be resistant to error injection and side channel analy-
sis. These methods potentially increase the complexity of logic
designs, and they also increase the power consumption of the
overall systems.

Post-fabrication detection techniques includes RE, tim-
ing and power analysis, and data monitoring during run-
time. The generic post-fabrication detection method is to
reverse engineer the fabricated ICs. SEM and FIB have been
proposed to reverse engineer ICs for HT Detection. However,
these approaches are expensive and slow. FANCI [51] and
FIGHT [52] flag possible HT wires, which can reduce the
complexity in RE. Unfortunately, the process to RE the
fabricated chip is only affordable to large semiconductor com-
panies [1], [4]. Standard testing methods have been proposed
in HT detection, which do not require full RE of the fab-
ricated chip. Timing-based analysis [53]-[55] analyzes the
delay changes in the circuitry to detect HTs. Dynamic power
detection, such as the sustained vector technique, measures
the dynamic power consumption difference in the circuit and
identifies the gates that may contain HTs [56]-[58]. Gate
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level characterization (GLC) [59]-[62] describes the gates in
terms of leakage power, switching power, and delays. It lever-
ages linear programming to solve a system of equations to
describe the entire circuit. Such time and power-based anal-
ysis, including [59], [61], [63], [64] are less preferable on
higher technology nodes, since the impact of process varia-
tions on power and delays become even larger than the impact
caused by the HTs, i.e., analog capacitance HTs [23]. Control
monitoring includes TrustNet and Datawatch to detect mali-
cious attacks on processors [65], [66] during runtime. This
introduces overhead in the performance in order to detect HTs.

Side-channel detection utilizes physical properties of ICs
other than electrical properties to detect HTs hiding from elec-
trical tests. Emission measurements [67], [68] and thermal
analysis [39], [69], [70] are good examples of side channel
analysis, but all these techniques are either not as fast as our
technique, or as faster but do not have as high a resolution as
our technique.

VIII. DISCUSSION

In this article, we have only focused on simulation-based
detection. We have taped out ICs with and without HTs using
our modified logic gates. We will report the measurement
results as part of a future publication.

We can apply our detection method to the detection of
changes in the design. If the adulteration of the circuits is
caused by replacing or shifting the logic gates, which changes
the structure in metal 1, our method should be able to detect it.
If the adulteration of the circuits is caused by the modifications
such as changing the dopant concentration in the Si layers or
changing the transistor dimensions, our method cannot detect
such changes.

In our previous work, we have modeled the reflectance
based on infinite tiling as the boundary. In this article, we
model the optical response with the boundary conditions of
random gates. It is true that ideally we should consider all the
combinations of the surrounding gates. However, it is not prac-
tical to do this due to the excessively long FDTD simulation
time for each combination. (around 8 h per gate combina-
tion). Thus, we have modeled our gate boundary condition
using random neighboring gates.

IX. CONCLUSION

In this article, we developed a new technique for HT detec-
tion. Our technique uses near-IR light to image the metal
structures from the backside of the IC. We use the FDTD simu-
lations to generate the imaged results from the metal structures
in the gate library. After the IC design, we can extract the loca-
tions of each gate from our design. Combined with the FDTD
results of the gates, we can generate the reflection results of
the design as golden reference. During the testing process, we
modeled the image of the manufactured ICs, compared against
the golden reference, and identified the differences to detect
HTs.

In order to achieve the high contrast in backside imaging to
detect HTs, we modified the fill cells in the library to fill with
metal. Any modifications, shift or replacements of these fill
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cells can be detected by our technique. We improved our detec-
tion rate by implementing a noised-based detection method.

We

evaluated our techniques with different noise levels and

different observation windows. Our analysis shows that we
are able to detect HT's that occupy less than 0.1% of the total
chip area.
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