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Designing Tunable Subthreshold Logic Circuits
Using Adaptive Feedback Equalization
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Abstract— Ultralow-power subthreshold logic circuits are
becoming prominent in embedded applications with limited
energy budgets. Minimum energy consumption of digital logic
circuits can be obtained by operating in the subthreshold regime.
However, in this regime process variations can result in up to
an order of magnitude variations in ION/IOFF ratios leading to
timing errors, which can have a destructive effect on the func-
tionality of the subthreshold circuits. These timing errors become
more frequent in scaled technology nodes where process vari-
ations are highly prevalent. Therefore, mechanisms to mitigate
these timing errors while minimizing the energy consumption are
required. In this paper, we propose a tunable adaptive feedback
equalizer circuit that can be used with a sequential digital logic
to mitigate the process variation effects and reduce the dominant
leakage energy component in the subthreshold digital logic
circuits. We also present detailed energy-performance models of
the adaptive feedback equalizer circuit. As part of the modeling
approach, we also develop an analytical methodology to estimate
the equivalent resistance of MOSFET devices in subthreshold
regime. For a 64-bit adder designed in 130 nm, our proposed
approach can reduce the normalized variation of the critical
path delay from 16.1% to 11.4% while reducing the energy-delay
product by 25.83% at minimum energy supply voltage.

Index Terms— Feedback equalizer, leakage energy component,
subthreshold.

I. INTRODUCTION

THE use of subthreshold digital CMOS logic circuits
is becoming increasingly popular in energy-constrained

applications where high performance is not required. The
main idea here is that scaling down the supply voltage can
significantly reduce the dynamic energy consumed by digital
circuits. Scaling the supply voltage also lowers down the
leakage current due to reduction in the drain-induced barrier
lowering (DIBL) effect. However, as the supply voltage is
scaled below the threshold voltage of the transistors, the
propagation delay of the logic gates increases, which in turn
increases the leakage energy of the transistors. These two
opposite trends in the leakage and the dynamic energy com-
ponents lead to a minimum energy supply voltage that occurs
below the threshold voltage of the transistors for digital logic
circuits [1]. However, digital logic circuits operating in the
subthreshold region suffer from process variations that directly
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affect the threshold voltage (VT ). This in turn has a significant
impact on the drive current due to the exponential relation-
ship between the drive current and the threshold voltage
of the transistors in the subthreshold regime. Moreover,
subthreshold digital circuits suffer from the degraded ION/IOFF

ratios [2] resulting in a failure in providing rail-to-rail output
swings when restricted by aggressive timing constraints. These
degraded ION/IOFF ratios and process-related variations make
subthreshold circuits highly susceptible to timing errors that
can further lead to complete system failures. Since the standard
deviation of VT varies inversely with the square root of
the channel area [3], one approach to overcome the process
variation is to upsize the transistors [2]. Alternately, one
can increase the logic path depth to leverage the statistical
averaging of the delay across gates [4] to overcome process
variations. These approaches, however, increase the transistor
parasitics, which in turn increases the energy consumption.
In this paper, we first propose the use of a feedback equal-
izer circuit for lowering the energy consumption of digital
logic operating in the subthreshold region while achieving
robustness equivalent to that provided by [2]. Here, the
feedback equalizer circuit (placed just before the flip-flop)
adjusts the switching threshold of its inverter based on the
output of the flip-flop in the previous cycle to reduce the
charging/discharging time of the flip-flop’s input capacitance.
Moreover, the smaller input capacitance of the feedback
equalizer reduces the switching time of the last gate in the
combinational logic block. Overall, this reduces the total delay
of the sequential logic, which makes it more robust to timing
errors and allows aggressive clocking to reduce the dominant
leakage energy. In addition to reducing energy consumption,
we also demonstrate how the tuning capability of the equalizer
can be used to enable extra charging/discharging paths for the
flip-flop input capacitance after fabrication to mitigate timing
errors resulting from worse than expected process variations
in the subthreshold digital logic. In general, our approach of
using feedback equalizer to lower energy consumption and
improve robustness is independent of the methodology used
for designing a combinational logic block operating in the
subthreshold regime. The main contributions of this paper are
as follows.

1) We propose using an adaptive feedback equalizer
circuit in the design of tunable subthreshold digital logic
circuits. This adaptive feedback equalizer circuit can
reduce energy consumption and improve performance
of the subthreshold digital logic circuits. At the same
time, the tunability of this feedback equalizer circuit
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enables postfabrication tuning of the digital logic block
to overcome worse than expected process variations as
well as lower energy and improve performance.

2) We present detailed analytical models (AMs) for
performance and energy of the adaptive feedback
equalizer circuit. These models can be easily used in
combination with the existing performance and energy
models for subthreshold circuits to generate subthreshold
designs that meet energy and/or performance constraints.

3) For a 64-bit adder example circuit, we show that
compared with [2], the use of our proposed adaptive
feedback equalizer circuit can reduce the energy-delay
product (EDP) by 25.83% and also reduce the normal-
ized variation (3σ/μ) of the critical path delay from
16.1% to 11.4%. In addition, in case of worse than
expected process variations, we show that the tuning
capability of the equalizer circuit can be used postfabri-
cation to reduce the normalized variation (3σ/μ) of the
critical path delay with minimal increase in energy.

The rest of this paper is organized as follows. Section II
discusses the related work in the design of low-power robust
subthreshold circuits. A detailed description of the operation of
the adaptive feedback equalizer circuit in subthreshold regime
is presented in Section III. In Section IV, we present detailed
circuit-level performance and energy models for the equalized
circuits in subthreshold regime. In Section V, we explore the
use of the adaptive feedback equalizer circuit in various digital
logic circuits to improve energy efficiency and mitigate process
variation effects.

II. RELATED WORK

Several techniques have been proposed to design robust
ultralow power subthreshold circuits. As described earlier,
transistor upsizing [2] and increasing the logic path
depth [4], [5] can be used to overcome process variations. The
use of gates of different drive strengths has also been proposed
to overcome process variations [6]. A detailed analysis on
the timing variability and the metastability of the flip-flops
designed in the subthreshold region has been presented
in [7] and [8], respectively. Lotze and Manoli [9] have used
the Schmitt trigger structures in subthreshold logic circuits to
improve the ION/IOFF ratio and effectively reduce the leakage
from the gate output node. Pu et al. [10] proposed a design
technique that uses a configurable VT balancer to mitigate
the VT mismatch of transistors operating in subthreshold
regime. Zhou et al. [11] propose to boost the drain current
of the transistors using minimum-sized devices with fingers
to mitigate the inverse narrow width effect in subthreshold
domain. An analytical framework for subthreshold logic
gate sizing based on statistical variations has been proposed
in [12], which provides narrower delay distributions compared
with the state-of-the-art approaches. Body-biasing has also
been proposed to mitigate the impact of variations [13].
A controller that uses a sensor to first quantify the effect of
process variations on subthreshold circuits and then generates
an appropriate supply voltage to overcome that effect has
been proposed in [14]. De Vita and Iannaccone [15] have
used a current reference circuit to design a voltage regulator

providing a supply voltage that makes the propagation
delay of the subthreshold digital circuits almost insensitive
to temperature and process variations. Using a differential
dynamic logic in standby mode, Liu and Rabaey [16] propose
to suppress leakage in the subthreshold circuits.

Error detection and correction techniques have been
widely used to design resilient, energy-efficient above-
threshold architectures [17]–[20]. Tschanz et al. [17] and
Bowman and Tschanz [18] have used a tunable replica circuit
(with 3.5% leakage power overhead, 2.2% area overhead), and
error-detection sequentials (with 5.1% leakage power overhead
and 3.8% area overhead) to monitor critical path delays and
mitigate dynamic variation guardbands for maximum through-
put in the above-threshold regime. Using an adaptive clock
controller based on error statistics, the proposed processor
architecture operates at maximum efficiency across a range of
dynamic variations. Bull et al. [19] applied Razor error cor-
rection technique (with 9.4% power overhead and 6.9% area
overhead) to a 32-bit ARM processor with a microarchitecture
design for energy-efficient operation through the elimination
of timing margins. Whatmough et al. [20] applied Razor
(with 16.9% power overhead and 1.59% area overhead)
to a 16-tap finite-impulse response (FIR) filter realizing a
37% improvement in energy efficiency. These error correction
techniques could be potentially used in combination with
our feedback equalization technique to improve robustness in
sequential logic blocks operating in the subthreshold regime.

We propose a circuit-level scheme that uses a
communication-inspired feedback equalization technique
in the critical path to mitigate the timing errors rising
from aggressive voltage scaling and process variations
in subthreshold digital logic circuits. It should be noted
that we are not designing subthreshold communication
circuits. We are proposing the design of subthreshold
logic circuits that leverage principles of communication
theory. Several authors have already used feedback-based
techniques to boost the weak low-voltage signals in global
interconnections [21]–[25]. Seo et al. [21] proposed the
self-timed regenerator technique to improve the speed and
power for on-chip global interconnects leading to 14% delay
improvement over the conventional repeater design in the
above-threshold regime. Schinkel et al. [22] presented a
pulsewidth preemphasis equalization approach with lower
latency compared with the classic repeater insertion technique.
Kim and Seok [23] proposed a reconfigurable interconnect
design technique based on regenerators for ultradynamic-
voltage-scaling systems to improve performance and energy
efficiency across a large range of above-threshold supply
voltages. Seo et al. [24] proposed the design of an adaptively
controlled preemphasis transceiver to reduce intersymbol
interference in on-chip signaling. Kim and Stojanović [25]
presented an energy-efficient transceiver design that performs
feedforward equalization for repeaterless, high-performance
on-chip communication.

Equalization techniques have been proposed to design
energy-efficient logic circuits operating in the above-threshold
regime. Takhirov et al. [27] proposed to use the feedback
equalizer circuit with Schmitt trigger to mitigate timing errors
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Fig. 1. Adaptive feedback equalizer circuit with multiple feedback paths (designed using a variable threshold inverter [26]) can be combined with a traditional
master–slave flip-flop to design an adaptive E-flip-flop.

resulting from voltage scaling and in turn improve energy
efficiency for the above-threshold logic circuits. Similarly,
Zangeneh and Joshi [28] used feedback equalization to reduce
the dominant leakage energy of subthreshold logic circuits.
However, this technique is static and it does not have the
capability to handle worse than expected intradie and interdie
process variations. We propose using an adaptive feedback
equalizer circuit in the design of tunable subthreshold digital
logic circuits. This adaptive feedback equalizer circuit can
reduce energy consumption and improve performance of the
subthreshold digital logic circuits. Moreover, the tunability of
this feedback equalizer circuit enables postfabrication tuning
of the digital logic circuit to overcome worse than expected
process variations as well as improve energy and performance.

III. ADAPTIVE EQUALIZED FLIP-FLOP

VERSUS CONVENTIONAL FLIP-FLOP

In this section, we first explain the use of the adaptive
feedback equalizer circuit in the design of an adaptive
equalized flip-flop (E-flip-flop) and then provide a detailed
comparison of the E-flip-flop with the conventional flip-flop
in terms of area, setup time, and performance. We propose the
use of a variable threshold inverter [26] (Fig. 1) as an adaptive
feedback equalizer along with the classic master–slave positive
edge-triggered flip-flop [29] (Fig. 2) to design an adaptive
E-flip-flop. This adaptive feedback equalizer circuit consists
of two feedforward transistors (M1 and M2 in Fig. 1) and
four control transistors (M3 and M4 for feedback path 1
that is always ON and M5 and M6 for feedback path 2 that
can be conditionally switched ON postfabrication in Fig. 1)
that provide extra pull-up/pull-down paths in addition to the
pull-up/pull-down path in the static inverter for the Data Flip-
Flop input capacitance. The extra pull-up/pull-down paths are
enabled whenever the output of the critical path in the com-
binational logic changes. The control transistors M5 and M6
are enabled/disabled through transistor switches (M7 and M8)

Fig. 2. Circuit diagram of classic master–slave positive edge-triggered
flip-flop [29].

that are controlled by an asynchronous control latch. The
value of the static control latch is initially reset to 0 during
chip bootup. After bootup, if required a square pulse is sent to
the En terminal to set the output of the latch to 1 to switch ON

M7 and M8, which enables feedback path 2.
The adaptive E-flip-flop effectively modifies the switching

threshold of the static inverter in the feedback equalizer based
on the output of flip-flop in the previous cycle. If the previous
output of the flip-flop is a 0, the switching threshold of the
static inverter is lowered, which speeds up the transition of the
flip-flop input from 0 to 1. Similarly if the previous output is 1,
the switching threshold is increased, which speeds up the
transition to 0. Effectively, the circuit adjusts the switching
threshold and facilitates faster high-to-low and low-to-high
transitions of the flip-flop input. Moreover, the smaller input
capacitance of the feedback equalizer reduces the switching
time of the last gate in the combinational logic block. Overall,
this reduces the total delay of the sequential logic. The
dc response of the adaptive feedback equalizer circuit with two
different feedback paths in the subthreshold regime is shown
in Fig. 3.

The adaptive E-flip-flop has eight more transistors than
the conventional master–slave flip-flop [29]. Compared with
a classic master–slave flip-flop with 22 transistors [seven
inverters and four transmission gates (TGs)], the area overhead
of the adaptive E-flip-flop is 36%. The area overhead of the
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Fig. 3. DC response of the adaptive feedback equalizer circuit with two
different feedback paths in the subthreshold regime. The switching threshold
of the inverter is modified based on the previous sampled output data.

control latch with ten transistors (three inverters and two TGs)
is 45%. This area overhead gets amortized across the entire
sequential logic block.

The total energy consumed by a digital circuit in the
subthreshold regime can be calculated using

ET = EDYN + EL = Ceff V 2
DD + IleakVDDTD. (1)

In (1), EDYN and EL are the dynamic and leakage energy
components, respectively. Ceff is the total capacitance of the
entire circuit, VDD is the supply voltage, and TD = 1/ f is the
total delay along the path of the digital logic block. Feedback
equalization enables us to reduce the delay of the path in the
digital logic block, which in turn reduces the leakage energy.
In (1), Ileak is the leakage current and can be written as

Ileak = μ0Cox
W

L
(n − 1)V 2

the
ηVDS−VT

nVth . (2)

In (2), VT is the transistor threshold voltage, Vth is the
thermal voltage, n is the subthreshold slope factor, and η is
the DIBL coefficient. There is an exponential relationship
between the leakage current and the supply voltage (due to the
DIBL effect and because VDS ≈ VDD). Using the E-flip-flop,
we can scale down the supply voltage while maintaining the
zero-error rate at a given operating frequency and achieve
lower dynamic energy consumption (due to the quadratic
relationship between the dynamic energy and the supply
voltage) as well as lower leakage energy (due to smaller
DIBL effect that exponentially decreases the leakage current).
Similar to the area overhead, the dynamic energy as well as
the leakage energy overhead of the variable threshold inverter
gets amortized across the entire sequential logic block.

The setup time of the conventional master–slave positive
edge-triggered flip-flop is ts−t = 3tinv + tTG [29]. Since the
adaptive E-flip-flop uses an extra variable-threshold inverter
at its input, the setup time of the adaptive E-flip-flop will
be larger ts−t−equ ≈ 4tinv + tTG [28]. The clk-to-q delay
of the conventional flip-flop is tc−q = tinv + tTG. Since the
E-flip-flop has the variable threshold inverter as extra load at
the output, the tc−q delay of the E-flip-flop is tc−q−equ =
tinv + tTG +�tc−q , which is slightly larger than the tc−q delay
of the conventional flip-flop. Here, �tc−q is the increase in

inverter delay due to the extra load of the adaptive feedback
equalizer circuit. However, the adaptive feedback equalizer
circuit can significantly lower down the propagation delay
of the critical path because the small input capacitance of
the feedback equalizer reduces the switching time of the last
gate in the combinational logic. The hold time of the classic
master–slave positive edge-triggered flip-flop is zero [29].
Therefore, the adaptive feedback equalizer circuit does not
impact the hold time violations. Table I compares the prop-
agation delay, setup time, and the tc−q delay of the two 64-
bit adders designed with the conventional flip-flop and E-flip-
flop in United Microelectronics Corporation (UMC) 130-nm
process when operating with different supply voltages in the
subthreshold regime.

We analyze the capability of the adaptive feedback equalizer
circuit to reduce the transition time of the last gate in critical
path of the subthreshold logic and make a comparison with
the original nonequalized design, and the buffer-inserted
nonequalized design (Fig. 4). The classic buffer insertion
technique [Fig. 4(c)] will reduce the total delay along
critical path of the subthreshold logic. Like the gates in the
combinational logic, the buffer used in Fig. 4(c) is upsized to
account for the process variation effects based on the design
methodology proposed in [2]. Using a minimum-sized inverter
instead of an upsized inverter would further lower down the
delay but has lower reliability with respect to the dominant
process variation effects in the subthreshold regime. So, we
propose to use a combination of minimum-sized inverter
and feedback equalizer circuit along the critical path of the
subthreshold logic. Minimum-sized inverter reduces the total
delay and the feedback equalizer mitigates the effect of process
variation. Table II compares the timing characteristics of the
original nonequalized logic (NE-logic) design, the buffer-
inserted NE-logic, and the E-logic design with one feedback
path ON. The adaptive feedback equalizer circuit reduces
the propagation delay along the critical path of the digital
subthreshold logic while ensuring reliable operation compared
with the NE-logic and the buffer-inserted design. Our analysis
shows that the classic buffer insertion technique reduces the
transition time of the last gate in critical path of the NE-logic
by more than half and the proposed adaptive feedback
equalizer circuit could further reduce the delay by 1/4. The
setup time and the clk-to-q delay of the E-flip-flop is larger
than that of the conventional flip-flop, but the total delay of
the E-logic is smaller than the total delay of the NE-logic.

Fig. 5 shows the timing waveforms of the output carry bit
of a 64-bit adder implemented in UMC 130-nm process using
NE-logic and E-logic. In the figure, we show the waveform
of clock signal, the input node of the non-E-flip-flop
(NE-flip-flop), the input node of the E-flip-flop and the
flip-flop output for both cases. Compared with the signal at
the input node of the NE-flip-flop, the variable threshold circuit
enables sharper transitions and decreases the propagation
delay of the critical path of the subthreshold logic.

However, it should be noted that the E-flip-flop might
sample the glitches due to the change in switching threshold.
In order to avoid sampling of the glitch by the E-flip-flop,
the positive edge of the clock signal should arrive after the



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

ZANGENEH AND JOSHI: DESIGNING TUNABLE SUBTHRESHOLD LOGIC CIRCUITS USING ADAPTIVE FEEDBACK EQUALIZATION 5

TABLE I

COMPARISON BETWEEN THE TIMING CHARACTERISTICS OF THE E-LOGIC DESIGN WITH THE CONVENTIONAL NE-LOGIC DESIGN OF A 64-bit ADDER

AT DIFFERENT SUPPLY VOLTAGES OPERATING IN SUBTHRESHOLD REGIME. FEEDBACK EQUALIZATION TECHNIQUE REDUCES THE

PROPAGATION DELAY OF THE 64-bit ADDER, BUT THE SETUP TIME AND clk-to-q DELAY OF THE E-FLIP-FLOP IS LARGER

THAN THAT OF THE CONVENTIONAL FLIP-FLOP. HERE, THE FEEDBACK PATH 2 IS OFF

Fig. 4. Block diagrams of (a) original nonequalized design, (b) equalized
design with one feedback path ON, and (c) buffer-inserted nonequalized
design.

TABLE II

COMPARISON BETWEEN THE TIMING CHARACTERISTICS OF THE

ORIGINAL NONEQUALIZED DESIGN, THE EQUALIZED DESIGN

WITH ONE FEEDBACK PATH ON, AND THE BUFFER-

INSERTED NONEQUALIZED DESIGN

occurrence of the glitch. Moreover, the switching threshold
of the adaptive feedback equalizer circuit should still be
larger than the amplitude of the glitch. This would specify
the maximum allowable feedback strength of the adaptive
feedback equalization technique (maximum tolerable glitch
amplitude shown in Fig. 6). The sampling of a glitch leads to
the marginal increase in the dynamic energy of the sequential
logic block (0.72% increase in the 64-bit adder), but it has a
negligible impact on the overall energy consumption as it is not
the dominant energy component in the subthreshold regime.
The feedback equalizer circuit also reduces the pulse width of

Fig. 5. Comparison between the timing waveforms of the NE-logic design
and the E-logic design of a 64-bit adder. Here, the waveforms include the
clock signal (A), input node of the conventional flip-flop (B), output node
of the conventional flip-flop (C), input node of the E-flip-flop (D), output
node of the E-flip-flop (E). Feedback circuit enables sharper transitions in
the waveforms of the combinational logic output node helping the E-flip-flop
sample the correct data. Here, the feedback path 2 is OFF.

Fig. 6. Maximum feedback strength in adaptive E-flip-flop. The switching
threshold of the adaptive E-flip-flop should be larger than the maximum
amplitude of the glitch.

the glitch (by 41%) (Fig. 5). This decreases the required
guardband in the clock period to avoid sampling the glitch
(and hence we can reduce the clock period), which ultimately
reduces the dominant leakage energy component of the
subthreshold logic block by 5.1% in the 64-bit adder at
minimum-energy supply voltage. To avoid the metastability
problem in the E-flip-flop, both the setup time and hold
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time constraints should be satisfied. The setup time and
the clk-to-q delay of the adaptive E-flip-flop are larger
than that of the classic master–slave positive edge-triggered
flip-flop. However, the feedback equalizer circuit can lower
down the propagation delay of the critical path since it
significantly reduces the switching time of the last gate in the
combinational logic. Therefore, if we match the clock period
for both the NE-logic and the E-logic, then the setup time
condition is easily met. In fact, it should be noted that the
E-logic enables a reduction in the clock period (Table I).

The hold time constraint of the flip-flop is as follows:

thold < tcdFF + tcdlogic (3)

where tcdFF is the minimum propagation delay of the flip-flop
and tcdlogic is the minimum propagation delay of logic.
The hold time of the E-flip-flop is zero. So, the hold time
constraint is also fulfilled, which insures the stability of
feedback equalizer circuit in the subthreshold regime.

IV. MODELING OF FEEDBACK EQUALIZER CIRCUITS

In this section, we present detailed AMs for the performance
and the energy of adaptive equalizer circuits operating in the
subthreshold regime. Using these models, we determine the
sizes for feedforward transistors and control transistors in
the feedback equalizer circuit that minimize total delay and
leakage energy for the equalized subthreshold logic. Without
loss of generality, we choose minimum-sized transistors for
matching high-to-low and low-to-high propagation delay in
the static inverter of the feedback equalizer circuit. As part
of the effort, we first develop an analytical methodology to
calculate the equivalent channel resistance of active MOSFET
devices operating in the subthreshold regime. The proposed
model is validated against HSPICE simulations (HSs) using
UMC 130-nm process.

The average channel resistance of MOSFET devices in the
subthreshold regime can be approximated as

Req = 1

t2 − t1

∫ t2

t1
RON(t) dt = 1

t2 − t1

∫ t2

t1

VDS(t)

ID(t)
dt (4)

where RON(t) is the finite switching resistance, VDS(t) is
the drain to source voltage, and ID(t) is the drain current.
Assuming for the case of an nMOS discharging a load
capacitor from VDD to VDD/2 (this is virtually the definition
of the propagation delay), we can derive the value of the
equivalent resistance using

Req = 1

VDD/2

∫ VDD

VDD/2

v

ID
dv (5)

where v is the auxiliary variable that accounts for the change
in the VDS voltage. The equivalent channel resistance in (5)
can be approximated as

Req ≈ 1

I0 × VDD/2

∫ VDD

VDD/2

v

1 − e−v/Vth
dv (6)

where the constant I0 = μ0Cox(W/L)(n − 1)
V 2

the(VDD−VT /nVth). The equivalent channel resistance in (6)
is valid near the minimum energy point where the rise time

Fig. 7. Comparison between AM and HSs for equivalent channel resistance
of MOSFET devices operating in subthreshold regime. The average error
between the derived model and the HS results is 6.96% in the entire
subthreshold regime.

of the input signal is smaller than the propagation delay of
the logic gate in the subthreshold regime. Fig. 7 compares
the channel resistance of NMOS devices operating in the
subthreshold regime calculated using (6) with HSs for three
different channel widths using UMC 130-nm process. The
average error between the derived model and the HS is 6.96%
in the entire subthreshold regime.

The clock period constraint of a typical sequential digital
logic block can be written as

tclk > tPD + ts−t + tc−q (7)

where tclk is the clock period, tPD is the propagation delay
of logic, ts−t is the setup time, and tc−q is the clk-to-q
delay of the flip-flop. In an equalized sequential logic block,
the propagation delay of the E-logic can be written as

tPD−equ = t ′PD + 0.69Rout × Cin−equ (8)

where t ′PD is the propagation delay of the combinational logic
part excluding the final gate, Rout is the output resistance of
the final gate in the critical path of NE-logic, and Cin−equ is
the input capacitance of the feedback equalizer circuit and can
be written as (Fig. 1)

Cin−equ = Cstat−inv−g + CM1−g + CM2−g . (9)

In (9), Cstat−inv−g is the input capacitance of the static
inverter, CM1−g and CM2−g are the gate capacitance of
feedforward transistors. The setup time of the E-flip-flop can
be written as ts−t−equ = ts−t + �ts−t , where ts−t is the setup
time of the conventional NE-flip-flop and �ts−t is due to the
equalization overhead. �ts−t for a falling transition can be
written as

�ts−t = 0.69[RM1 × (CM1−d + CM3,5−d)

+ (Rstat−inv||(RM1 + RM3(5))) × CT ] (10)

where Rstat−inv and RM1 are the equivalent resistance of the
typical static inverter and feedforward transistor, respectively.
RM3(5) is the equivalent resistance of the control transistor
for feedback path 1 or is the equivalent resistance of the
control transistors for both feedback paths (if the second
path is activated). CM1−d is the drain junction capacitance of
feedforward transistor, CM3,5−d is the junction capacitance
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Fig. 8. Contour plots for the �ts−t (nanosecond), �tc−q (nanosecond) of the adaptive E-flip-flop, and tPD−equ (nanosecond) of the critical path in the
E-logic (64-bit adder). Control path strength and feedforward path strength values are normalized to minimum-sized transistor sizes.

of control transistor for feedback path 1 and 2, and
CT = (Cstat−inv−d + CM3,4,5,6−d + Cin−FF) is the total capac-
itance at the output node of the variable threshold inverter.
Here, Cstat−inv−d is the drain junction capacitance of typical
static inverter, CM3,4,5,6−d is the drain junction capacitance
of control transistors for feedback path 1 and 2, and Cin−FF is
the input capacitance of conventional NE-flip-flop.

As it was mentioned in Section III, the clk-to-q delay of the
E-flip-flop is tc−q−equ = tinv + �tc−q + tTG where �tc−q is
the increase in inverter delay due to the extra load of
the adaptive feedback equalizer circuit. The �tc−q in the
E-flip-flop can be written as

�tc−q = 0.69[Rout−FF × (CM7,8−d + CM3,4−g)

+ (Rout−FF + RM7) × CM5−g

+ Rout−FF × CM6−g]. (11)

Here, Rout−FF is the output resistance of NE-flip-flop,
RM7 and CM7,8−d are the equivalent resistance and
drain/source capacitance of the M7 and M8 transistor switches,
which enable/disable the control transistors. CM3,4−g and
CM5,6−g are the gate capacitance of control transistors for
feedback path 1 and 2, respectively. The total gate capacitance
of the MOSFET in the subthreshold regime is size-dependent
and can be written as [30]

Cg = WCgso + WCgdo + W LCox(1 − 1/n) (12)

where Cgso and Cgdo are the overlap capacitance per unit
length at the source and drain, respectively, and n is the
subthreshold slope factor. The total source or drain junction
capacitance of the MOSFET in the subthreshold regime can
be written as

C j = A · C1 + (W + 2L D) · C2 (13)

where A represents the source or drain diffusion areas,
C1 represents the capacitance per unit area from the bottom
of the source/drain diffusion region pointing into the bulk,
C2 is the capacitance per unit length of the sidewall regions,
L D is the length of the diffusion regions, and W + 2L D

represents the perimeter of the side wall.
To better understand the timing issues in E-logic, the

contour plots for the �ts−t , �tc−q of the adaptive E-flip-flop,
and tPD−equ of the critical path in an equalized 64-bit adder
designed in UMC 130-nm process are shown in Fig. 8.

Fig. 9. Comparison between AM contour plots for the total delay
(nanosecond) of the critical path in an equalized 64-bit adder with HSs.

The contour plots are for different strengths of feedforward
path and control path (normalized to minimum-sized
transistor) of the feedback equalizer circuit. For this analysis,
we assume that only feedback path 1 is ON. From the delay
models described in (10) and (11), we can see that increasing
the size of feedforward and control transistors (i.e., feedback
strength) reduces the �ts−t overhead of the E-flip-flop.
However, the increase in the control path strength increases
the �tc−q overhead (due to larger control transistors—
M3, M4, M5, and M6) of the E-flip-flop. The change in the
feedforward path strength does not have any impact on the
clk-to-q delay (11). Similarly, the increase in the feedforward
path strength increases the propagation delay of the logic
(due to larger feedforward transistors—M1 and M2) and
correspondingly increases the total delay of the critical path.
The change in the control path strength does not have any
impact on the critical path delay (8).

The contour plots for the total delay calculated from the
AMs of the different delay components for an equalized
64-bit adder designed in UMC 130-nm process are shown
in Fig. 9. The total delay is plotted for different normalized
strengths of feedforward path (M1 and M2) and control path
(M3, M4, M5, and M6) of the feedback equalizer circuit.
Fig. 9 also shows the total delay values from HSs for various
combinations of feedforward and control path strength.
We can see that our models match well with HSs. In addition,
Fig. 9 shows that choosing the minimum possible size for the
feedforward and control transistors will lead to the minimum
latency for the E-logic designed in the subthreshold regime.
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Fig. 10. Comparison between AM contour plots for the total energy
(femtojoule/operation) of the equalized 64-bit adder with HSs.

The total energy consumed in the E-logic circuit can be
calculated as

E ′
T = ET + E ′

leak + E ′
dyn (14)

where ET is the energy consumption of the E-logic circuit
excluding the feedback equalizer circuit and can be calculated
using (1). E ′

leak is the leakage energy in the feedback equalizer
circuit and can be calculated as I ′

leakVDDTD−equ, where TD−equ
is the total latency of the E-logic and can be written as
TD−equ = tPD−equ+ts−t−equ+tc−q−equ and I ′

leak is the leakage
current overhead of the adaptive feedback equalizer circuit and
can be calculated as

I ′
leak = μ0Cox

�Wi

L
(n − 1)V 2

the
ηVDS−VT

nVth (15)

where �Wi is sum of the widths for all of the transistors in
the adaptive feedback equalizer circuit. The dynamic energy
of the adaptive equalizer circuit (E ′

dyn) can be calculated
as �Ceff (Wi )V 2

DD, where �Ceff (Wi ) is the total parasitic
capacitance due to all the transistors of the feedback equalizer
circuit. A comparison between the AM contour plots for the
total energy of the equalized 64-bit adder in UMC 130-nm
process with HSs is shown in Fig. 10. The leakage energy
component is directly proportional to the latency of the
subthreshold logic. Therefore, using larger feedforward and
control transistors increases the dominant leakage energy
component of the digital logic in the subthreshold regime.

V. EVALUATION

In this section, using a 64-bit adder designed in
UMC 130-nm process as a sample circuit, we first explore
the use of the feedback equalizer circuit to reduce energy
consumption while maintaining reliable operation of the 64-bit
adder. This is followed by the evaluation of the postfabrication
tunability property of the adaptive equalizer circuit to manage
the occurrence of worse than expected process variations in the
64-bit adder circuit after fabrication. In addition, we provide
an evaluation of the use of feedback equalizer circuit in the
64-bit adder designed using aggressive technology nodes.

A. Improvement of Energy Efficiency

We first explore the case where the feedback equalizer
circuit reduces the rise/fall time of the last gate, and hence

Fig. 11. Operating frequency of the 64-bit adder for zero word error rate
as function of different subthreshold supply voltages. The E-logic can run
18.91% (on average) faster than the NE-logic.

Fig. 12. Comparison between the total consumed energy as well as the
dynamic/leakage components of the 64-bit adder for different supply voltages.
Operating at the respective minimum energy supply voltage, the E-logic is
burning 10.85% less total energy compared with the NE-logic.

the delay of the critical path of the combinational logic block
leading to a higher operating frequency without any change in
supply voltage. In general, the variable threshold inverter can
be used to reduce the propagation delay of the critical path
at any operating supply voltage. Fig. 11 shows the operating
frequency of the 64-bit adder for different subthreshold supply
voltages at zero-error rate for the E-logic and NE-logic when
only the first feedback path is ON. Here, we determined
the optimum sizing for the feedback equalizer circuit that
minimizes the propagation delay of the critical path and avoids
sampling of glitches to achieve zero-error rate operation at
each supply voltage. The sizing of the combinational logic
block is the same for both the E-logic and NE-logic and is
determined using the design methodology described in [2]
(assuming σVT = 10 mV) to address the degraded noise
margin levels in subthreshold regime. The operating frequency
of the E-logic is 18.91% (on average) higher than the NE-logic
over the range of 250–350 mV.

By reducing the propagation delay of the critical path, the
feedback equalizer circuit is capable of reducing the dominant
leakage energy consumption of the digital logic in the
subthreshold regime. Fig. 12 shows a head-to-head comparison
between the total energy, the dynamic energy, and the leakage
energy of the 64-bit adder for different supply voltages for
the E-logic and NE-logic. By adding the feedback equalizer
to the conventional flip-flop, the dynamic energy of the
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Fig. 13. Block diagram of the 32-bit array multiplier.

Fig. 14. Block diagram of the three-tap 16-bit FIR filter.

E-logic is 2.69% (on average) larger than the NE-logic. This
is negligible compared with the 18.5% reduction in the leakage
energy (on average) of the design. The feedback circuit drops
the minimum energy supply voltage of the E-logic by 10 mV
while maintaining the zero-error rate operation. If operated
at the respective minimum energy supply voltage, the E-logic
consumes 10.85% less total energy compared with the
NE-logic and runs 8.04% faster. If both designs are operated
at the minimum energy supply voltage of the NE-logic,
the E-logic runs 19.1% faster and consumes close to
10% less energy.

By decreasing the dominant leakage energy component of
the subthreshold logic together with reducing the propagation
delay of the critical path, the feedback equalization technique
lowers the EDP of the logic designed in weak inversion
region. On average, the E-logic design of the 64-bit adder
has 24.4% smaller EDP value compared with the NE-logic
design over the range of 250–350 mV for zero word error rate
operation. If we compare the EDP at the respective minimum
energy supply voltages, the use of E-flip-flop reduces the EDP
of the 64-bit adder by 25.83%. To further evaluate the viability
of E-logic, we consider a 32-bit array multiplier and a three-tap
16-bit FIR filter. In general, our methodology will be applica-
ble to other types of binary multipliers, such as Wallace tree
multiplier, Dadda multiplier, and so on, and other digital
signal processing blocks with similar improvements. The
block diagram of the 32-bit array multiplier and the three-tap
16-bit FIR filter are shown in Figs. 13 and 14, respectively.

TABLE III

COMPARISON BETWEEN THE MINIMUM ENERGY POINT AND THE

CORRESPONDING OPERATING FREQUENCY OF THE NE-LOGIC

VERSUS E-LOGIC DESIGN OF VARIOUS LOGIC BLOCKS

Fig. 15. EDP of the scaled-down equalized 64-bit adder for zero word error
rate operation. We can achieve reliable operation even when the transistors in
the E-logic design are scaled down to as small as 75% × Wbaseline.

Table III compares the minimum energy point and the
corresponding operating frequency of E-logic design versus
NE-logic design of a 64-bit adder, 32-bit array multiplier,
and three-tap 16-bit FIR filter all designed using Cadence
Encounter in UMC 130-nm process. On an average,
the E-logic design has 18.45% lower EDP than the
NE-logic design.

Using the proposed feedback-based technique, the critical
sizing approach proposed in [2] for designing the subthreshold
logic circuits can be relaxed while ensuring the reliable
operation in presence of process variations. Fig. 15 compares
the EDP of the scaled down E-logic and NE-logic of the
64-bit adder in UMC 130 nm for different subthreshold
supply voltages and assuming a 3σVT = 30 mV systematic
variability in threshold voltage. Here, the transistors sized
using [2] (Wbaseline) for the NE-logic can be scaled down to
75% × Wbaseline when using E-logic while ensuring reliable
operation (no timing errors) at any given voltage. As a result
the dynamic energy of E-logic decreases due to decrease in the
transistor parasitic capacitances. For a given supply voltage,
all E-logic designs are operated at the same frequency. The
E-logic with transistor sizing <75% of Wbaseline cannot
operate at this frequency and has timing errors. Table IV
summarizes the amount of energy savings of the E-logic
with scaled down transistors compared with the NE-logic and
E-logic. Overall the feedback equalization along with
transistor size scaling consumes up to 19.39% lower total
energy compared with the NE-logic in the subthreshold
regime.
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TABLE IV

ENERGY SAVINGS IN SCALED-DOWN E-LOGIC COMPARED WITH

BASELINE NE-LOGIC AND E-LOGIC AT THE MINIMUM ENERGY

SUPPLY VOLTAGE WITH ZERO WORD ERROR RATE OPERATION

Fig. 16. Delay distribution of the critical path in the 64-bit adder designed
in UMC 130-nm process. The 3 × σ/μ of the NE-logic, the E-logic
with two different feedback strengths, and the buffer-inserted NE-logic are
16.1%, 11.4%, 7.14%, and 15% for σVT = 10 mV at the minimum energy
supply voltage, respectively. Here, E-logic designs are operating at 300 mV.

B. Maintaining Robustness Using Postfabrication Tuning

In this section, we explore the use of the adaptive feedback
equalizer circuit to mitigate worse than expected process
variations. As described earlier, the adaptive feedback equal-
izer circuit dynamically modifies the switching threshold of
the inverter driving the flip-flop and at the same time the
smaller input capacitance of the feedback equalizer reduces
the switching time of last gate in the combinational logic.
This reduces the standard deviation σ of the total delay in the
critical path. Fig. 16 shows the distribution of total delay of
the critical path in the 64-bit adder designed in UMC 130-nm
process for different standard deviation values of threshold
voltage. The delay distributions are shown for the NE-logic,
for the buffer-inserted NE-logic, for the E-logic when only
one feedback path is ON (1-FB), and when both feedback
paths are ON (2-FB). The sizing of the combinational logic
block is the same for both the E-logic and the NE-logic
and is determined using the design methodology described
in [2] and assuming σVT = 10 mV. Considering �VT = 3 ×
σVT = 30 mV variation in the threshold voltage of the transis-
tors, the normalized delay variation (3×σ/μ) of the NE-logic,
E-logic (1-FB), E-logic (2-FB), and the buffer-inserted
NE-logic are 16.1%, 11.4%, 7.14%, and 15%, respectively,
at the minimum energy supply voltage. Both the equalized
designs have lower delay and lower total energy than the
NE-logic designs. Between the two equalized designs, the
E-logic (2-FB) design has lower normalized delay variation
due to the extra pull-up/pull-down path in the feedback
equalizer circuit. However, it has higher energy consumption

TABLE V

COMPARISON BETWEEN THE TOTAL DELAY, TOTAL ENERGY, AND DELAY

VARIATION OF THE DIGITAL LOGIC (64-bit ADDER) AT MINIMUM

ENERGY SUPPLY VOLTAGE WHEN THE CONVENTIONAL

UPSIZING METHOD [2] HAS BEEN USED TOGETHER

WITH THE ADAPTIVE FEEDBACK EQUALIZER

CIRCUIT IN THE SUBTHRESHOLD REGIME

due to more parasitics and higher dynamic/leakage energy
components. Table V provides a head-to-head comparison of
normalized delay variation, energy and delay of NE-logic,
buffer-inserted NE-logic, E-logic (1-FB), and E-logic (2-FB).
In the E-logic design, the control latch consumes 2.43 nW on
an average.

In our feedback equalizer circuit, we propose that the
second feedback path is switched ON postfabrication if the
σVT variations are worse than expected. The second feedback
path compensates for the increase in the variation in logic path
delays due to worse than expected σVT variations and reduces
the normalized 3×σ/μ of the total delay for the E-logic. As an
example, say we design a 64-bit adder using E-logic assuming
a σVT = 10 mV. With only one feedback path ON, the design
has a 3 × σ/μ of 11.4% for the delay. If postfabrication the
σVT is larger and is equal to 15 mV, then we can switch ON the
second feedback path to achieve a 3 × σ/μ of close to 11.4%
for the delay (see Fig. 16 and Table V). This will result in
a 2.94% increase in energy. One could argue that we could
design the 64-bit adder upfront to achieve a 3 × σ/μ for the
delay that is <11.4% and that way even if σVT is larger than
expected, then we can still have a 3 × σ/μ closer to 11.4%.
However, to do this we will need to use larger M3 and M4
transistors (Fig. 1) resulting in higher energy consumption in
the baseline 1-FB E-logic design. Thus, we propose that the
first feedback path should be designed to achieve a target
3 × σ/μ specification for the delay for an expected σVT .
Our proposed feedback equalizer then provides the option of
switching ON the second feedback path to achieve the target
3×σ/μ specification for the delay in case σVT turns out to be
worse than expected. The size of the second feedback path
is determined considering the worse than expected process
variations.

Table VI compares the normalized delay variation and the
EDP of the NE-logic design, buffer-inserted NE-logic, E-logic
(1-FB) design, and E-logic (2-FB) design of a 64-bit adder,
32-bit array multiplier, and 16-bit FIR filter all designed
using Cadence Encounter in UMC 130-nm process. In each
case, both the E-logic approaches have lower 3 × σ/μ delay
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TABLE VI

COMPARISON BETWEEN THE NORMALIZED DELAY VARIATION AND THE EDP OF THE E-LOGIC VERSUS NE-LOGIC AND

BUFFER-INSERTED NONEQUALIZED DESIGN OF VARIOUS LOGIC BLOCKS ASSUMING σVT = 10 mV

Fig. 17. Delay distribution of the critical path in the 64-bit adder designed
in UMC 130-nm process considering supply voltage variation.

variation than the NE-logic. Between the two E-logic designs,
E-logic (2-FB) provides more robustness (smaller 3 × σ/μ)
but higher energy compared with E-logic (1-FB).

C. Mitigating Voltage/Temperature Variations

In this section, we explore the use of the equalization
technique to mitigate the effect of voltage and temperature
variations on the performance of digital logic designed in the
subthreshold regime. Fig. 17 shows the distribution of total
delay of the critical path in the 64-bit adder designed in UMC
130-nm process in case of supply voltage variations. The delay
distributions are shown for the NE-logic, for the buffer-inserted
NE-logic, for the E-logic when only one feedback path is
ON (1-FB), and when both feedback paths are ON (2-FB).
Considering �Vdd = 10 mV supply voltage variation,
the feedback equalization technique reduces the worst
case delay of the subthreshold logic by 20.44% compared
with the original NE-logic (3.1% smaller 3 × σ/μ) and by
8.8% compared with the buffer-inserted NE-logic. Considering
�Vdd = 20 mV supply voltage variation, the feedback
equalization technique reduces the worst case delay of the
subthreshold logic by 22.23% compared with the original
NE-logic (4.7% smaller 3 × σ/μ) and by 9.27% compared
with the buffer-inserted NE-logic. Here, there is not
much difference between the results from E-logic (1-FB)
and E-logic (2-FB).

Fig. 18 shows the distribution of total delay of the critical
path in the 64-bit adder designed in UMC 130-nm process

Fig. 18. Delay distribution of the critical path in the 64-bit adder designed
in UMC 130-nm process considering temperature variation.

in case of temperature variations. The delay distributions are
shown for the NE-logic, for the buffer-inserted NE-logic,
for the E-logic when only one feedback path is ON (1-FB),
and when both feedback paths are ON (2-FB). Considering
�T = 10 K temperature variation, the feedback equalization
technique reduces the worst case delay of the subthreshold
logic by 21.27% compared with the original NE-logic
(2.3% smaller 3 × σ/μ) and by 7.6% compared with
the buffer-inserted NE-logic. Considering �T = 20 K
temperature variation, the feedback equalization technique
reduces the worst case delay of the subthreshold logic by
22.42% compared with the original NE-logic (4.3% smaller
3 × σ/μ) and by 9.17% compared with the buffer-inserted
NE-logic. Here, there is not much difference between the
results from E-logic (1-FB) and E-logic (2-FB).

D. Effect of Technology Scaling

In this section, we analyze the effect of technology scaling
on the performance improvement and the energy reduction
that can be obtained using the feedback equalization technique
in the subthreshold regime. In scaled technology nodes, the
contribution of leakage energy component increases due
to larger DIBL effect as well as smaller VT values. By
running the subthreshold logic faster, the feedback equalizer
can reduce the leakage energy component and in turn
decrease the EDP in scaled technology nodes. Table VII
compares the minimum energy supply voltage, contribution of
dynamic/leakage energy components and delay of the 64-bit
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TABLE VII

COMPARISON IN TERMS OF THE MINIMUM ENERGY SUPPLY VOLTAGE, THE CONTRIBUTION OF DYNAMIC/LEAKAGE ENERGY COMPONENTS,

AND DELAY OF THE E-LOGIC VERSUS NE-LOGIC AT DIFFERENT TECHNOLOGY NODES

Fig. 19. EDP of a 64-bit adder designed using E-logic versus NE-logic at zero
word error rate at different technology nodes. The E-logic approach reduces
the EDP of the subthreshold logic by up to 23.6% across all technology nodes
in the minimum energy supply voltage.

adder designed using the E-logic and the NE-logic at different
technology nodes using Predictive Technology Model [31].
Fig. 19 shows the value of the EDP of the 64-bit adder for
the four different technology nodes. Here, we assume the
second feedback path is switched OFF. Compared with the
NE-logic design, the EDP of the E-logic design is 18.37%,
22.02%, 25.34%, and 28.66% smaller in 130-, 90-, 65-, and
45-nm technology nodes, respectively.

E. Comparison With Other Subthreshold Design Techniques

In this section, we compare different techniques proposed
in [2], [5], and [13] with our adaptive feedback equalizer cir-
cuit to mitigate process variations in digital subthreshold logic
circuits. Feedback equalization complements these existing
techniques and can be used along with these techniques for the
subthreshold circuit design. The upsizing design methodology
proposed in [2] increases the device parasitics, which in
turn increases the dynamic and leakage energy components
of the entire digital subthreshold logic block. As discussed
in Section V-A, the feedback equalization technique relaxes
the critical transistor upsizing method for subthreshold logic
design proposed in [2] by 25% while ensuring the reliable
operation in presence of process variations. For the 64-bit
adder, the proposed feedback equalization technique has
10.8% lower total energy and 8.9% lower delay variation
compared with the upsizing methodology proposed in [2].
As proposed in [5], increasing the logic path depth requires

inserting of additional buffers in the critical path of
the subthreshold design to reduce the normalized (σ/μ)
delay variation. This increases the parasitics and the dominant
leakage energy of the design with 33% overhead in the critical
path area and 24% reduction in the normalized variation [5].
As discussed in Section V-B, compared with the buffer-
inserted NE-logic, feedback equalization technique has
8.02% lower EDP and 7.86% lower delay variation.
As described in [32], body-biasing necessitates extra
complex on-chip circuitry to generate the required voltage
for the substrate terminal of the CMOS devices to reduce
the dominant leakage energy of the subthreshold logic.
In the processor example discussed in [32], body-biasing
reduces the normalized variation by 3.1% but results in a 2%
area overhead. The proposed adaptive feedback equalization
technique reduces the normalized delay variation by 8.9% with
0.56% area overhead in the entire 64-bit adder. The proposed
adaptive feedback equalizer circuit has simple topology,
negligible area, and energy overhead and the capability to
reduce the normalized delay variations postfabrication.

VI. CONCLUSION

We proposed the application of a tunable adaptive feedback
equalizer circuit to reduce the normalized variation of total
delay along the critical path and the dominant leakage energy
of the digital CMOS logic operating in the subthreshold
regime. Adjusting the switching thresholds of the gates before
the flip-flop based on the gate output in the previous cycle, the
adaptive feedback equalizer circuit enables a faster switching
of the gate outputs and provides the opportunity to reduce
the leakage energy of digital logic in weak inversion region.
We implemented a nonequalized and an equalized design
of a 64-bit adder in UMC 130-nm process using static
complementary CMOS logic. Using the equalized design the
normalized variation of the total critical path delay can be
reduced from 16.1% (nonequalized) to 11.4% (equalized)
while reducing the EDP by 25.83% at minimum energy
supply voltage. Moreover, we showed that in case of worse
than expected process variation, the tuning capability of
the equalizer circuit can be used postfabrication to reduce
the normalized variation (3σ/μ) of the critical path delay
with minimal increase in energy. We also presented detailed
delay and energy models of the equalized digital logic circuit
operating in the subthreshold regime.
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