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Abstract—In manycore systems, the silicon-photonic link tech-
nology is projected to replace electrical link technology for
global communication in network-on-chip (NoC) as it can pro-
vide as much as an order of magnitude higher bandwidth density
and lower data-dependent power. However, a large amount of
fixed power is dissipated in the laser sources required to drive
these silicon-photonic links, which negates any bandwidth den-
sity advantages. This large laser power dissipation depends on
the number of on-chip silicon-photonic links, the bandwidth
of each link, and the photonic losses along each link. In this
paper, we propose to reduce the laser power dissipation at run-
time by dynamically activating/deactivating L2 cache banks and
switching ON/OFF the corresponding silicon-photonic links in
the NoC. This method effectively throttles the total on-chip
NoC bandwidth at runtime according to the memory access
features of the applications running on the manycore system.
Full-system simulation utilizing Princeton application repository
for shared-memory computers and Stanford parallel applica-
tions for shared-memory-2 parallel benchmarks reveal that our
proposed technique achieves on an average 23.8% (peak value
74.3%) savings in laser power, and 9.2% (peak value 26.9%)
lower energy-delay product for the whole system at the cost of
0.65% loss (peak value 2.6%) in instructions per cycle on aver-
age when compared to the cases where all L2 cache banks are
always active.

Index Terms—Laser power management, manycore systems,
network-on-chip (NoC) reconfiguration, silicon-photonic NoC.

I. INTRODUCTION

TODAY’S manycore systems have tens of cores on a
single chip. In the future, this core count is expected

to grow into the hundreds (maybe even thousands). This
ever-increasing core count has made it necessary to design
a shared network-on-chip (NoC) medium for on-chip com-
munication. The manycore systems that are commercially
available today [1]–[3] use a mesh topology. The choice of
this low-radix high-diameter mesh topology is driven by the
fact that a mesh network requires short interconnects and
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energy-efficient short interconnects can be easily designed
using repeater-inserted electrical link technology. However,
the mesh topology, due to its multihop packet transmission,
requires the programmer to carefully map an application across
several cores to extract maximum performance from a many-
core architecture. A single-stage high-radix topology, such as
a crossbar, reduces this extra effort required for mapping of
threads. However, the implementation of a crossbar using elec-
trical link technology for systems with large core counts is
expensive in terms of energy and area.

Silicon-photonic link technology has been proposed as a
potential replacement to the electrical link technology in the
design of the high-radix NoC of manycore systems [4]–[7].
The silicon-photonic link technology can provide an order
of magnitude higher bandwidth density through dense wave-
length division multiplexing [4]. Moreover, the data-dependent
power in a silicon-photonic link is independent of the link
length. Hence, it is possible to design a high-radix topol-
ogy with long global interconnects using silicon-photonic link
technology for the NoC. However, the fixed power dissipated
in the laser source that is required to drive the silicon-photonic
links can be nontrivial. Depending on the physical layout of
the NoC and the materials used for the photonic devices, the
fixed power in the laser source can more than offset the band-
width density and data-dependent power advantages of the
silicon-photonic link technology [4], [8], [9].

To enable an energy-efficient design of high-radix topolo-
gies using silicon-photonic link technology for NoC, we need
to develop techniques for lowering laser power dissipation.
The applications running on the manycore systems typically
exhibit spatial variations and/or temporal variations in the opti-
mal NoC bandwidth requirements, optimal L1/L2 cache size
requirements and optimal core count requirements. This cre-
ates an opportunity for proactively reconfiguring the overall
system architecture at runtime to minimize the power dissi-
pated in the laser source. In this paper, we propose a run-time
methodology to proactively control the size of the shared L2
cache and, in turn, the bandwidth of the NoC (between pri-
vate L1 and shared L2 cache banks) to manage the power
dissipated in the laser source. Our methodology periodically
samples the L2 cache replacement rate to make a decision
on increasing/decreasing the number of active L2 cache banks
while ensuring a minimal change in the system performance. A
decision to reduce the L2 cache bank count creates an oppor-
tunity to switch OFF the silicon-photonic links associated with
the deactivated L2 cache banks and, in turn, save laser power.
The key idea here is to provide the minimum-sized L2 cache
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(i.e., the minimum number of L2 cache banks) and the min-
imum NoC bandwidth (i.e., the minimum number of active
silicon-photonic links) required for an application to achieve
the maximum possible performance at any given point of time.
The main contributions of this paper are as follows.

1) We propose a policy for run-time management of power
dissipated in the laser source that drives a crossbar
NoC that connects the private L1 caches and the dis-
tributed shared L2 cache banks. At runtime, using the
L2 cache replacement rate metric, we determine the
required change in the L2 cache bank count and hence
the number of silicon-photonic links to maximize appli-
cation performance and minimize laser power, which
in turn maximizes the energy efficiency of the overall
system.

2) We evaluate our laser power management policy using
a 64-core system with silicon-photonic crossbar NoC as
the target system. For evaluation, we use the Gem5 [10]
simulator and princeton application repository for
shared-memory computers (PARSEC) [11] and stanford
parallel applications for shared-memory (SPLASH)-
2 [12] parallel benchmark suites. In our analysis, we
compare two different versions of the target system—a
system that uses our laser management policy to recon-
figure the L2 cache and the NoC, and a system that
keeps the entire L2 cache and the NoC ON all the time.
On average, our proposed approach saves laser power by
23.8% (peak value 74.3%) and system power by 9.9%
(peak value 30.6%), with instructions per cycle (IPC)
degradation of 0.65% (peak value 2.6%), and energy-
delay product (EDP) improvement by 9.2% (peak value
26.9%).

The rest of this paper is organized as follows. We describe
the related work in Section II followed by the detailed architec-
ture of our target system in Section III. We present an overview
of the silicon-photonic link technology in Section IV followed
by a detailed discussion of our proposed runtime cache and
NoC reconfiguration methodology in Section V. We present
the evaluation of our proposed approach for laser power man-
agement in Section VI. This is followed by a discussion of
the application of our methodology to alternate cache archi-
tectures, systems with large core counts, and alternate NoC
topologies in Section VII. Finally, Section VIII summarizes
the main conclusion of this paper.

II. RELATED WORK

The silicon-photonic link technology has been widely
explored to implement the entire spectrum of net-
work topologies—from low-radix high-diameter mesh/torus
topologies [7], [13] to medium-radix medium-diameter
butterfly/crossbar topologies [4], [6], [14] to high-radix low-
diameter bus/crossbar topologies [5], [15]. A general consensus
among the various efforts so far is that silicon-photonic net-
works provide a bandwidth density and data-dependent power
advantage for NoC communication. However, the fixed amount
of power dissipated in the laser sources that drive the silicon-
photonic NoC negates these advantages. Hence, to enable the

use of silicon-photonic NoC in future manycore systems, we
need to develop techniques to proactively manage laser power.

The standard design-time device-level solutions to reduce
optical loss in silicon-photonic devices, and in turn reduce
the laser power range from exploring different materials to
process flows to device geometries. At the circuit level,
novel receiver circuits can be designed to operate with low-
sensitivity photodetectors or one can lower the power injected
into the silicon-photonic links and any resulting errors can
be detected/corrected using coding techniques. At the archi-
tecture level, a nanophotonic crossbar architecture that uses
optical channel sharing to manage static power dissipation is
proposed in [16]. Here, a token-stream mechanism is used
for channel arbitration and credit distribution, to enable effi-
cient global sharing of crossbar channels. Zhou and Kodi [17]
proposed to use a prediction mechanism to dynamically scale
the NoC bandwidth depending on the demands of the overly-
ing application and in turn reduce optical power dissipation.
Li et al. [18] proposed to divide the photonic NoC into sub-
nets and share photonic channels for sending arbitration and
data packets to reduce laser power. Chen and Joshi [19] pro-
posed to use weighted time-division multiplexing to distribute
the laser power across multiple photonic links based on the
runtime variations in the bandwidth requirements within and
across applications to maximize energy efficiency.

We propose to manage the laser power dissipated in the
silicon-photonic NoC between the private L1 caches and
distributed shared L2 cache banks through NoC and cache
reconfiguration. In our approach, we determine the minimum
number of L2 cache banks that is required to maximize the
application performance. The extra L2 cache banks are deac-
tivated and the silicon-photonic links associated with those
L2 cache banks are switched OFF to save laser power. The
idea of reconfiguring the cache architecture to reduce cache
energy and/or improve performance has been explored in the
past [20], [21]. However, it has never been used to manage
the power dissipated in a silicon-photonic NoC. The main goal
here is to minimize the EDP of the overall manycore system by
leveraging the spatial and temporal variations in the behavior
of the applications.

III. TARGET SYSTEM

We choose a 64-core processor that is manufactured using
22-nm CMOS technology as our target system. However, it
should be noted that our proposed technique for laser power
management can easily scale with core count. Our target sys-
tem is a 3-D system, where the logic layer contains the CMOS
logic and monolithically integrated photonic devices, while the
laser layer contains the laser sources. The cores in the logic
layer are configured based on the cores used in Intel’s 48-core
SCC [1]. The micro-architectural parameters of the target sys-
tem are listed in Table I. The target system has a total of
4 MB L2 cache. This size was determined by running all our
target benchmark applications and determining the minimum
L2 cache size that maximizes performance of the applications
that we have used for evaluation. Alternate set of applications
could indicate the need for larger L2 cache sizes. However,
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TABLE I
SIXTY-FOUR CORE TARGET SYSTEM PARAMETERS

Fig. 1. Logical view of a silicon-photonic crossbar network between 64
cores (each with a private L1 cache) and 8 L2 cache banks. The crossbar
uses SWMR for L2-to-L1 communication and MWSR for L1-to-L2 commu-
nication. Each ring shown in the figure represents a set of 64 ring modulators
and 64 ring filters for data channels with a few extra rings for token and
reservation channels.

our proposed technique of laser power management using L2
cache and NoC reconfiguration would still be applicable.

For on-chip communication, we consider a high-radix cross-
bar NoC architecture (see Fig. 1). The NoC employs the
multiple-write-single-read (MWSR) mechanism for L1-to-L2
communication with a dedicated silicon-photonic channel hav-
ing a width of 512 bits for each L2 cache bank. A token-based
protocol is used to arbitrate between the L1 caches for getting
access to L1-to-L2 communication channels [5]. Tokens are
assigned in a round-robin fashion for fairness. The network
employs the single-write-multiple-read (SWMR) mechanism
for L2-to-L1 communication with a dedicated silicon-photonic
channel having a width of 512 bits for each L2 cache bank.
The reservation channel is used to enable the ring filters at tar-
geted destination L1 caches before an L2 cache bank transmits
packets onto the L2-to-L1 data channels [16]. Each logical
link in Fig. 1 represents one L1-to-L2 MWSR data channel
(with corresponding token channel) and one L2-to-L1 SWMR
data channel (with corresponding reservation channel). Each
ring shown in Fig. 1 represents a set of 64 ring modulators
and 64 ring filters for data channels (with few extra rings for

Fig. 2. Physical layout of the silicon-photonic crossbar NoC between 64
cores (each with a private L1 cache) and eight L2 cache banks. The L2
cache banks are located at the ends of the silicon-photonic links for ease of
arbitration. The reconfiguration controller (RC) is placed in the center of the
L2 caches and the laser sources are placed right above the RC and L2 caches
to minimize the reconfiguration overhead.

token and reservations). This approach of using MWSR mech-
anism for L1-to-L2 communication and SWMR for L2-to-L1
communication where all the communication associated with
an L2 cache bank is mapped onto dedicated silicon-photonic
links provides the opportunity to easily switch OFF/ON these
dedicated silicon-photonic links when the L2 cache bank is
deactivated/activated.

Fig. 2 shows the physical layout of the silicon-photonic
network between 64 private L1 caches and eight shared and
distributed L2 cache banks. Cache lines are interleaved across
L2 cache banks to enable the parallel accessibility. We use
a modified exclusive shared invalid (MESI) directory-based
protocol for maintaining cache coherency between L1 and
L2 cache banks. The cache coherency directories are located
next to the associated L2 cache banks. Any core-to-core com-
munication is through the directory, hence no forward-type
coherency messages are implemented. The L2 cache banks
and memory controllers (MCs) are co-located on the edge of
the processor; therefore L2 cache banks can access all the
MCs through local wiring upon L2 cache misses. In the phys-
ical layout, the waveguides are routed in a U-shape layout.
Instead of the conventional off-chip laser sources, we opt for
on-chip laser sources because they can be quickly switched
ON/OFF to correspondingly switch ON/OFF the associated
silicon-photonic links (more details in Section IV). The laser
sources are placed in a separate layer above the low power
density L2 caches to minimize the impact of power dissipated
in the logic layer on the laser source temperature. Here, the
laser sources are placed along one edge of the chip but other
arrangements are also feasible [22].

There is a separate off-chip photonic network that con-
nects MCs to PIDRAM chips [23]. We assume an average
time of 50 ns for the round-trip delay between the MCs and
PIDRAMs. We ignore the variations in queuing latencies at
the inputs of MCs because the high off-chip bandwidth using
PIDRAM significantly reduces the number of outstanding
memory requests in the queue.

IV. PHOTONIC TECHNOLOGY

Silicon-photonic devices can be interfaced with conven-
tional CMOS devices using monolithic integration or 3-D
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Fig. 3. Photonic link components. Two point-to-point photonic links
implemented with WDM.

integration. Monolithic integration (using bulk CMOS process
or SOI process) involves using the existing layers in the pro-
cess technology to design photonic devices. On the other hand,
3-D integration involves integrating an SOI chip of a different
process or depositing custom photonic layers (SiN or poly-
crystalline silicon) above the metal layers and interfacing the
CMOS devices and photonic devices through vias. Our pro-
posed technique for using cache and NoC reconfiguration
for managing laser power is applicable to silicon-photonic
NoC designed using both monolithic integration and 3-D inte-
gration. The percent of savings in laser power in the 3-D
integration case would be same as the monolithic integration
case. However, in case of 3-D integration the parasitics at the
interface of the optical layer and logic layer are very high, and,
in turn, the E-O-E conversion cost would be very high mak-
ing it infeasible for silicon-photonic NoC. Hence, we focus on
using monolithic integration and minimizing the laser power
to make the photonic NoC more energy efficient.

Fig. 3 shows a generic wavelength-division multi-
plexed (WDM) photonic link used for intrachip communi-
cation. Light waves of wavelength λ1 and λ2 emitted by a
laser source are coupled into the chip using vertical grating
couplers. These couplers allow for vertical coupling into pla-
nar waveguides. These light waves pass next to a series of
ring modulators controlled by modulator drivers based on the
data to be transmitted on the link. The modulators convert
data from the electrical domain to the photonic domain. The
modulated light waves propagate along the waveguide and can
pass through zero or more ring filters. At the receiver side, the
ring filter “drops” the light wave having the filter’s resonant
wavelength onto a photodetector. The resulting photodetector
current is sensed by an electrical receiver. At this stage, data
is converted back into the electrical domain from the photonic
domain.

For our analysis, we consider a silicon-photonic link design
similar to that proposed in [4]. This link design uses double-
ring filters with a 4 THz free-spectral range, which enables
up to 128λ modulated at 10 Gb/s on each waveguide (64 λ

in each direction, interleaved to alleviate filter roll-off require-
ments and crosstalk). A nonlinearity limit of 30 mW at 1 dB
loss is assumed for the waveguides. In our target system, this
limits the number of wavelengths per waveguide to 15 in our
proposed layout. The waveguides are single mode and have
a pitch of 4 μm to minimize the crosstalk between neighbor-
ing waveguides. Modulator ring and filter ring diameters are
∼10 μm. The latency of the photonic link is assumed to be
3 cycles (1 cycle in flight and 1 cycle each for electrical-
to-optical and optical-to-electrical conversion) + serialization

TABLE II
PHOTONIC TECHNOLOGY PARAMETER VALUES BASED ON

MEASUREMENTS AND PROJECTIONS

latency + latency due to contention for NoC resources. We use
the measurement values of silicon-photonic links designed in
45 nm SoI [24]–[27] and project those values to 22 nm SoI
technology (see Table II). As we scale CMOS technology from
45 to 22 nm, the optical losses in photonic devices and the
thermal tuning power per K will not change as these values
depend on the photonic device designs, which do not scale
as we scale CMOS transistors from 45 to 22 nm. For thermal
tuning power calculations, we assume the rings have to be
tuned over a range of 10 K. We use fixed-voltage technology
scaling rules to determine the energy consumed in modula-
tor driver circuit (for E-to-O conversion) and receiver circuit
(for O-to-E conversion).

Over the past few years, several different on-chip laser
source technologies have been proposed [28]–[30]. These
technologies require further development, but they can sim-
plify packaging and improve the energy-efficiency of photonic
NoCs. We employ multiple on-chip single-mode indium phos-
phide (InP)-based laser sources for powering the waveguides.
Integrated multiwavelength lasers [31] or comb lasers [32]
could also be utilized in our target system. However, these
alternatives have a large footprint or require further technolog-
ical development. Therefore, we consider a set of single-mode
laser sources in this paper. We use dedicated laser sources for
each L2 to simplify the laser switch ON/OFF process. Each
L2 bank requires 64 wavelengths each for L2-to-L1 communi-
cation and L1-to-L2 communication. The 30 mW nonlinearity
limit restricts the number of wavelengths per waveguide to 15.
Hence, a single waveguide is driven by 15 single band laser
source with each source emitting about 2 mW of optical
power. In our target system, 1920 single band laser sources
(300 × 50 μm each) occupy approximately 28 mm2 on the
laser layer. The laser source efficiency varies with temperature
and output optical power. For our (InP)-based laser sources
the efficiency can be as large as 10% if we can maintain the
laser temperature at 65 ◦C. In this paper, we use a projected
laser source efficiency of 5%. A more detailed discussion of
the laser source technology that we have used can be found
in [22]. It should be noted though that our proposed approach
for laser power management is also applicable to other on-chip
laser source technologies.
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In our target system, the laser sources are placed on the laser
source layer on top of the logic layer. Compared with off-chip
laser sources, the on-chip laser sources are located closer to
the logic layer and have faster switch ON/OFF time. Since
our power savings technique relies on switching ON/OFF the
silicon-photonic links associated with activated/deactivated L2
cache banks, the on-chip laser ON/OFF characteristics are crit-
ical for maximizing the benefits of our proposed technique.
When the on-chip laser supply current is turned ON, both the
carrier density and photon density in the on-chip laser active
medium reach a steady-state condition rapidly (on the order
of ns [33]). The on-chip laser dissipates power in the form of
heat when turned ON, therefore some temperature stabiliza-
tion time is required. However, considering all of these effects,
on-chip semiconductor diode lasers have demonstrated stable
pulses with pulse widths (time to switch ON/OFF the laser cur-
rent) of 35 ns [34]. This switch ON/OFF time is suitable for
our approach as we reconfigure the L2 cache every ten million
instruction (which is approximately 500 μs for our target set
of benchmarks running on the target system described earlier).
And even if more precision were required to ensure power and
lasing wavelength stability, a simple wavelength locking cir-
cuit could be employed [35]. In this paper, we explore the
application of our power management technique considering
on-chip laser source with switch ON/OFF times of 100 ns.

V. RUNTIME RECONFIGURATION

In this section, we describe our runtime cache and NoC
reconfiguration technique that can reduce laser power while
sustaining performance. The key idea is to track the dynamic
changes in the size of an application’s working set during
different phases of application execution and reconfigure the
L2 cache bank count and NoC at runtime. Essentially, if the
entire working set can fit into a smaller L2 cache, we can
save laser power by deactivating some L2 cache banks and
their associated silicon-photonic links. On the other hand,
if the working set requires a larger L2 capacity, we need
to activate more L2 cache banks and their corresponding
silicon-photonic links to avoid excessive L2 cache misses
and sustain application performance. It should be noted that
we are not proposing a new L2 cache reconfiguration tech-
nique. Several techniques have already been proposed for
L2 cache reconfiguration [20], [21], [36], [37]. However, the
use of L2 cache reconfiguration to manage laser power in
silicon-photonic NoC has never been explored before.

A. RC

We propose to use a RC that is responsible for tracking the
variations in the application working set size and making the
decisions on the required changes in the L2 cache bank count.
As we will see, the decision on changing the L2 cache capac-
ity relies on the L2 cache replacement rate that the RC must
collect from the current set of L2 banks. The RC is located
on the edge of the chip where the L2 cache banks and laser
sources are also located (see Fig. 2). For each L2 bank, two
single-bit point-to-point electrical channels are used: one to
send data from the L2 bank to the RC and the other to send

Fig. 4. Flowchart for activating/deactivating L2 cache banks and the
associated silicon-photonic links at runtime.

data from the RC to the L2 bank. The single-bit channel can
transmit the cache replacement rate of the L2 bank (a 32-bit
floating point value assuming the single-precision IEEE 754
standard) toward the RC in 32 clock cycles (very small com-
pared to the large sampling period). The RC employs another
pair of unidirectional single-bit point-to-point electrical links
per laser source for communication. These electrical channels
used for communication between RC and L2, and between RC
and laser sources have minimal energy and area overhead due
to their very low bandwidth and proximity to the RC.

Fig. 4 shows the flow chart of the reconfiguration process
performed by the RC. After each sampling period, to collect
the L2 cache replacement rate, the RC sends a 1-bit signal
toward every active L2 cache bank utilizing each banks’ asso-
ciated electrical link. After one clock cycle, the L2 cache
bank starts reporting back the L2 cache replacement rate.
The RC collects all replacement rates in the next 32 clock
cycles (32-bit floating point values transmitted through 1-bit
electrical links), and decides whether to increase/decrease the
number of L2 cache banks and the number of active silicon-
photonic links. In our system, the RC increases/decreases the
number of L2 cache banks in powers of 2 as it is shown in
Fig. 5. Alternate granularities could be used in our approach
for increasing/decreasing the L2 cache size and hence the laser
power. However, that complicates the process of determining
the home bank (HB) for each cache line. So for simplicity,
here, we, change the L2 cache bank count in powers of 2.

When the RC decides to activate one or more L2 cache
banks, it needs to switch ON the laser sources that power
the silicon-photonic links associated with those L2 cache
banks. For that, the RC sends 1-bit signals toward both
the laser sources and the L2 cache banks (the logic that
activates/deactivates an L2 bank is always active) utilizing
the corresponding electrical links. Each laser source needs to
stabilize before powering the silicon-photonic links and as dis-
cussed in Section IV, we expect that the entire switch ON time
of associated laser sources (including the stabilization delay)
can be less than 100 ns (125 clock cycles in our target proces-
sor frequency). The laser sources notify the completion of their
stabilization by sending back a 1-bit signal toward the RC.
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(a)

(c)

(d)

(e)(b)

Fig. 5. Memory block mapping. (a) Format of memory block address. Bits
in the HB field are used to determine the L2 cache bank to which the address
should be mapped. (b)–(e) Matrices showing the mapping between the mem-
ory partitions and the active L2 cache banks. Crosses in the matrix’s cells
indicate the current mapping. From (b)–(e) L2 cache bank count decreases in
power of 2. From (e)–(b) L2 cache bank count increases in power of 2.

Similarly, the new set of L2 cache banks send a 1-bit signal
to the RC once they are powered up.

Once the L2 banks and associated silicon-photonic links are
activated, the RC can start the process of mapping memory
blocks to the new L2 bank count. To do that, the RC commu-
nicates the decision of activating one or more L2 cache banks
to the current set of active L2 banks utilizing point-to-point
electrical links. In particular, the RC transmits a short mes-
sage (a 1-byte message) through the associated electrical links
toward the current set of active L2 banks (the message takes
eight clock cycles in flight). This message contains the num-
ber of bits that should be used to determine the new mapping
of memory blocks [i.e., the size of the HB field (see Fig. 5)]
to the new set of L2 banks (e.g., the RC sends a value 3 if the
new L2 bank count is 8). Based on this value, the current set
of active L2 banks are able to determine which cached blocks
have to be flushed to memory (by comparing the new HB field
against their cached memory blocks’ tag field), as these blocks
will need to be cached by the new set of L2 banks that are
being activated during the reconfiguration process. We esti-
mate that the process of flushing cached entries from L2 can
take a large number of clock cycles (up to 18 000 cycles if
all L2 bank’ entries have to be flushed). As we will explain
in Section V-C, during this long period, the application exe-
cution does not stop and L1 cache controllers can address the
L1 cache misses in the higher levels of the memory hierar-
chy (L2 cache banks and main memory) without any memory
consistency issues, thereby leading to marginal performance
losses. Once the L2 banks have finished the flushing process,
they send a 1-bit signal toward the RC to notify the completion
of the reconfiguration process.

In the case when the RC decides to deactivate some L2
cache banks, it needs to keep the associated laser sources
ON until those L2 cache banks flush their contents to the
main memory and are completely deactivated. For that, the
RC sends the same short message as before through the asso-
ciated electrical links toward all current set of L2 banks. By
reading this message that contains the size of the new HB

field, the L2 banks will know which ones have to be deacti-
vated (by comparing the size of the HB field against their L2
bank identifier—e.g., if the size of the HB field is 2 bits, so
there will be four L2 banks after reconfiguration and all L2
banks with greater or equal L2 identifier must be deactivated).
The banks that are going to be deactivated can start with the
deactivation process by flushing all their memory blocks to
memory. As we will detail in Section V-C, this process, like
activating L2 banks, can be performed without compromising
memory consistency and stopping the application execution.
After deactivating those L2 cache banks, their associated L2
bank controllers send a 1-bit signal through their electrical
links toward the RC, who can then start switching OFF the
corresponding laser sources. After the laser source is switched
OFF, its controller notifies the RC by sending a 1-bit signal
through its associated electrical links.

It is worth noting that, the RC does not need to explicitly
send the reconfiguration decision toward the L1 caches for
them to know the new mapping of memory blocks to the L2
banks (i.e., the new size for the HB field). We propose a few
simple modifications to the cache coherence protocol (detailed
in Section V-C), which allow the current set of L2 banks to
send the new HB field size as a response to L1 petitions using
a negative acknowledgement (NACK) message.

B. Reconfiguration Decision Process

To make reconfiguration decisions, ideally the system
should test all choices for L2 cache bank count and find
the optimal L2 cache bank count that reduces power while
maximizing IPC. However, this method of choosing L2 cache
bank count is not feasible at runtime. Moreover, IPC cannot
be used for making the reconfiguration decision because the
variations in absolute value of IPC do not necessarily indicate
the need for L2 cache reconfigurations. We propose to use L2
cache replacement rate (# cache replacements/# clock cycles
in the sampling period) as a metric to determine the need
for increasing/decreasing L2 cache bank count. The absolute
value of L2 cache replacement rate indicates if the current L2
cache size is sufficient to store the application’s entire work-
ing set and if an increase/decrease in L2 cache bank count can
improve/hurt the system performance.

The RC uses a dual-threshold approach to make reconfig-
uration decisions. It compares the L2 cache replacement rate
with two thresholds: Thigh and Tlow. When the replacement
rate is higher than Thigh, it decides to increase the L2 cache
bank count, and when the replacement rate is lower than Tlow,
it decides to decrease the L2 cache bank count. When the
replacement rate is between Tlow and Thigh, the RC makes a
decision to maintain the current L2 cache bank count.

To determine the values for Thigh and Tlow, we evaluated
the impact of various Thigh and Tlow values on system IPC
and fluctuations in the L2 cache bank count, respectively
(see Fig. 6). As mentioned earlier, when L2 cache replacement
rate is greater than Thigh, the system increases L2 cache bank
count. Hence, a large value for Thigh provides large savings in
the laser power as the large Thigh value reduces the probability
of increasing L2 cache bank count and hence the probability of
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(a)

(b)

Fig. 6. Calculation of two thresholds. (a) IPC degradation when using differ-
ent Thigh values for each benchmark. (b) Number of fluctuations in L2 cache
bank count for using various Tlow for each benchmark when Thigh = 10−3.

switching ON the associated silicon-photonic links. However,
a downside using a large Thigh value is that it can cause per-
formance degradation as the system may not have sufficient
number of L2 cache banks to maintain the entire working set
of the application on the processor chip. In Fig. 6(a), we show
the normalized performance of our target benchmarks as we
increase Thigh value. We can see these benchmarks start show-
ing degradation in performance for Thigh values larger than
10−3.5. For the remaining analysis, we choose Thigh = 10−3

where the average performance degradation is <10% across
all benchmarks.

The system decreases L2 cache bank count when L2 cache
replacement rate becomes lower than Tlow. A large value
for Tlow will lead to higher laser power savings as it would
increase the probability of deactivating L2 cache banks and
switching OFF the associated silicon-photonic links. However,
a large Tlow value could lead to an incorrect cache reconfigura-
tion decision (an unnecessary deactivation of L2 cache banks
that leads to loss of performance and increase in L2 replace-
ment rate), which will need to be reversed at the end of the
very next sampling period. This can happen especially when
values of Tlow and Thigh are very close to each other. Assume
that the system increases the L2 cache bank count after observ-
ing a L2 cache replacement rate higher than Thigh. There is a
high probability that the L2 cache replacement rate would drop
below Tlow and the system will need to decrease the L2 cache
bank count in the next sampling period. This decrease in the
L2 cache bank count would increase the value of the L2 cache
replacement rate above Thigh, which would again indicate the

need for increasing the L2 cache bank count. Essentially, we
might end up in a situation where we need to change the L2
cache bank count after every sampling period. Hence, we need
to choose the value of Tlow such that it can avoid the need for
reconfiguring the L2 cache at the end of every sampling period.

Our simulation-based analysis revealed that each applica-
tion has a different optimal Tlow value [see Fig. 6(b)]. In the
figure, the fluctuation is defined as the percentage of reconfig-
uration decisions that are reversed at the end of the very next
sampling period. We can choose a Tlow below 10−4.5 for all
the benchmarks to minimize the fluctuations. However, such a
low Tlow would reduce the probability of the system reducing
the L2 cache bank count to save laser power. We propose to
use a simple learning process in the RC to find the best Tlow
for each benchmark. We choose Tlow = Thigh when the appli-
cation starts execution. Whenever RC observes a “fluctuation,”
it decreases the value of Tlow. Over time, the RC converges to
the optimal Tlow for an application. The optimal Tlow values
for each application could potentially be stored and can be
reused when the application is executed again.

C. Memory Consistency During the Reconfiguration Process

The manycore system needs to maintain cache coherence
and consistency while activating/deactivating L2 cache banks.
The reconfiguration process only affects the memory blocks
that are associated with the L2 cache banks that are being
activated/deactivated. Memory operations to other memory
blocks can be performed during the reconfiguration. Moreover,
we allow that L1 cache misses to memory blocks that are
affected by the reconfiguration process can be also resolved
without any memory inconsistency, while minimizing any per-
formance degradation in the system. We explain how this
process is performed assuming a cache hierarchy in which the
L1 and L2 caches are inclusive, and use a write-back writing
policy and a directory-based coherence protocol. Our mecha-
nism can easily be extended to other cache hierarchies as it is
described in Section VII.

Fig. 7(a) shows an example in which there are 4 L1 caches
(L1$-a–L1$-d) and 2 active L2 cache banks (L2$-a and L2$-b),
and here L2$-b needs to be deactivated. Since the cache
hierarchy is inclusive, the L1 caches store a subset of all
memory blocks in L2 caches. In this way, all L2 memory blocks
in L2$-b must be checked and flushed along with the copies
stored at L1 level. To implement the flush operations, we use the
same process that is required to flush L2 memory blocks when
an L2 replacement is needed or when a memory invalidation
message is received from main memory. Essentially, coherence-
related invalidation messages are sent from L2 cache banks to
the corresponding L1 caches [see 1.Inv in Fig. 7(a)]. Since,
the caches use write-back policy, memory blocks at L1 level
can hold the latest copy of the memory block [dirty blocks—see
owner(L1$-c) and the corresponding block at L1$-c]. Hence,
the flush message results in a write-back data transfer from L1
to L2 cache (for clarity, it is not shown in the figure). Cache
blocks that are clean do not require a write-back data transfer
but an acknowledgment message to L2 is required that confirms
the invalidation of the memory block at L1 level (for clarity,
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(a)

(b)

Fig. 7. Memory consistency in the reconfiguration process. (a) Deactivation
of L2$-b. 1.Inv: message sent to all L1 caches that have a copy of the memory
block to be flushed. 2.1–2.2 messages: L1 request using the old HB mapping
for a memory block that is NP. The old home L2 bank returns NACK indi-
cating the petitions should go to L2 bank (L2$-a). 2.3–2.6 messages: the
previous L1 request is forwarded to the correct L2 bank that fetches the data
from memory and sends it back to the L1 petitioner. 3.1–3.2 messages: L1
petition for a memory block that has not been flushed yet by the old HB. This
request can be processed as it has not been flushed. (b) Activation of L2$-b.
1.Inv: message sent to the L1 cache that has a copy of the memory block
to be flushed. 2.1–2.6 messages: same steps as described for the deactivation
process for a memory block that is NP in the old HB (L2$-a), and the L1
petition is forwarded to the new L2 bank. 3.1–3.2 messages: same message
as those described for deactivation process.

it is not shown in the figure). It is worth noting that these
actions are exactly the same as when conventional invalidation
messages are employed. Hence, L1 cache controllers are not
modified to deal with our flush messages. Once a particular
L2 memory block has been flushed from L1 caches (either a
write-back data transfer from the L1 with the dirty copy of
the block, or a set of acknowledgments from each clean copy
in L1 caches have been received at the L2 cache bank), the
L2 cache bank will either transmit a write-back message to
memory [WB in Fig. 7(a)] in case of dirty blocks, or it will
simply remove the associated L2 cache bank entry in case of
a clean block. Then, the coherence status of these L2 cache
entries change to not-present (NP).

To avoid performance loss during the flushing of memory
blocks from the L2 banks that are being deactivated during the
reconfiguration process, we allow their corresponding L2 bank
controllers to continue processing L1 petitions as follows: all
L1 petitions that go to memory blocks that are stored in the L2
bank (they are not in NP state) are processed using the MESI
protocol [see 3.1 Req and 3.2 Data in Fig. 7(a)]. However, L1
petitions to memory blocks that are not cached in the L2 bank
because either they have been flushed during the reconfigura-
tion process, or they have never been referenced, or they have
been recently replaced (they are in NP state—see 2.1 Req)
are not forwarded toward main memory to get the requested
memory block. In this case, and only during the reconfigura-
tion process, the L2 bank controller returns a NACK message
for each of these L1 petitions [2.2 NACK in Fig. 7(a) for the
case where L2$-b is being deactivated]. The NACK message
contains the number of bits that should be used by the L1
controller to determine the HB field from the memory block
address (see Fig. 5). In that way, the L1 controllers know the
new L2 bank that will be responsible for these L1 petitions
and send petitions to it (see messages from 2.3 to 2.6). In
short, all L1 petitions are served during the reconfiguration
process. Note that, our proposal requires minimal modifica-
tions to the L2 cache controller to deal with the NP state
during the reconfiguration process.

Fig. 7(b) shows the L2 cache bank activation process. In
this example, there are four L1 caches (L1$-a–L1$-d) and one
active L2 cache bank (L2$-a), and L2$-b bank needs to be acti-
vated. Note that, as we mentioned in Section V-A, the first step
of the reconfiguration process is that the RC sends the new size
of the HB field to the current set of L2 banks. Second, the RC
starts the activation of the new L2 banks and the correspond-
ing laser sources and silicon-photonic links. Once the new set
of L2 banks along with the associated silicon-photonic links
are powered up the RC begins the new mapping of memory
blocks to the new L2 bank configuration.

To apply the new mapping of memory blocks to the L2
banks, we need to first identify the L2 cache banks that are
currently active and are serving the L1 cache requests (prior to
reconfiguration) that would be served by L2$-b after reconfig-
uration. We then need to flush these relevant memory blocks
from these L2 cache banks back to memory. To accomplish
that, the current L2 cache banks use the new size of the HB
field (which they know by this stage). They compare the new
HB field against their cached memory blocks’ tag field, and
determine which cached blocks to flush. The process of flush-
ing L2 memory blocks would be similar to that explained in
the L2 cache bank deactivation process [1. Inv, WB and Ack
in Fig. 7(a)].

To minimize performance degradation, we allow the appli-
cation execution to continue during the reconfiguration process
while maintaining memory consistency. First, all L1 requests
that go to memory blocks that are not affected by the recon-
figuration process (cached blocks with correct HB bits) can be
processed as in the MESI protocol [2.1 and 2.2 in Fig. 7(b)].
Second, the remaining set of L1 petitions that correspond
to the memory blocks who will belong to the newly acti-
vated L2 banks will go first to the current home L2 bank
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(the L1 petitioners do not know the new size for the HB
field). These L2 banks send NACK messages that contain the
size of the new HB field to the L1 petitioners [2.2 NACK in
Fig. 7(b)]. To keep memory consistency, the NACK message
will only be sent from the old L2 banks to the L1 petitioners
after the requested memory block has been completely flushed
from the old L2 bank (it gets an NP state in the old L2 bank).
In this way, our mechanism avoids stopping the system during
the reconfiguration process [see messages from 2.3 to 2.6 in
Fig. 7(b)] and guarantees that there will be a unique copy of
the memory block cached at L2 level, thereby avoiding the
memory inconsistency.

Note that the RC does not need to communicate the recon-
figuration decision to L1 caches, as the active L2 banks will
send this information to the L1 caches through the NACK
messages explained above. For instance, if an L1 cache does
not know the new set of L2 active banks, and sends it petitions
to an incorrect L2 bank, the L2 bank will return the NACK
message that stores the number of bits required to identify the
correct mapping of memory blocks to L2 banks (the new HB
field). Moreover, if the L1 cache controller tries to send a mes-
sage to a previously deactivated L2 bank, it will not be able
to establish the communication with this L2 bank because the
corresponding silicon-photonic channel is deactivated. So, the
L1 cache controller will then update the size of the HB field
by removing one bit to the HB field (e.g., from 3 bits that
identifies 8 L2 banks to 2 bits that refers to 4 L2 banks) and
try to send a message to an L2 bank based on the new map-
ping. The L1 cache controller will repeat the previous process
until it gets an active silicon-photonic channel (corresponding
to an active L2 bank). If after sending the L1 petition, this
L1 petition reaches an incorrect L2 bank, that L2 bank will
return a NACK message (containing the number of bits to be
used for determining the new mapping) to the L1 petitioner so
that the L1 petition will then send the petition to the correct
L2 bank. The modifications to both the L1 and L2 cache con-
trollers to deal with this new scenario (not implemented in a
regular MESI protocol) results in minimal overhead compared
to the larger laser power savings.

VI. EVALUATION

In this section, we quantify the power savings obtained by
using our proposed cache and NoC reconfiguration technique.

A. Simulation Methodology

We use the Gem5 full-system simulator [10] to evaluate our
proposed idea of using L2 cache and NoC reconfiguration for
laser power savings on the 64-core target system described
in Section III. We enable the Ruby memory system for an
accurate modeling of the shared multibank L2 cache hierar-
chy. We run PARSEC [11] and SPLASH-2 [12] benchmarks
in their parallel regions with the large input set, and check for
the need for L2 cache reconfiguration after every ten million
instructions (committed by all 64 cores), which is approxi-
mately 500 μs for our target system. Each benchmark executes
a total of four billion instructions resulting in 400 reconfigura-
tion sampling periods. After every sampling period, we check

the replacement rate using performance counters to analyze
the need for L2 cache reconfiguration.

We use McPAT [38] and Cacti 5.3 [39] to calculate the
core power and cache power, respectively. The McPAT output
is calibrated using the Intel SCC [1] published power values
and is then scaled to 22 nm technology [40]. We use the pho-
tonic technology described in Section IV to calculate laser
power, Tx/Rx power and thermal tuning power in the NoC.
We calculate EDP [total system power * (application execu-
tion cycles/system frequency)2] of the entire system to evaluate
the overall impact of our proposed technique on the balance
of system performance and power.

B. Reconfiguration Opportunities

Fig. 8(a) and (b) shows the IPC trace and L2 cache
replacement rate trace, respectively, for a 64-core system
with different number of L2 cache banks when run-
ning blackscholes, bodytrack, fluidanimate,
swaptions, barnes, lu_ncb, raytrace, and
water_nsquared benchmarks. The replacement rate
can be used as a metric for a fairly accurate prediction of
whether we need to increase or decrease the number of L2
cache banks. A high L2 cache replacement rate generally
indicates the need for a larger cache capacity, while a low
L2 cache replacement rate indicates that cache capacity is
larger than what is required. Fig. 8(c) compares the trace
of the ideal L2 cache bank count determined using offline
analysis and the trace of the L2 cache bank count chosen by
the RC at runtime. The offline analysis chooses the minimal
L2 cache bank count required to maximize performance after
each sampling period. RC determines the L2 cache bank
count based on the L2 cache replacement rate during the
sampling period and compares it with two thresholds Thigh
and Tlow to determine the L2 cache bank count for the next
period. Fig. 8(c) shows that the optimal L2 cache bank count
varies both across applications and within applications over
time and the L2 cache bank count chosen by the RC closely
matches with the L2 cache bank count chosen by the offline
analysis. Our proposed reconfiguration policy ensures that
the L2 cache bank count tracks the changes in L2 cache
replacement rate, and therefore harnesses any opportunity of
saving laser power by reducing the L2 cache bank count.
The optimal L2 cache bank count for blackscholes is
lower than that for barnes. This indicates more savings in
laser power when running blackscholes. In case of the
barnes application, the optimal L2 cache bank count varies
as the application goes through different execution phases,
thus providing various levels of laser power savings.

C. Reconfiguration Benefits

Fig. 9 shows the impact of reconfiguration on system
performance and power dissipation (using conservative silicon-
photonic link design). Here, we compare the performance
and power dissipation of a 64-core system that uses a fixed
number of 1, 2, 4, and 8 banks with a 64-core system that
uses our proposed cache and NoC reconfiguration policy. We
did not consider cases with 3, 5, 6, and 7 active L2 cache
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Fig. 8. IPC, L2 replacement rate, and L2 cache bank count tracing for selected benchmarks. (a) IPC of each benchmark with a fixed L2 cache bank count:
1, 2, 4, and 8 banks. (b) Measured L2 replacement rate with a fixed L2 cache bank count. (c) Optimal L2 cache bank count determined offline and the L2
cache bank count chosen by the RC at runtime.

banks as the mapping of the cache address becomes compli-
cated for these bank counts and the overhead of L2 cache
reconfiguration process increases. For this comparison, we
assume the waveguide loss is 3 dB/cm. By deactivating redun-
dant L2 cache banks and their associated silicon-photonic
links, on average the runtime reconfiguration saves laser
power by 23.8% (peak value 74.3%), cache power by 22.7%
(peak value 72.9%), and system power by 9.9% (peak value

30.6%), compared to the case where all 8 L2 cache banks
are ON all the time while having an average IPC degrada-
tion of 0.65% (peak value 2.6%). It should be noted that for
the fluidanimate, swaptions, barnes, lu_ncb,
and raytrace benchmarks, the laser power when using
reconfiguration is comparable to the case when using all eight
banks because these benchmarks require all eight banks to be
active to maximize performance (seen from Fig. 8).
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Fig. 9. Impact of runtime reconfiguration on system performance and power. We compare a system with runtime reconfiguration to systems with fixed number
of L2 cache banks. Here, “1,” “2,” “4,” and “8” represents the simulations with fixed 1, 2, 4, and 8 banks, respectively and “R” represents the simulations
with runtime reconfigurable L2 cache bank count. We show the power breakdown and IPC of 8 benchmarks and their geometric means.

Fig. 10. Impact of waveguide loss on the system EDP improvement (averaged
across all benchmarks). The waveguide loss varies in a range of 1–3 dB/cm,
while fixing the losses in the remaining optical device losses to the values
shown in Table II.

Fig. 10 shows EDP improvement after applying the runtime
reconfiguration. The baseline used for comparison is a system
with all eight L2 cache banks active all the time. The waveg-
uide loss in the future silicon-photonic links is projected to
be in a range of 1–3 dB/cm and is expected to be the dom-
inant loss component. Here, the ring through loss is fixed at
1e-2 dB/ring. If we assume a conservative waveguide loss of
3 dB/cm, the runtime reconfiguration reduces entire system
power dissipation by 9.9% (peak value 30.6%) and improves
the entire system EDP by 9.2% on average (peak value 26.9%).
If we assume a more aggressive waveguide loss of 1 dB/cm,
the reconfiguration saves system power by 5.2% (peak value
16.0%) and improves system EDP by 4.3% on average (peak
value 13.2%).

Similarly, Fig. 11 shows EDP improvement versus the ring
through loss. The through loss in the future silicon-photonic
links is projected in a range of 1e-5–1e-2 dB/ring. Here, the
waveguide loss is fixed at 3 dB/cm. If we assume a conserva-
tive ring through loss of 1e-2 dB/ring, the runtime reconfigu-
ration reduces entire system power dissipation by 9.9% (peak
value 30.6%) and improves the entire system EDP by 9.2% on
average (peak value 26.9%). If we assume a more aggressive
ring through loss of 1e-5 dB/ring, the reconfiguration saves

Fig. 11. Impact of ring through loss on the system EDP improvement
(averaged across all benchmarks). The ring through loss varies in a range
of 1e-5–1e-2 dB/ring, while fixing the losses in the remaining optical device
losses to the values shown in Table II.

system power by 8.6% (peak value 26.4%) and improves sys-
tem EDP by 7.8% on average (peak value 23%). The reduction
of ring through loss has a smaller impact on the system EDP
improvement than the reduction of waveguide loss because the
ring through loss contributes a smaller amount of losses among
all the optical loss components along the silicon-photonic
waveguide.

Fig. 12 shows the overhead of the reconfiguration process.
The reconfiguration process of L2 cache banks requires sev-
eral cycles for flushing memory blocks from L2 cache banks
and L1 cache (through L2) to the main memory, and fetching
these memory blocks back to the appropriate active L2 cache
banks. We measured the average reconfiguration overhead for
each benchmark. In the worst case (when half the L2 cache
blocks are flushed), a maximum of 18 000 cycles are spent
in a reconfiguration that accounts for less than 1.782% of the
execution time of one sampling interval (in the worst case).
Our simulations also show that a maximum of ten reconfigu-
rations were required over the 400 sampling intervals. The
total time spent in reconfiguration is less than 0.045% of
the entire execution time of a benchmark. Correspondingly,
the energy overhead of the RC is minimal and gets amor-
tized across the entire execution time of the benchmark. The
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Fig. 12. Average overhead (in terms of number of cycles) per recon-
figuration for various benchmarks. The overhead includes the clock cycles
spent in flushing memory blocks during reconfiguration, notifying updated
configuration.

average execution time of a benchmark is 12 ms, and after each
reconfiguration we had an average of 2893 additional DRAM
accesses for flushing and refetching 512-bit cache blocks.
As a DRAM access costs less than 10 pJ/bit [41], a maxi-
mum of ten reconfigurations for each benchmark costs about
150 μJ (10 reconfiguration × 2893 access/reconfiguration ×
512 bit/access × 10 pJ/bit), over the 12 ms execution time.
It should be noted that a benchmark does not stop execution
while the system is being reconfigured. It continues to exe-
cute using the older L2 configuration. It switches to the new
L2 configuration once the L2 cache banks and the associated
silicon-photonic links are activated/deactivated. The RC can be
implemented as a combinational logic and requires a single-bit
wire for communicating to/from L2 cache banks. Compared
to the overall chip area, the area of the RC is minimal.

VII. APPLICATION OF RECONFIGURATION POLICY TO

ALTERNATE MANYCORE ARCHITECTURES

The proposed methodology for managing laser power
through cache reconfiguration was specifically designed
assuming an inclusive cache hierarchy with two levels of
write-back caches (a private L1 caches and a logically-shared
physically-distributed L2 cache), and a sophisticated imple-
mentation of a silicon-photonic crossbar. In this section, we
discuss how our proposal would operate with other configu-
rations of the cache hierarchy, alternate silicon-photonic NoC
architectures, and large core counts.

A. Alternate Cache Configurations

Our reconfiguration system changes on-chip cache capac-
ity based on application demand at runtime. In general, this
process can be applied to any cache hierarchy or cache coher-
ence protocol, as long as every reconfiguration step leaves
the memory system in a consistent state. Here, we discuss the
application of our cache reconfiguration policy to an exclusive
cache hierarchy and a write-through writing policy.

An inclusive hierarchy is commonly present in almost all
current processor architectures as it eases the implementation
of coherency protocols. However, a cache design that enforces
inclusion is inherently wasteful of cache space and network
bandwidth. The reason for this is that every cache line in lower

levels is duplicated in the higher levels, and updates in lower
levels trigger many more updates in higher levels, wasting net-
work bandwidth. This negative effect on our reconfiguration
process is discussed in Section V-C, where the deactivation of
a L2 cache bank requires parsing through all its bank entries
to invalidate or flush all L1 cache entries that are copies of
the entries in the L2 cache to be deactivated, hence wast-
ing network bandwidth and energy. If we relax the inclusivity
property and consider a mutual exclusive hierarchy, the cache
implementation would be more complex from memory hier-
archy standpoint (cores can communicate directly to the L2
cache banks, and block swapping between the two levels of
caches must be made to guarantee exclusivity), but our recon-
figuration process would be simpler and more efficient. Since,
the memory blocks of the chosen L2 cache bank are NP in
other L1 caches, we can deactivate the L2 cache bank with-
out the need for flushing blocks from L1 caches, hence saving
network bandwidth. During the process of deactivation, all
requests of block swapping and requests from cores to that
L2 cache bank would have to be denied using NACK mes-
sages. Similar to an inclusive hierarchy, the process to activate
a new L2 cache bank would imply checking entries in L2
cache banks, and flushing all the entries that will belong to
the new L2 cache bank back to memory.

Another important consideration is the writing policy imple-
mented in caches. It is clear that the use of a write-back
policy is efficient from the performance and network band-
width perspectives, because when a processor core writes a
memory block, it is simply marked as “dirty” and future
accesses to it do not result in a cache miss. Upon a replace-
ment or coherency-related invalidation, that block is evicted
and its content is written back to a higher level of cache or
memory. Due to the efficiency of this policy, our reconfig-
uration system has been designed with this kind of policy.
Nonetheless, if we decide to use a write-through policy for
L1 caches and L2 cache banks, the design of our reconfigura-
tion process would be more efficient. The reason is that since
main memory always holds the most recent value written to
every memory block, deactivating an L2 cache bank can be
performed without the need for flushing any data from L1
caches. However, in an inclusive hierarchy with write-through
caches, future references to blocks in L1 caches belonging
to the deactivated L2 cache could still have a hit, violating
the inclusivity property. Therefore, the reconfiguration process
would also need to invalidate such L1s’ blocks consuming
extra network bandwidth.

B. Alternate NoC Architectures and Large Core Counts

For evaluation of our reconfiguration policy, we consid-
ered a 64-core target system consisting of a silicon-photonic
crossbar topology. However, our reconfiguration policy can
be easily extended to other NoC topologies. The scope of
application of our reconfiguration policy is really only lim-
ited by the physical implementation of the NoC. If the NoC
employed to interconnect the L1 caches and L2 cache banks
uses dedicated point-to-point silicon links, then the deactiva-
tion of a L2 cache bank can enable the deactivation of the
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corresponding point-to-point silicon-photonic links. However,
if the NoC is designed using shared silicon-photonic links,
these links cannot be deactivated until all components attached
to them have been also deactivated. Given that a logical
topology can be mapped to any physical topology (sub-
ject to power/performance constraints) [42], in principle our
reconfiguration policy can be applied to any logical topology.

Future manycore systems are expected to have thousands
of cores on a chip. These thousand-core systems will still
have the conventional L1–L2 cache hierarchy and are expected
to support data-center style multiprogrammed workloads. The
variations in the L2 cache size requirements across the dif-
ferent applications presents an opportunity to apply our cache
reconfiguration policy. In addition, these thousand-core sys-
tems are expected to use the idea of “dark silicon,” where
only a fraction of the cores are active at a given point of time
to manage power dissipation and to slow down aging. This
approach of selectively using cores, and hence selectively acti-
vating L1/L2 caches also provides an opportunity to apply our
proposed policy to reduce laser power.

VIII. CONCLUSION

The large laser power dissipated in the silicon-photonic NoC
is limiting its widespread adoption in the design of manycore
systems. We propose a runtime cache and NoC reconfiguration
policy, where we activate/deactivate L2 cache banks depend-
ing on the spatial and temporal variations in the application
behavior, and then switch ON/OFF the silicon-photonic links
associated with these L2 cache banks to dynamically manage
the laser power. The key idea is that for a given applica-
tion at any given point of time, we operate the manycore
system using the minimum number of L2 cache banks and
silicon-photonic links required to achieve maximum applica-
tion performance. Our policy is scalable to large core counts
and is applicable to alternate cache and NoC architectures. On
a 64-core target system with a silicon-photonic crossbar NoC,
on average our proposed technique reduces laser power and
system power by 23.8% (peak value 74.3%) and 9.9% (peak
value 30.6%), respectively, and improves EDP by 9.2% (peak
value 26.9%). Our proposed laser management methodology
can potentially expedite the process of widespread adoption
of silicon-photonic link technology in manycore processors.
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