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Abstract—Silicon-photonic links have been proposed to replace
electrical links for global on-chip communication in future many-
core processors. Silicon-photonic links have the advantage of lower
data-dependent power and higher bandwidth density, but the high
laser power can more than offset these advantages. We propose
a solution to manage laser power of silicon-photonic network-on-
chip (NoC) in many-core system. We present a silicon-photonic
multibus NoC architecture between private L1 caches and dis-
tributed L2 cache banks which uses weighted time-division multi-
plexing to distribute the laser power across multiple buses based on
the runtime variations in the bandwidth requirements within and
across applications to maximize energy efficiency. The multibus
NoC architecture also harnesses the opportunities to switch OFF
laser sources at runtime, during low-bandwidth requirements, to
reduce laser power consumption. Using detailed system-level sim-
ulations, we evaluate the multibus NoC architecture and runtime
laser power management technique on a 64-core system running
NAS parallel benchmark suite. The silicon-photonic multibus NoC
architecture provides more than two times better performance than
silicon-photonic Clos and butterfly NoC architectures, while con-
suming the same laser power. Using runtime laser power manage-
ment technique, the average laser power is reduced by more than
49% with minimal impact on the system performance.

Index Terms—Laser power management, many-core, network-
on-chip (NoC), silicon-photonics.

I. INTRODUCTION

FUTURE high-performance computers (HPCs) and data
centers (DCs) will use several many-core processors with

each processor having dozens to hundreds of cores on a die. The
performance of these many-core processors and in turn that of
the HPCs and DCs will be driven by the energy-limited band-
width of both processor-to-memory (interchip), and core-to-
core/core-to-cache/cache-to-cache (intrachip) communication
networks. Hence, high bandwidth density and low-power com-
munication networks are needed to maximize the performance
of these many-core processors. To this end, silicon-photonic
links have been projected to supplant the electrical links, in
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both interchip and intrachip communication networks in future
many-core processors. Silicon-photonic link technology projec-
tions indicate an order of magnitude higher bandwidth density
and several times lower energy cost compared to the projected
electrical link technology [7], [22]. This will significantly im-
prove the throughput of both interchip and intrachip communi-
cation networks, and also improve the energy efficiency of the
overall many-core processor system.

In this paper, we focus on intrachip communication network
designed using silicon-photonic link technology. The use of
silicon-photonic link technology for intrachip communication
has been widely explored. Several different silicon-photonic
intrachip communication network architectures, referred to
as network-on-chip (NoC) architectures, have been investi-
gated [12], [22]–[24], [27], [32], [38], [39], [44]. Though
the silicon-photonic NoC provides bandwidth density and
data-dependent link energy advantages, a nontrivial amount of
power is required in the laser source that is used for driving the
silicon-photonic NoC [22], [31]. In fact, the laser power could
more than offset the bandwidth density and data-dependent
energy advantages of the silicon-photonic links. To use
silicon-photonic link technology for communication in future
HPCs and DCs, it is imperative to explore techniques to reduce
the power consumed in the laser sources.

Typically, the applications running on HPCs and DCs exhibit
spatially variant and/or temporally variant behavior. The
application characteristics including instructions committed
per cycle, cache/memory accesses, and generated NoC traffic
could vary spatially across applications as well as temporally
within an application. This provides us with an opportunity to
proactively reconfigure the NoC architecture to minimize the
power consumed in the laser source while maintaining appli-
cation performance. In other words, we provide the minimum
NoC bandwidth (which is directly proportional to laser power)
required for an application to achieve the maximum possible
performance (number of instructions committed per cycle) at
any given point of time.

In this paper, we propose a policy for runtime management of
the power consumed by one or more laser sources that drive the
silicon-photonic NoC of many-core processor. We explore the
application of our policy on a multibus NoC architecture that
connects the private L1 caches of each core and the distributed
L2 cache banks of the many-core processor. For laser power
management, we adopt a token-based weighted time-division
multiplexed approach, where depending on the spatial and
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temporal variations in the NoC bandwidth requirements of an
application, we distribute the entire available NoC bandwidth by
adjusting the bandwidth multiplexing weights associated with
each bus to maximize application performance. In addition, we
also switch ON/OFF one or more laser sources if there is a sig-
nificant increase/decrease in the NoC bandwidth requirements
of an application. Our policy uses the average packet latency to
determine the minimum bandwidth required to keep the NoC out
of saturation for an application, and then reconfigures the NoC
architecture accordingly at runtime. The ultimate goal here is
to sustain the application performance (instructions committed
per cycle), while minimizing the power consumed in the laser.

1) We propose a token-based weighted time-division mul-
tiplexed multibus NoC architecture implemented using
silicon-photonic technology for a many-core processor.
The time-division multiplexing approach is used to mul-
tiplex the laser output power, i.e., network bandwidth,
across the different buses in the network. This NoC ar-
chitecture is specifically geared toward application-aware
dynamic laser power management.

2) We propose a policy for runtime management of power
consumed in the laser source driving the multibus NoC
connecting private L1 caches and the distributed L2 cache
banks. Based on the NoC bandwidth requirement of the
running applications, which is continuously determined
at runtime over fixed reconfiguration time intervals, we
adjust the bandwidth weights associated with each bus
to redistribute the aggregate NoC bandwidth across all
the buses at runtime. In addition, we switch ON/OFF one
or more laser sources depending on the aggregate NoC
bandwidth requirements. We consider a range of recon-
figuration time intervals and laser switch ON/OFF times
to identify the optimal control parameters for our laser
power management policy.

3) As a case study, for a 64-core system, we use the
Gem5 [10] full-system simulator interfaced with Book-
sim [13], to first compare our multibus NoC architecture
with silicon-photonic Clos and butterfly NoC architec-
tures when running the NAS parallel benchmark (NPB)
suite [5]. The multibus NoC architecture provides bet-
ter performance, while consuming the same laser power.
We then evaluate the application of our proposed runtime
laser power management policy for the multibus NoC ar-
chitecture. The use of runtime laser power management
technique further reduces average laser power by more
than 49% with minimal impact on the system performance
(<6%).

The rest of the paper is organized as follows: Section II de-
scribes our target system, which is followed by a discussion of
its underlying silicon-photonic link technology in Section III.
A detailed description of the multibus NoC architecture and
a brief overview of Clos and butterfly NoC architectures are
presented in Section IV. Section V explains our policy for dy-
namic management of laser power, and the evaluation of our
proposed policy using a full-system simulator is presented in
Section VI. In Section VII, a discussion about the application
of our proposed policy to other NoC and many-core processor

TABLE I
MICROARCHITECTURAL PARAMETERS OF THE 64-CORE TARGET SYSTEM

Micro-architecture Configuration

Core Frequency 2.5 GHz
Branch Predictor Tournament predictor
Issue 2-way Out-of-order
Reorder Buffer 128 entries
Functional Units 2 IntALUs, 1 IntMult

1 FPALU, 1 FPMult
Physical Regs 128 Int, 128 FP
Instruction Queue 64 entries

L1 I-Cache 16 KB @ 2 ns
L1 D-Cache 16 KB @ 2 ns
Cache Coherence Directory based

L2 Cache
4-way set-associative, 64 B block
Distributed L2: 8 x 2 MB @ 6 ns

Memory 8 memory controllers
8 PIDRAM @ 50 ns

architectures is given. In Section VIII, we provide a description
of the related work, followed by Section IX that discusses the
key conclusions of our analysis.

II. TARGET SYSTEM

We choose a 64-core processor that is manufactured using
22-nm CMOS technology [26] as our target system. Each core
supports two-way issue out-of-order execution, and has two in-
teger ALUs, one integer multiplication unit, one floating-point
ALU, and one floating-point multiplication unit. The core archi-
tecture is configured based on the cores used in Intel’s 48-core
signal component control [21]. The microarchitectural parame-
ters are listed in Table I. The cores operate at 2.5-GHz frequency
and have a supply voltage of 0.9 V.

Each core has 16 kB L1 instruction cache and 16 kB L1 data
cache. The system has a 16 MB distributed L2 cache (eight
banks, 2 MB/bank) with each bank mapping to a unique set of
memory addresses. The L2 caches are located at one edge of the
chip. We use CACTI [42] to estimate the L1 and L2 cache access
time. The many-core processor has eight memory controllers, a
memory controller per L2 cache bank, with each memory con-
troller located next to the corresponding L2 cache bank. Cache
lines are interleaved across eight banks to improve the parallel
accessibility. We use MESI directory-based protocol [33] for
maintaining cache coherency between the L1 and L2 caches.
The cache coherency directories are located next to the associ-
ated L2 cache banks. They maintain a copy of cache line status
by monitoring the on-chip network transactions. For our anal-
ysis, we consider three different NoC architectures—multibus,
Clos, and butterfly, that provide connectivity between L1 and
L2 caches. A detailed discussion for these NoC architectures is
presented in Section IV.

There is a separate off-chip photonic network that connects
memory controllers to PIDRAM chips [8]. We assume an av-
erage time of 50 ns for the communication from the memory
controllers to PIDRAMs and back. We ignore the variations
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Fig. 1. Photonic link components—two point-to-point photonic links imple-
mented with WDM.

in queuing latencies at the input of the memory controllers
because the high off-chip bandwidth using PIDRAM signifi-
cantly reduces the number of outstanding memory requests in
the queue.

III. PHOTONIC TECHNOLOGY

Currently, there are several efforts in place in both academia
and industry to integrate photonic devices with VLSI chips.
In particular, in 2010, Intel demonstrated a 50-Gb/s silicon-
photonic link with integrated lasers using hybrid silicon laser
technology [1]. Meanwhile, IBM created a CMOS-integrated
nanophotonic technology that can integrate monolithically both
the electrical and optical circuits on the same silicon chip on the
front end of the standard CMOS line [2].

Our proposed technique for runtime management of laser
power consumption in many-core processor is relatively agnos-
tic of the exact underlying silicon-photonic technology. It is
applicable to both, monolithic integration of photonic devices
using bulk CMOS process [19], [28], [29] or silicon on insulator
process [2]–[4], [11], [14], [17], [30], [40], [45], and 3-D inte-
gration of photonic devices by depositing SiN [6], [9], [15], [20]
or polycrystalline silicon [35]–[37] on top of the metal stack,
design approaches. Fig. 1 shows a generic wavelength-division
multiplexed (WDM) photonic link used for intrachip commu-
nication. Light waves of wavelength λ1 and λ2 emitted by an
off-chip laser source are coupled into the chip using vertical
couplers. The vertical coupler guides the light waves into the
waveguides. These light waves pass next to a series of ring
modulators controlled by modulator drivers based on the data
to be transmitted on the link. The modulators convert data from
electrical medium to photonic medium. The modulated light
waves travel along the waveguide and can pass through zero
or more ring filters. At the receiver side, the ring filter “drops”
the light wave having the filter’s resonant wavelength onto a
photodetector. The resulting photodetector current is sensed by
an electrical receiver. At this stage, data are converted back into
the electrical medium from the photonic medium.

For our analysis, we use the silicon-photonic link design de-
scribed in [22]. We consider double-ring filters and a four THz
free-spectral range, which enables up to 128λ modulated at 10
Gb/s on each waveguide (64λ in each direction, interleaved to al-
leviate filter roll-off requirements and crosstalk). A nonlinearity
limit of 30 mW at 1 dB loss is assumed for the waveguides. The
waveguides are single mode and have a pitch of 4 μm to mini-
mize the crosstalk between neighboring waveguides. We assume
modulator ring and filter ring diameters of ≈10 μm. The latency
of a global photonic link is assumed to be 3 cycles (1 cycle in

TABLE II
AGGRESSIVE AND CONSERVATIVE ENERGY AND POWER

PROJECTIONS FOR PHOTONIC DEVICES

Tx = Modulator driver circuits, Rx = Receiver circuits, TT = Thermal tuning
circuits, fJ/bt = average energy per bit-time, DDE = Data-traffic dependent
energy, FE = Fixed energy (clock, leakage) [22].

Tx (fJ/bt) Rx (fJ/bt) TT

Design DDE FE DDE FE (fJ/bt/heater)

Aggressive 20 5 20 5 16
Conservative 80 10 40 20 32

TABLE III
OPTICAL LOSS PER COMPONENT [22]

Photonic device Optical Loss (dB)

Optical Fiber (per cm) 0.5e-5
1relpuoC
2.0rettilpS

Non-linearity (at 30 mW) 1
Modulator Insertion 0
Waveguide (per cm) 1∼3
Waveguide crossing 0.05
Filter through 1e-4
Filter drop 1.5
Photodetector 0.1

flight and 1 cycle each for E/O and O/E conversion). We assume
a 5 μm separation between the photonic and electrical devices to
maintain signal integrity. We use the projected silicon-photonic
link energy cost (see Table II) and projected silicon-photonic
device losses (see Table III) for our analysis [22].

The basic premise of the proposed laser power management
technique is to perform a weighted time-division multiplexing of
the photonic network bandwidth, and if necessary the switching
ON/OFF of the laser sources based on the application band-
width requirements to improve energy efficiency. The weighted
time-division multiplexing of the photonic network bandwidth
involves tuning and detuning of the banks of filter rings associ-
ated with each bus. We assume this tuning and detuning is done
through charge injection and the cost associated with tuning and
detuning is the same as that for the modulator driver circuits.

For powering the waveguides in our many-core processor, we
use a broadband off-chip laser source. When a laser source is
switched ON, in addition to the need for stabilization against the
interplay between the carrier and photon density, the laser source
output also needs to stabilize against thermal variations. There
is a large effort toward designing laser sources with high-energy
efficiency and low switch ON/OFF times. In this paper, we ex-
plore the limits and opportunities for application of our power
management technique for an aggressive range of laser source
switch ON/OFF times (1 μs to 1 ms). For each data point in this
range, we choose the sampling interval (i.e., time interval for ad-
justing bandwidth) to be 10× the switch ON/OFF times. One of
the key goals of the analysis is to develop an architecture-driven
roadmap for designing laser sources for many-core processors
with silicon-photonic NoC.
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Fig. 2. Physical layout of the silicon-photonic multi-bus NoC architecture—
The 64 cores are divided into four groups and each group communicates with
L2 banks through two unidirectional buses. Any L1-to-L1 communication is
through the cache coherence directory located at the L2 banks. The two laser
power controllers dynamically guide light waves into the appropriate buses
using time-division multiplexing through associated the ring matrices.

IV. MULTIBUS NOC ARCHITECTURE

In this section, we will provide a detailed description of our
silicon-photonic multibus NoC architecture and an overview of
silicon-photonic Clos and butterfly NoC architectures that are
used as comparison points, for a many-core processor.

Fig. 2 shows the physical layout of the silicon-photonic multi-
bus NoC architecture for our target 64-core system. We divide
the 64 cores into four logical groups with 16 cores in two ad-
jacent columns allocated to each group. Each group has two
unidirectional silicon-photonic buses, one each for L1-to-L2
and L2-to-L1 communication. The light waves emitted by the
off-chip laser sources are time-division multiplexed across all
the buses using ring matrices controlled by two laser power
controllers. Each unidirectional bus consists of three channels—
token channel, reservation channel, and data channel. On each
bus, there are 4 L1 access points—one each for a set of four
cores, and four L2 access points—one each for a set of 2 L2
banks. The concentration does not require extra local electrical
links considering the physical locations of the L1 and L2 caches.
Moreover, the concentration helps to maximize the utilization
of the multibus access points. A simple round-robin arbitration
is used within each access point. Fixed priority arbitration is
used across access points based on their physical locations on
the bus. The access point that is closest to the laser source has
the highest priority to grab the token and use the data channel.

In each bus, we divide the NoC packet into 4-bit sets and
each set is mapped onto a wavelength to match the processor
frequency of 2.5 GHz and photonic link bandwidth of 10 Gb/s.
If the data channel uses ω wavelengths, we need a total of ω + 2
wavelengths in each unidirectional bus (1 for token channel, 1
for reservation channel, and ω for data channel). In Fig. 2, each
ring shown in the ring matrix represents ω + 2 rings (1 for to-
ken, 1 for reservation, and ω for data). Thus, each ring matrix

Fig. 3. Timing diagram for token stream arbitration—Here chT = token
channel, chR = reservation channel, chD = data channel, Tx = Token for time
slot “x,” Rx = Reservation request for time slot “x” and Dx = Data in time slot
“x.” For L1-to-L2 communication, the L1 access point grabs a token and then
reserves the destination L2 access point before modulating the data through
data channel. The grabbing of token, transmission of reservation request, and
transmission of data packet is performed in consecutive cycles. In the example,
the two buses have 50% utilization each.

has (ω + 2) × 16 rings when using four laser sources and four
bus channels. Each access point has ω + 2 rings for transmitter
(1 filter ring for token, 1 modulator ring for reservation, and ω
modulator ring for data) and ω + 1 filter rings for receiver (1 for
reservation and ω for data). Considering the nonlinearity limit
of 30 mW per waveguide and photonic device losses listed in
Table III, we need ω waveguides for each bus channel with the
conservative waveguide design (3 dB/cm loss) or ω/6 waveg-
uides for each bus channel with the aggressive waveguide design
(1 dB/cm loss). Our analysis in Section VI uses 32 wavelengths
per channel (ω = 32) that can meet the worst case bandwidth
demands of NAS benchmarks. In that case, the tuning power
overhead of the two ring matrices is 0.5 W and the area occu-
pied by all the silicon photonic devices is less than 1.54% of the
total chip area of 400 mm2 .

During a L1 cache miss or while sending other cache co-
herency messages, the L1 access point uses a token stream
protocol to arbitrate for the data channel access for L1-to-L2
communication. In this protocol, a token per TDM slot is issued
by the laser source. Fig. 3 shows the timing of token distribu-
tion, reservation request and data transmission of two L1-to-L2
buses. In this example, tokens, and effectively the TDM slots,
are multiplexed onto the two buses using time-division multi-
plexing. To access the data channel, a L1 access point needs to
grab a token from the token channel two cycles prior to the actual
slot of data transmission. We use single-round token channels in
which the L1 access point near the laser source has the highest
priority to obtain the photonic tokens. Fairness can be pursued
by using alternate token-based arbitration protocols [31], [43].
After grabbing the token, the L1 access point sends a reservation
request by setting one out of the 4 bits that can be mapped on the
reservation channel wavelength. Here, each bit corresponds to
the destination L2 access point. Each L2 access point can only
filter its associated bit on the reservation channel wavelength. It
uses that bit to tune its ring filters that will filter the data received
on the data channel in the following cycle. Only the L1 access
point that has a token can use the associated reservation slot on
the reservation channel. This notification over the reservation
channel ensures that the destination L2 access point is ready
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Fig. 4. Physical layout of the silicon-photonic Clos and butterfly NoC archi-
tecture. A concentration of eight cores (L1 caches) and 1 L2 bank is used at each
router, and electrical links provide local communication between L1/L2 caches
and routers. Each “electrical router” represents at least one injecting router and
one ejecting router. In case of butterfly, the “silicon-photonic channels” repre-
sents 64 dedicated channels fully connecting the eight injecting routers to the
eight ejecting routers. In case of Clos, κ of 8 “electrical router” represents ex-
tra κ middle routers. The “silicon-photonic channels” represents 64 dedicated
channels fully connecting the eight injecting routers to the κ middle routers,
and another 64 dedicated channels fully connecting the κ middle routers to the
eight ejecting routers.

to receive data from the L1 access point in the following cycle
(2 cycles after token is grabbed). In this following cycle, the
L1 access point transmits the data to the L2 access point over
the data channel. Each L2 bank has a dedicated access point for
each bus. The laser power controller can decide the rate at which
each bus receives photonic tokens. In Fig. 3, 16 photonic tokens
are issued within a 16 cycle period, with a 50% of data channel
utilization of each bus. We define the number of photonic tokens
received by one bus in the 16 cycle period as bandwidth weight,
which will be used in runtime laser power management (see in
Section V). In this example, the bandwidth weight for each bus is
1/2. The same token-based weighted time-division multiplexed
protocol is used for communication on the L2-to-L1 buses.

We compare our proposed multibus NoC architecture with
silicon-photonic Clos and butterfly NoC architectures. Both
these NoC architectures are well suited to be designed using
silicon-photonic link technology. They both use smaller routers,
but long global channels. They have less hop counts than mesh
and at the same time do not need global arbitration like the cross-
bar. In addition, Clos provides extensive path diversity that can
be used to minimize congestion in the NoC. We did not choose
the mesh and crossbar NoC architecture for comparison as it
has been shown previously that mesh and crossbar topologies
are not suitable for silicon-photonic link technology [22]. For
a fair comparison, we designed the physical layouts and chose
the NoC parameters of the three topologies such that the total
laser power consumption of the three topologies is the same.
Fig. 4 shows the physical layout for the Clos and butterfly NoC
architectures. A detailed comparison of the three topologies is
presented in Section VI.

V. LASER POWER MANAGEMENT

In this section, we describe our proposed runtime network
reconfiguration methodology—joint application of weighted
time-division multiplexing and switching ON/OFF laser

sources, to reduce laser power while maintaining application
performance.

A. Runtime Network Reconfiguration

For making network reconfiguration decisions on the L1-
to-L2 network, each core group periodically sends its average
packet latency calculated over a fixed time interval to the laser
power controllers that are responsible for multiplexing the net-
work bandwidth across the buses. This information about the
average packet latency is used by the controller to decide on
the new bandwidth weights (see more details in Section V-B)
for each bus. The range and granularity of bandwidth weights
depend on number of buses in the multibus NoC architecture
and the desired level of control. For our target 64-core system,
we have four buses and bandwidth weights range from 1/16
to 16/16, with a step size of 1/16. The precision of bandwidth
weights could be increased for finer control. Depending on the
bandwidth weights that are periodically calculated, the band-
width is proportionally multiplexed across the buses at runtime.
However, a simple round-robin arbitration does not work for
laser power allocation if the four L1-to-L2 buses in our target
system have different bandwidth weights. We use a proportional
share resource algorithm similar to earliest eligible virtual dead-
line first [41] to assign the laser sources to buses according to
their newly calculated bandwidth weights.

Using the new bandwidth weights that are required for each
bus to sustain the performance of the various applications, the
laser power controller determines the total L1-to-L2 bandwidth
required across all buses. This total required bandwidth is in
turn used to determine the total number of laser sources required
in the system. In our case study, each laser source supplies the
bandwidth equivalent to the baseline bandwidth of an individual
bus channel. It uses 16 multiplexing slots corresponding to 16
consecutive clock cycles. At each time slot (or cycle), the light
waves of the laser source are guided to the targeted L1-to-L2
bus. So, if the bandwidth weight of a bus is 16/16, we need to
dedicate an entire laser source to that bus. The total number of
laser sources can be calculated using

Laser Source Number =

⌈
N −1∑
i=0

Wi

⌉
(1)

where Wi is the bandwidth weight for the ith bus and N is the
number of L1-to-L2 buses. For example, if the total number
of laser sources is computed to be 3.5, and if only three laser
sources are currently in use, then the laser power controller de-
cides to switch ON one more laser source. It should be noted that
in this example, half the bandwidth of the fourth laser source
remains unutilized and gets wasted. We could uniformly dis-
tribute this unutilized bandwidth across all the buses to further
improve the application performance. However, we use only
the calculated bandwidth to ensure that the calculated band-
width weights track the application bandwidth requirements.
For example, if the laser power controller decides to reduce the
bandwidth weight of a bus from α/16 to (α − 1)/16, and the
unutilized bandwidth is allocated to that bus resulting in an ac-
tual bandwidth weight of α/16 for the new time interval, then
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Fig. 5. Flowchart for runtime laser power management using weighted time-
division multiplexing and switching ON/OFF laser sources.

the bandwidth weight will never go down to (α − 1)/16. As
a result, the available network bandwidth may not necessarily
track the required network bandwidth and can potentially result
in unnecessary waste of laser power.

The ring matrices at the laser power controllers contain ring
filters for each bus. These filters are tuned and detuned depend-
ing on the bandwidth weights associated with each bus. If the
bandwidth weight for each bus needs to be updated but no new
laser sources need to be switched ON, the entire network re-
configuration process takes less than 20 core clock cycles. On
the other hand, if a new laser source needs to be switched ON,
then we need to wait for a longer time for the laser source to
switch ON and stabilize thermally. While the new laser source
is stabilizing, the system does not stop execution and the laser
power controllers use the older configuration to distribute the
laser power across the bus channels. Fig. 5 shows the flowchart
for the various steps involved in the network reconfiguration
for laser power management. It should be noted that both band-
width weight/laser number calculation block and ring filter tun-
ing block can be implemented purely in hardware.

B. Bandwidth Weight Calculation for Weighted
Time-Division Multiplexing

For runtime management, the bandwidth weight of each bus
is determined and updated after every time interval. The band-
width weight for each bus is calculated using the average packet
latency for that bus over the previous time interval. We use
a dual-threshold (Llow and Lhigh ) approach for choosing the
bandwidth weights. Here, if the average packet latency on a bus
is greater than the upper threshold Lhigh , then the bandwidth
weight of that bus is increased by 1/16 to effectively increase
the bus bandwidth and in turn reduce the average packet latency.
The key idea here is to move the bus out of its saturation region
by increasing the bus bandwidth and minimize the impact of the
packet latency on the performance of the application running on
the associated group of cores.

Similarly, if the average packet latency is smaller than the
lower threshold Llow , then the associated bandwidth weight is
reduced by 1/16 to decrease the bus bandwidth. This reduc-
tion in bandwidth saves laser power, with potentially minimal
impact on the overall application performance. The value for

Fig. 6. Methodology to determine lower latency threshold for a bandwidth
weight—The saturation bandwidth Bhigh−(α−1)/16 for bandwidth weight
(α − 1)/16 is projected on the latency-bandwidth plot for bandwidth weight
of α/16 to determine Llow−α/16 . We used uniform random traffic for gen-
erating this plot. For a bus with bandwidth weight of α/16 if the calculated
average latency is less than Llow−α/16 , then we can reduce bandwidth weight
to (α − 1)/16 to save laser power without impacting performance.

Llow needs to be carefully chosen to ensure that after reducing
the bandwidth weight, the bus does not become saturated in
the next time interval. Fig. 6 shows our strategy for determin-
ing Llow based on the latency-bandwidth plots of our multibus
NoC architecture for a uniform random traffic pattern. From
the latency-bandwidth plot for a bus with bandwidth weight of
(α − 1)/16, we can determine the bandwidth (Bhigh−(α−1)/16)
and the corresponding latency (Lhigh ) beyond which the bus
goes into saturation. By mapping this Bhigh−(α−1)/16 onto the
latency-bandwidth plot for bus with bandwidth weight of α/16,
we can determine the ideal lower threshold (Llow−α/16) for
bandwidth weight of α/16. On a bus with bandwidth weight
of α/16 if the latency is less than Llow−α/16 , it would be
safe to reduce bandwidth weight to (α − 1)/16 since we can
guarantee the bus would not saturate if the traffic pattern does
not change. This approach can be used to determine the lower
threshold for each bandwidth weight. In Fig. 6, if the bus with
bandwidth weight of α/16 has an average packet latency of L1
(>Llow−α/16), then the laser power controller should not reduce
the bandwidth weight to (α − 1)/16, as the bus would get into
the saturation region. If the bus with bandwidth weight of α/16
has an average packet latency of L2 (<Llow−α/16), then the
laser power controller can safely reduce the bandwidth weight
to (α − 1)/16 since the resulting increased latency would not
exceed Lhigh .

We use the latency-bandwidth plot for random uniform traffic
pattern to calculate the lower threshold Llow for runtime man-
agement. Table IV shows the calculated Llow for each bandwidth
weight while setting Lhigh as 10, 15, 20, 30, and 50 cycles. For
our analysis in Section VI, the laser power controller can choose
Llow by mapping the current bandwidth weight and predefined
Lhigh on the Table IV to find the corresponding Llow threshold.
It should be noted that the latency threshold value is a function
of the NoC architecture, and hence for each other NoC archi-
tecture, the latency thresholds need to be separately determined
using synthetic traffic patterns.
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TABLE IV
LLow FOR ALL BANDWIDTH WEIGHT AT VARIOUS LHigh

X–means it is not possible to further reduce bandwidth weight, otherwise the serialization latency would be more than Lhigh.

Weight 2
16

3
16

4
16

5
16

6
16

7
16

8
16

9
16

10
16

11
16

12
16

13
16

14
16

15
16

16
16

Lhigh = 10 X X X X X X X X X X X 9.4 9.4 9.3 9.5
Lhigh = 15 X X X X X 13.7 13.3 13.2 13.0 13.1 13.4 13.0 13.2 13.0 12.8
Lhigh = 20 X X X X 16.5 16.7 16.5 16.4 16.3 16.4 15.8 16.1 16.0 15.6 15.8
Lhigh = 30 X X 22.4 22.1 21.9 20.9 22.1 20.1 21.5 20.8 20.3 20.4 19.2 18.0 19.6
Lhigh = 50 X 29.3 29.4 29.1 28.7 27.8 27.4 26.4 29.1 27.3 25.9 25.4 27.8 28.4 24.7

VI. EVALUATION

In this section, we first provide an overview of our evaluation
platform followed by a detailed discussion of the reduction in
laser power of a 64-core system through communication-driven
runtime laser power management. We compare our multibus
NoC architecture with Clos and butterfly NoC architectures, and
then investigate the impact of different reconfiguration thresh-
olds and reconfiguration time intervals on the overall system
performance and laser power consumption when using the laser
power management policy.

A. Evaluation Platform

To evaluate the impact of our runtime laser power manage-
ment approach, we integrated our network model into Gem5
full-system simulator [10]. Gem5 is an event-based manycore
simulator that uses Alpha instruction set architecture (ISA). Our
network model is cycle-accurate, and to ensure accurate simula-
tion of the entire manycore system we added a packet exchange
interface for handling interactions between the network model
and the Gem5 simulator.

Our 64-core target system has a directory-based cache co-
herency protocol. Since the Gem5 simulator uses broadcast-
based cache coherency protocol, we modified the simulator to
trap all broadcast-based cache coherency operations and emu-
late the corresponding directory-based cache coherency oper-
ations. For example, if we trap a L1-to-L1 data response on a
L2 cache miss in the broadcast-based cache coherency protocol,
we translate it into a sequence of four consecutive network op-
erations in directory-based cache coherency protocol. It starts
with a request packet from the core with the L1 cache miss to
the directory of the associated L2 bank, followed by a request
packet from the directory to the core that has the missing cache
line. After receiving the data response packet from the core hav-
ing the missing cache line, the directory forwards the data to
the original requester. This packet sequence is used to model
the operations among the core with the L1 cache miss, the di-
rectory at the L2 bank and the L1 cache that has the missing
cache line. Similarly, network operations corresponding to other
directory-based operations such as upgrade request and data re-
sponse from L2 are also trapped and emulated. Our emulation
methodology approaches the real timing overhead of cache miss
and the overall network traffic loads in a cache hierarchy with
directory-based cache coherency protocol. In addition, our trap
and emulation method is independent of the proposed multi-

bus NoC architecture and laser power management technique
as the variations in the network bandwidth requirements across
benchmarks are maintained.

In the full system simulation using Gem5, we run NAS par-
allel benchmarks (cg, ep, ft, is, lu, mg, sp and ua) with class
B problem sets [5]. We use a warm-up period of 2 billion in-
structions to get past the initialization phase and avoid cold-start
effects. We execute each application for 100 ms with network
reconfiguration at fixed time intervals (10 μs, 100 μs, 1 ms
and 10 ms). We use application instruction committed per cycle
(IPC) as the metric to prove that our runtime laser management
has minimal impact on the system performance.

B. Evaluation Results

Fig. 7 shows a comparison of the power consumption and
performance of various NoC architectures with the same laser
power budget. We first determine the laser power consumption
for a multibus having 32λ per channel and use that value as
the laser power budget for other NoC architectures. The choice
of 32λ is discussed later in this section. The channel width for
other NoC architectures was determined using the same laser
power budget of the entire network. For Clos, we consider two
architectures—one with two middle routers (8λ per channel)
and one with four middle routers (4λ per channel). The butter-
fly has a channel width of 4λ. Both Clos and butterfly use a
concentration of 9 (8 L1 caches and 1 L2 cache bank), which
requires local electrical links for the communications between
L1/L2 caches and network access points. For Fig. 7, we assume
the conservative transmitter/receiver circuits and thermal tun-
ing circuits in Table II and the conservative waveguide design
(3 dB/cm loss) in Table III. The laser power consumption is
more than 24 W with these conservative assumptions. For the
aggressive design (1 dB/cm loss), the laser power consumption
is close to 5 W. In both cases, the the laser power consumption is
dominant in the whole network and therefore the runtime laser
power management is necessary. With the same laser power con-
sumptions, the multibus topology achieves better performance
than Clos and butterfly because it has the lowest serialization
latencies due to the wider bus width. At the same time, it has
better bandwidth utilization than other NoC architectures as it
shares bandwidth among multiple network access points, while
both Clos and butterfly use dedicated channels between routers.
Among the two Clos architectures, the architecture with two
intermediate routers exhibits better performance than the archi-
tecture with four intermediate routers due to lower serialization
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Fig. 7. Power and Performance (IPC) for various NoC architectures with the same laser power budget—Here “m” = multibus, “c2” = Clos with two middle
routers, “c4” = Clos with four middle routers and “b” = butterfly. These four NoC architectures have 32λ, 8λ, 4λ, and 4λ per channel, respectively, to meet the
same laser power budget. We assume the conservative design from Tables II and III.
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Fig. 8. Performance (IPC) for various baseline bandwidth—The ideal baseline
bandwidth is between 32λ and 64λ. We choose 32λ conservatively to avoid the
overprovisioning of the multibus NoC architecture.

latency. The butterfly and Clos with four intermediate routers
exhibit similar performance due to same channel widths. The
multibus achieves more than two times higher IPC on average
than Clos and butterfly for NAS benchmarks.

To evaluate our laser power management policy using the
multibus NoC architecture, we first determine its baseline band-
width. Fig. 8 shows the impact of choice of baseline bandwidth
on the overall system performance in terms of IPC. The baseline
bandwidth corresponds to the case where all the laser sources re-
quired for the network are always ON, i.e., it corresponds to the
bandwidth weights of 16/16. The baseline bandwidth should be
chosen such that it provides the minimum bandwidth that would
meet the worst case bandwidth demands of all applications, i.e.,
not limit the overall system performance. Fig. 8 shows that ft
and mg benchmarks require the highest NoC baseline bandwidth
to sustain the system performance. Their performance decreases
when the baseline bandwidth reduces below 64λ per channel,
which indicate that the ideal baseline bandwidth could be be-
tween 64λ and 32λ per channel. We use a conservative baseline
bandwidth of 32λ per channel for the evaluation of our runtime
management technique.

Fig. 9 shows the impact of reconfiguration threshold Lhigh
and corresponding Llow on the system performance and laser
power consumptions. The IPC values of each benchmark are
normalized to the IPC of the same benchmark running on the
same system without runtime management. The laser controller
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Fig. 9. Performance (IPC) and bandwidth weight for various reconfiguration
threshold Lhigh in the multibus NoC architecture—Here, the baseline band-
width is 32λ per channel and the reconfiguration time interval is 100 μs. The
performance is normalized to the performance of each benchmark running on
the system without runtime management (as shown in Figure 7). The laser power
is normalized to the baseline design that has laser sources switched ON all the
time. The Lhigh and the corresponding Llow from Table IV have a significant
impact on the system performance and laser power consumption (proportional
to the average bandwidth weight).

uses various Lhigh and Llow (see Table IV) to make the decision
of increasing and reducing the bandwidth weight, respectively.
Fig. 9 shows that when the Lhigh increases, the performance
(IPC) decreases and laser power consumption (proportional to
the average bandwidth weight) decreases. This behavior is ob-
served because a higher Lhigh makes it difficult for the con-
troller to make the decision of increasing the bandwidth weight.
A higher Llow (due to higher Lhigh ) is preferable from the per-
spective of saving laser power consumption. However, a Lhigh
higher than 20 cycles starts having a strong impact of the system
performance, especially on mg benchmark. Thus, we choose to
use Lhigh = 20 cycles for the NAS benchmarks.

Fig. 10 shows the impact of the reconfiguration time interval
on the system performance and laser power consumption. For
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Fig. 10. Performance (IPC) and bandwidth weight for various reconfiguration
time interval—The baseline bandwidth is 32λ per channel with 16/16 bandwidth
weight and reconfiguration threshold Lhigh is 20 cycles. The performance is
normalized to the performance of each benchmark running on the system without
runtime management (as shown in Figure 7). The laser power is normalized to
the baseline design that has laser sources switched ON all the time.

the projected laser source stabilization values ranging from 1 μs
to 10 ms, we consider a reconfiguration time intervals that are ten
times the stabilization times, i.e., from 10 μs to 100 ms to min-
imize the effect of laser source stabilization. Fig. 10 shows that
with a shorter reconfiguration time interval (10 μs∼ 100 μs), the
average bandwidth weight (i.e., laser power) is much lower than
for longer reconfiguration time interval (1 ms ∼ 10 ms). This is
because a shorter reconfiguration time interval allows the laser
power controller to quickly adjust the bandwidth weight based
on the changes in the network traffic. As the reconfiguration
time intervals increase, there is a slower response to changes in
network traffic, which may result in the waste of laser power.
This slower response to changes in network traffic can also im-
pact system performance. For the 10-ms reconfiguration time
interval, the average bandwidth weight does not match with the
general trend of our simulation results as the initial bandwidth
weight (during the start of the simulation) is chosen as 8/16, and
our total simulation time of 100 ms does not provide the enough
time to for warm up.

Fig. 11 shows the performance, network traffic, and band-
width weight variations across time, with and without runtime
management. Here, we use a reconfiguration threshold Lhigh =
20 cycles and a sampling interval of 100 μs. The left column
corresponds to the performance and network traffic variations
in the multibus with static bandwidth allocation (16/16), i.e.,
baseline bandwidth. The temporal variations of network traf-
fic for each individual benchmarks and the spatial variations
across benchmarks provide opportunities for reducing the laser
power consumption through runtime management. The right
column shows the performance and bandwidth weight varia-
tions after applying our runtime management technique. There
is no significant change in the performance trace after apply-
ing the runtime management technique. The bandwidth weight
tracks the variation of network traffic, and reduces the laser

power consumption. The rate of bandwidth weight variation
strongly depends on the variation of network traffic. For exam-
ple, benchmarks like mg, sp, and ua benchmarks show frequent
bandwidth weight changes as the network traffic changes fre-
quently. On the other hand, benchmarks like ep, ft, and lu
show much smooth changes in bandwidth weight since the net-
work traffic remains constant for extended periods across the
time. Benchmarks like cg and is do not show significant vari-
ations in bandwidth weight since the network traffic remains
constant for most time.

The previous analysis shows that the baseline bandwidth of
32λ per channel can meet the worst case bandwidth demands
of NPBs. The application of our laser power management tech-
nique provides more than 49% savings in laser power on an aver-
age without significant impact on system performance (less than
6% on average). Our approach saves more than 12.4 W given the
conservative waveguide design (3 dB/cm loss), and more than
2.4 W given the aggressive waveguide design (1 dB/cm loss).

VII. DISCUSSION

In this section, we qualitatively discuss the limits and opportu-
nities for application of our proposed multibus NoC architecture
and the laser power management technique.

A. Large Core Counts

For our analysis, we used a target system having 64 cores with
16 cores in adjacent columns sharing two unidirectional buses.
Future many-core processors will have thousands of cores on
a single die. Assuming corresponding progress in the area of
parallel algorithms and programming, these large many-core
processor systems could produce several times larger network
traffic and require higher network bandwidth. Our multibus NoC
architecture exhibits good scalability to larger core counts. We
could either increase the number of buses, or increase the con-
centration at each bus access points and balance the energy
consumed in the electrical and photonic links. For example, for
a 1024-core processor, we could use 32 unidirectional bus chan-
nels with 64 cores in adjacent core columns sharing two uni-
directional bus channels. The baseline bandwidth of each bus
channel will need to be increased to match the increased net-
work traffic. If we increase the network concentration, a local
electrical network is needed to provide communication between
cores and bus access points. The use of local electrical network
could help increase the utilization of each bus access points, and
in turn improve the energy efficiency of the entire network.

B. Simultaneously Executing Applications

Most of the legacy applications do not scale well to large
core counts. Hence, the OS will need to have the capability to
execute multiple applications simultaneously to support legacy
applications. For example, if we have four applications and each
application uses 16 threads with a thread per core, we could map
each application onto a 16-core group. Our management policy
can easily be applied to such situations. If these applications
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Fig. 11. Performance (IPC), network traffic, and bandwidth weight tracing for various NAS benchmarks in the multibus NoC architecture—The left column
shows the performance and network traffic on a 64-core system with static bandwidth allocation, i.e., bandwidth weight maintains 16/16 and no runtime laser
power management is used. The right column shows the performance and bandwidth weight while applying our runtime laser power management technique. Here,
the baseline bandwidth is 32λ per channel, the reconfiguration threshold Lhigh is 20 cycles and the reconfiguration time interval is 100 μs. The initial bandwidth
weight for each bus is 8/16. The runtime management technique allows the laser power controllers to dynamically allocate the bandwidth according to the temporal
and spatial variations in the bandwidth demands. (a) Multibus without runtime reconfiguration. (b) Multibus with runtime reconfiguration.

exhibit any variations in the network bandwidth demands, our
policy can easily increase/decrease the network bandwidth of
each individual bus based on the bandwidth demands of each
application. This would help maximize the energy efficiency of
the on-chip network as well as the many-core system as a whole.

C. Distributed L2 Versus Private L2 Cache

The use distributed L2 cache versus private L2 cache
for many-core architectures has been widely explored. Both
approaches have their advantages and disadvantages. The
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distributed L2 cache enables good cache line sharing across
the large number of cores, but at the same time it has higher
L1 miss penalty and requires large amount of intrachip com-
munication for maintaining coherency. On the other hand, the
private L2 cache architecture has low L2 hit latency, but the
cache line sharing and synchronization is difficult. Moreover,
the private L2 cache could have higher miss rates resulting in
expensive off-chip memory accesses. Our multibus NoC archi-
tecture and laser management technique can be readily applied
to both cache architectures. The multibus NoC architecture will
provide L1 to L2 communication for distributed L2 cache archi-
tecture and L2 to memory controller communication for private
L2 cache architecture. The key step is choosing the correct base-
line design (bus bandwidth) for the multibus NoC such that the
system can support the worst case network traffic. We could pur-
sue an integrated solution where we jointly design the L2 cache
architecture and silicon-photonic multibus NoC architecture to
maximize the energy efficiency.

D. Alternate NoC Architectures

Our proposed laser power management policy is relatively
agnostic of the underlying NoC architecture. It can be ap-
plied to NoC architectures like butterfly, Clos, and crossbar.
In these NoC architectures, we would expect to see laser power
savings at a similar scale as the multibus NoC architecture.
It should, however, be noted that multibus NoC architecture
provides better performance than these NoC architectures at
same laser power consumption, and hence would have better
energy efficiency. The laser power management policy could
also be applied to silicon-photonic implementation of low-radix
high-diameter NoC architectures like torus and mesh. The large
channel count and distributed nature of these NoC architectures
would however lead to significant overhead.

VIII. RELATED WORK

For intrachip communication, researchers have explored
silicon-photonic implementations of the entire spectrum of net-
work topologies. The large number of global buses needed for
the high-radix low-diameter crossbar that provide nonblock-
ing connectivity can be efficiently implemented using silicon-
photonics technology [23], [38], [44]. The silicon-photonic im-
plementation of low-radix high-diameter networks like mesh
and torus lying at the other end of the network spectrum have also
been investigated [12], [24], [34], [39]. Silicon-photonic designs
of intermediate network topologies like Clos and fat-tree that
offer the same network guarantees like the global crossbar
with potentially lower resource requirements have also been
explored [16], [22], [32]. A general consensus among the var-
ious efforts so far is that silicon-photonic networks provide a
bandwidth density and data-dependent energy advantage for
NoC communication. However, the fixed amount of power con-
sumed in the laser sources that drive these networks negates
these advantages. Hence, to enable the use of silicon-photonic
NoC in future many-core systems, we need to develop tech-
niques to proactively manage laser power.

At the device level, standard design-time solutions to re-
duce optical loss in silicon-photonic devices and in turn re-
duce the laser power range from exploring different materi-
als to process flows to device geometries. At the circuit level,
we can explore the design of receivers that can operate with
low-sensitivity photodetectors or use photonic devices that have
lower losses but are more susceptible to noise, and use error
detection/correction techniques to tackle any errors. At the ar-
chitecture level, a nanophotonic crossbar architecture that uses
optical channel sharing to manage static power dissipation is
proposed in [31]. Here a token-stream mechanism is used for
channel arbitration and credit distribution, to enable efficient
global sharing of crossbar channels. Similarly, a reconfigurable
photonic network for board-to-board communication is pro-
posed in [25] for improving performance and reducing power.
Here, depending on the network traffic, idle channels are reallo-
cated to busy channels to improve performance, and bit rate and
supply voltages of individual channels are regulated to manage
power.

Our study specifically targets the on-chip silicon-photonic
network between the private L1 cache and distributed L2 cache.
We time-division multiplex the photonic bandwidth output from
the laser source across all the channels based on weights that
change at runtime to maximize the many-core system perfor-
mance. At the same time, we also explore the opportunities to
switch ON/OFF the laser source (i.e., reduce the net bandwidth
of the network) to further reduce laser power. The ultimate goal
is to maximize the overall execution efficiency of the many-
core system. The decisions on the magnitude of change of the
multiplexing weights and network bandwidth (through switch-
ing ON/OFF of laser sources) are made based on the average
network packet latency for an application over fixed sampling
intervals. Our technique ensures that the application runs at
peak performance while consuming minimum amount of laser
power. We have also proposed a multibus NoC architecture that
is well suited to the proposed weighted time-division multiplex-
ing technique and have presented a head-to-head comparison of
this multibus NoC architecture with conventional Clos and but-
terfly NoC architecture. A time-division multiplexed arbitration
technique for silicon-photonic mesh NoC is proposed in [18].
In contrast to our runtime approach, here the time division-
multiplexed photonic paths between the various pairs of network
access points are established statically during design time and
do not change at runtime. The key idea is to provide complete
network connectivity, with each pair of access points getting fair
access to large network bandwidth.

IX. CONCLUSION

Silicon-photonic link technology is expected to replace elec-
trical link technology in intrachip and interchip communication
networks in future many-core processors. However, the large
laser power consumption in these silicon-photonic networks is
limiting their widespread adoption. In this paper, we propose
a multibus NoC architecture for a many-core processor and a
runtime technique that dynamically manages the laser power of
this multibus NoC depending on the communication bandwidth
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requirements of the various applications running on the many-
core processor. For a silicon-photonic multibus NoC between
the private L1 and distributed L2 caches, we propose a policy
that uses weighted time-division multiplexing with token-stream
flow control and switching ON/OFF laser sources as necessary,
to maximize the total energy efficiency of the many-core pro-
cessor. For a 64-core processor running the NPB suite, we get an
average of more than 49% reduction in laser power, with a 6% re-
duction in application performance. The proposed technique can
potentially pave the way for early adoption of silicon-photonic
link technology in future many-core processors.
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