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Abstract—The rapid decrease in the dimensions of integrated
circuits with a simultaneous increase in component density have
introduced resolution challenges for optical failure analysis tech-
niques. Although optical microscopy efforts continue to increase
resolution of optical systems through hardware modifications,
signal processing methods are essential to complement these
efforts to meet the resolution requirements for the nanoscale
integrated circuit technologies. In this work, we focus on laser
voltage imaging as the optical failure analysis technique and show
how an overcomplete dictionary-based sparse representation can
improve resolution and localization accuracy. We describe a
reconstruction approach based on this sparse representation and
validate its performance on simulated data. We achieve an 80%
reduction of the localization error.

I. INTRODUCTION

As we scale CMOS transistors into the sub-22 nm regime,
the increasing density and smaller feature sizes in integrated
circuits (ICs) create resolution challenges for optical failure
analysis (FA) techniques. The state-of-the-art backside fault
analysis approach is to use aplanatic solid immersion lenses
(aSILs) in order to achieve the highest possible numerical aper-
ture (NA) [1]. The optical microscopy efforts for increasing
resolution of backside optical FA systems continue through
hardware modifications, such as the use of radially polarized
light for illumination [2] and the use of apodization masks,
but they are not enough to meet the resolution requirements
of new ICs. Therefore, there is a need for model-based signal
processing approaches to increase resolution. Sparse image
reconstruction techniques have been previously used to recover
high frequency information that is lost during acquisition
process in different imaging domains, such as ultrasound [3],
synthetic aperture radar [4], optical microscopy [5] and high
NA IC microscopy [6], [7].

Laser voltage imaging (LVI) [8] is a failure analysis tech-
nique that maps specific frequencies of operation to physical
transistor locations. The IC is probed through the backside,
hence the resolution challenges in backside optical analysis
techniques also exist in LVI. In this work, our goal is to use
dictionary-based sparse reconstruction techniques for spatial
resolution improvement of LVI data. When a CMOS transistor
is driven with a rectangular pulse, modulations are observed on
the reflected light mainly due to change in free-carrier densities
underneath gate and drain regions [9]. LVI technique observes

modulations at specific frequencies collecting amplitudes of
harmonics in frequency domain. In this work, we propose to
collect LVI data at multiple harmonics, formulate a dictionary-
based sparse representation framework to increase spatial res-
olution of LVI data and to increase localization accuracy of re-
gions with different modulation behavior. Multiple harmonics
LVI data is highly structured both spatially and in frequency
domain. Therefore, it is a well-suited application domain for
overcomplete dictionary-based sparse image reconstruction.
Active regions are mostly composed of rectangular structures
with varying width, length and orientation, and these regions
are derivable from CAD layouts and design parameters. Ad-
ditionally, given the applied rectangular pulse, the modulation
has a structured frequency domain which can be expressed
in terms of Fourier series coefficients of a rectangular pulse.
Therefore, 3D overcomplete dictionaries can be predetermined
in order to sparsely represent LVI data in space-frequency.

Sparse signal representation through overcomplete dictio-
naries has been well studied in the image reconstruction
literature. Predetermined overcomplete dictionaries, such as
a wavelet based dictionary [10], a point and region-based
dictionary or a shape-based dictionary [11], have been used to
sparsely represent the scene being imaged. Also, application
of overcomplete dictionaries for resolution improvement of
optical backside images of static IC components has been
proposed [7]. Application of such a technique is especially
interesting for LVI data because LVI images are sparser and
active regions have stronger constraints than static compo-
nents.

This paper is organized as follows. In Section II, we
provide background on the origin of LVI signal, introduce
an observation model and explain the details of LVI simu-
lation. The sparse representation framework is presented in
Section III with details about the construction of dictionaries
in Section III-A. We present experimental results on simulated
data in Section IV. In Section V, we provide summary and
conclusions.

II. LVI SIMULATION AND OBSERVATION MODEL

The origin of LVI signal can be explained by the absorption
and refraction due to free carriers [9]. When a CMOS tran-
sistor is driven with a rectangular pulse, it keeps switching
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Fig. 1: Layered structure of the transistor around gate a) cut-off
regime b) linear operating regime, and around drain c) cut-off
regime d) linear operating regime
between cut-off regime and linear operating regime. The
layered structure around gate and drain regions is different
for these regimes. In Fig. 1, this layered structure in gate and
drain regions is shown for both regimes. The inversion layer
is formed with the change in the gate voltage. The refractive
index and the absorption coefficient of inversion layer can be
calculated using the change in free carrier densities according
to equations given in [9]. Besides the inversion layer, there is
also a change in the thickness of space charge region (SCR)
underneath the gate and drain regions. At a gate voltage of
0 V, the charges in the gate stack result in an initial SCR.
When a non-zero voltage is applied to the gate terminal,
for voltages below the threshold voltage Vthr and a constant
doping profile, the SCR thickness can be estimated from the
following equation [9]:

tSCR,initial =

√
2ε0εSi

q
(

1

Ndiff
+

1

Nwell
)(Vbi − VG), (1)

where tSCR is the thickness of the SCR, Ndiff and Nwell

are the diffusion and well doping concentrations. Vbi is the
built-in potential [9] and VG is the voltage applied to the gate
of the NFETs. VG also effects the SCR in the junctions and
the following equation can be used to calculate the thickness
of the SCR in the junctions [9]:

tSCR = tSCR,initial +

√
2ε0εSi

q

1

Nwell
|VG|, (2)

where tSCR,initial is the initial SCR thickness when the gate
voltage is 0 calculated by Eq. 1. After the threshold voltage
is reached, the SCR thickness stays constant and does not
increase any further. These changes in the layered structure
over time result in changes in the reflected light over time. LVI
measurements observe these changes with specific frequencies
in the reflected light. The total reflected light can be expressed
as R(x, y, t) = R0(x, y) + ∆R(x, y, t), where R0(x, y) is
the reflection from the static parts and ∆R(x, y, t) is the
modulated part of the reflected light coming from the active
regions. We have used generalized Fresnel reflection coeffi-
cients for multi-layered media in order to calculate simulated
modulations, ∆R(x, y, t). The amplitude of the modulated
light is taken as the difference of reflected light from transistor
in cut-off regime shown in Figs. 1(a), 1(c) and the reflected
light from the transistor in linear operating regime shown in
Figs. 1(b), 1(d).

When we approximate the blur in the optical system with a
linear convolutional model, the blurry and noisy modulations
in space and time can be expressed as:

τ j(x, y, t) = hj(x, y) ∗m(x, y, t) + ej(x, y, t), (3)

(a) (b)
Fig. 2: (a) CAD layout of an inverter and (b) Active regions
of the inverter, red: n-gate, dark green: p-gate, light green:
n-drain, blue: p-drain

where m(x, y, t) is the underlying modulation corresponding
to ∆R(x, y, t), hj(x, y) is the PSF of the high NA imaging
system illuminated by linearly polarized input light with po-
larization direction j and ej(x, y, t) is the noise in the system.
The noise can be modeled as an additive Gaussian noise whose
variance scales with the total reflected light. According to
experimental data ∆R/R0 is around 600 parts per million
[9]. LVI measures the modulation in the frequency domain.
The complex valued temporal harmonics can be expressed as:

dj
l (x, y) =

1

T

∫
<T>

τ j(x, y, t)e−ilw0t dt, (4)

where l indicates the harmonic number, T is the period of
the periodic modulation and w0 is the fundamental frequency.
Then, the observed harmonics LVI data can be collected in
vector dj whose amplitude and phase can be expressed as
|dj | and ∠dj , respectively. In space-frequency, we represent
the fourier series coefficients of the underlying modulation
m(x, y, t) in terms of an overcomplete 3D space-frequency
dictionary. The details of this sparse representation and the
reconstruction framework are explained in the next section.

III. DICTIONARY-BASED SPARSE REPRESENTATION
FRAMEWORK FOR MULTIPLE-HARMONICS LVI

A. Construction of Dictionaries

Spatially, the dictionaries are constructed by the procedure
proposed in [7]. The spatial regions, where the modulations
are observed, are rectangular and consist of horizontal and
vertical lines of various, pre-defined widths and lengths. These
regions can be obtained from the CAD layouts. Spatially, all
possible locations of different-size rectangles are included in
the dictionary. Fig. 2(a) shows an example of CAD layout for
an inverter. Fig.2(b) shows a picture of the support of the gate
and drain regions where the modulations are observed. We
also need to include all possible frequency signatures of the
modulations. The voltage applied to gate is a square wave.
Therefore, the modulations in time can be approximated as
a rectangular pulse where the rise time and the fall time are
much smaller than the pulse width. Depending on the circuit
element of interest, the modulations will have the same period
as the applied voltage or the period of the modulations will
be multiples of the period of the applied voltage. Additionally,
depending on the circuit element, the modulations can be
in phase with the applied voltage or there might be a time
shift. All possible periods and all possible time shifts are also
included in the dictionary. The Fourier series coefficients of
all possible rectangular pulses are used to determine the third
dimension of the dictionary elements. Then, each column of
the overcomplete dictionary is the vectorized version of a 3D



block where a region with fixed width and height has the
Fourier series coefficients of the same rectangular pulse with a
given period and a given time shift. We use the expression for
the Fourier series coefficients of the rectangular pulse train to
calculate the third dimension of space-frequency dictionaries.

B. Dictionary-based Sparse Representation Framework

The Fourier series coefficients of the underlying modulation
m(x, y, t) can be expressed as:

cl(c, y) =
1

T

∫
<T>

m(x, y, t)e−ilw0t dt. (5)

where l corresponds to harmonics number.
The sparse representation in space-frequency is expressed

as:
c = Φη, (6)

where c is a vectorized form of Fourier series coefficients
for all scan positions, Φ is the predetermined space-frequency
dictionary and η is the vector of representation coefficients.

Then, our sparse space-frequency dictionary-based recon-
struction problem can be formulated as follows:

η̂w = arg min
η

N∑
j=1

‖dj −HjΦη‖22 + λ‖η‖1, (7)

where j indicates the polarization direction for the linearly
polarized illumination, N is the number of polarization di-
rections corresponding to the number of observations, Hj is
the Toeplitz matrix that implements convolution as a matrix
operation. The optimization problem in Eq. 7 is solved using
the quasi-Newton method explained in detail in [4], [7].

IV. SPARSE REPRESENTATION RESULTS FOR SIMULATED
LVI DATA

Our goal in this section is to test the performance of the
proposed framework in a controlled experiment. Therefore,
we designed an experiment where simulated LVI data of
an inverter is created using a simulated PSF of a high NA
subsurface imaging system and the CAD layout of an inverter
designed in 32nm process node (see Fig. 2(a)). The simulated
PSF for a linearly-polarized illumination with x−polarization
is shown in Fig. 3. For y−polarization, we rotate the PSF by
90◦. The elliptical support provides higher resolution in one
direction. There are 8 rectangular regions where modulations
are observed when the device is operational. These correspond
to various the gate and drain regions, shown in Fig. 2(b).
For each of these regions, the amplitude of modulations is
calculated as explained in Section II using a nominal voltage
of 1V , doping concentration of diffusion layers as 2e20
and doping concentration of inversion channel as 9.15e16.
The calculated thicknesses and refractive indices for different
layers around gate and drain regions when the transistor
is in cut off regime and in linear operation region are as
follows: npoly = 3.392, nox = 1.45, nchannel = 3.504 +
2.51j, nSCRoff = 3.6, nSCRon = 3.6, ndiff = 3.35, tpoly =
70, tox = 1.65, tchannel = 15, tSCRoff = 50, tSCRon =
80, tdiff = 40. We have used the first five harmonics and

created multiple harmonics LVI data. The amplitude and phase
of the first harmonic for the observation with x−polarization
illumination are shown in Figs. 4(a) and 4(b). The amplitude
and phase of the first harmonic for the ground truth are shown
in Figs. 4(c) and 4(d). The modulations in the gate regions are
stronger than the modulations in drain regions. We performed
reconstruction using both x−polarization and y−polarization
data. The amplitude and phase of the first harmonic for the
sparse reconstruction result are shown in Fig. 5. The sparse
reconstruction was able to recover gate and drain regions
which were blurred and merged in observations. Hence, the
sparse representation framework increases the resolution and
localization accuracy.
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Fig. 3: PSF of the optical system for linearly-polarized input
light in x−direction

In order to assess localization accuracy, we clustered scan
positions into 3 different regions with different time behavior:
no modulation (non-active regions), rectangular pulse with
phase 0 and rectangular pulse with phase π. In order to
represent the observation data and the reconstruction in time
domain, we used Fourier series expansion in terms of the
first five harmonics and then we applied K-means clustering
[12]. The underlying true clusters are shown in Fig. 6(a). The
clustering results for LVI data in x−polarization are shown
in Figs. 6(b). The clustering results for sparse reconstruction
are given in Fig. 7. We also calculated a localization accuracy
metric defined as the number of scan positions with wrong
cluster label divided by the total number of scan positions.
Table I compares the localization accuracy for LVI observation
data and sparse reconstruction. The localization accuracy of
sparse reconstruction is significantly higher than the localiza-
tion accuracy of LVI observation data.

Additionally, we simulated LVI data for a case when there
is a stuck-at fault (stuck-at 0/1). For this case, no modulation
will be observed underneath the drain regions but there will
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Fig. 4: (a)Amplitude and (b) phase of the 1st harmonic for
LVI data with linearly-polarized input light in x−direction,
(c) amplitude and (d) phase of the 1st harmonic for ground
truth data
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Fig. 5: (a)Amplitude and (b) phase of the 1st harmonic for
dictionary-based sparse representation result
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Fig. 6: (a)True cluster labels and (b) cluster labels for LVI
data with linearly-polarized input light in x−direction
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Fig. 7: Cluster labels for dictionary-based sparse reconstruc-
tion

Observation−x Observation−y Reconstruction
0.5043 0.3604 0.0341

TABLE I: Localization error in percent

be modulations underneath the gate regions. The amplitude
and phase of the first harmonic for the observation with
x−polarization illumination are shown in Fig. 8 and for the
sparse reconstruction result in Fig. 9. The comparison of the
LVI data for regular operation case and for stuck-at-fault case
in Figs. 4 and 8, shows that because of the resolution limitation
the fault cannot be detected in the observation data, as no
changes are observed in the LVI data. However, the sparse rep-
resentation results in Fig. 9 shows no modulation underneath
drain regions whereas modulations are observed for regular
operation in Fig. 5. Dictionary-based sparse reconstruction
thus enables the localization of a stuck-at fault by providing
resolution improvement.

V. CONCLUSION

In this work, a sparse space-frequency representation based
on overcomplete dictionaries was proposed in order to increase
spatial resolution and localization accuracy of LVI measure-
ments. The proposed framework was validated on simulated
data. IC imaging is particularly suitable for dictionary-based
image reconstruction methods because the data is highly
structured both spatially and temporally. An overcomplete dic-
tionary, which can be predetermined using this structure, poses
strong structural priors and enables recovery of high-frequency
information. Scan positions can be accurately clustered into
regions with different time behavior using the reconstruction
results. However, clustering results using only LVI measure-
ments do not produce accurate cluster labels. Simulations
were performed for a regular operation case and a stuck-
at-fault case. Reconstruction results for both scenarios show
that dictionary-based sparse representation enables detection
of the faults which are not detectable in blurry observation

(a) (b)
Fig. 8: (a)Amplitude and (b) phase of the 1st harmonic for
LVI data with linearly-polarized input light in x−direction for
stuck-at-fault case

(a) (b)
Fig. 9: (a)Amplitude and (b) phase of the 1st harmonic for
dictionary-based sparse representation result for stuck-at-fault
case

data. More than 80% reduction in localization error has been
shown.
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