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Abstract
This paper reconciles conflicting explanations for the decline in U.S. energy int@vesitihe
last 40 years of the J0century. Decomposing changes in the energy-GDP ratio into shifts in the
structure of sectoral composition and adjustments in the efficiency of energyhise wit
individual industries reveals that while inter-industry structural change was the jpaindiiver
of the observed decline in aggregate energy intensity, intra-industry efficiepyvements
played a more important role in the post-1980 period. Econometric results attribute this
phenomenon to adjustments in quasi-fixed inputs—particularly vehicle stocks, and disembodied
autonomous technological progress, and show that price-induced substitution of variable inputs
generated transitory energy savings, while innovation induced by energy prices had only a minor
impact.
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1. Introduction

This paper investigates the sources of the decline in the energy intensityJobthe
economy during the period 1958-2000, in particular the impact of technological change and its
importance relative to that of other influences. This issue, with which ecosdraist wrestled
for three decades, is again a focus of interest, stimulated by recent pneegycreases and
proposals to reduce the greenhouse gas (GHG) emissions associated with fassl fue

The OPEC oil price shocks of the 1970s and their adverse economic consequences
generated a groundswell of empirical research on the reaction of technologi farise
changes. However, questions remain about both the sign and magnitude of the effentgyof e
prices on innovation, and the follow-on impact of technological change on the intensity of
energy use. Concern has also arisen over the economic impacts of measuiesito thea
problem of climate change, particularly energy price increases iddhycemits on carbon
dioxide emissions from fossil-fuel combustion. Of particular interest ipdtential for induced
technical change (ITC), whereby regulations to reduce emissionsanmutovation which
saves energy and reduces emisstdfisally, apprehension over the economic consequences of
the current high global energy prices has re-kindled interest in the robusthtkSs of
productivity growth to price shocKs.

In the present paper | focus on the relationship between energy prices and energy
productivity, or, more specifically, its inverse—energy intensity. Figuhlegtrates the

historical trends of these variables in the U.S. economy. The most strikingefesathe

! Energy-saving technological change is frequerdiyuged as the saving grace that will moderate dsts of
abating CQ emissions over the long time-horizon on which aiois limits are anticipated to bind. Sue Wing
(2006) elucidates the mechanisms by which chamgesative prices influence the rate and directibfirms’
innovation.

2 e.g., “Energy and the Economy”, remarks by FedReslerve Chairman Ben S. Bernanke before the Edonom
Club of Chicago, Chicago, IL, 15 June, 2006
(http://www.federalreserve.gov/Boarddocs/speech@&§/200606152/default.him




sustained reduction in the energy-GDP ratio, whose steepest decline occurs iioth&gyel-
1986, during which energy prices first jumped due to the OPEC oil shocks, and then collapsed. |
consider three channels through which prices influence energy intensity: (13utystitution—
the direct effect of increases in energy’s relative price on the mix olitpptroduction, holding
the state of technology constant, (2) innovation—resulting from both the seculagsrogr
scientific advance and the inducement effects of high energy prices, amdugpes in the mix
of industries in the economy. Despite much prior work scrutinizing each of thebamssus,
the empirical estimates developed by different studies are for the mosigganmensurate. The
objective here is to develop comprehensive and comparable estimates for titeiadeagf
these influences.

The first comprehensive econometric estimates of the substitutiorsaffdbie energy
price shocks of the 1970s were developed by Jorgenson and Fraumeni (1981) and Jorgenson
(1984). The principal advantage of this work, which was conducted at the industrységel, i
coverage of the entire supply side of the U.S. economy. Most controversial have been its
estimates of the effects of disembodied technical progress on energy demahdneibate that
the majority of U.S. industries exhibit an energingbias of innovation. Not only is this result
seemingly at odds with the observed decline in energy intensity, it is inemmsisth the
assumption of aggregate energy-saving technical change (the autonomous ersegyg\effi
improvement, or AEEI) which underpins most of the simulations of future energy u€®and
emissions. Indeed, on the basis of this result Hogan and Jorgenson (1991) argue that the AEEI

might actually benegativé

3 As discussed by Hogan (1990), Manne and Rich@82)land Williams (1990), the AEEI is a seculantte
reflecting the technologically-motivated rate aoflwetion in the demand for energy that, without dimgcted effort,
decreases the amounts of £€nitting fossil fuel necessary for any given leseeconomic output. Its first
documented use is Edmonds and Reilly (1985), wigotice historical decline in the energy intensitis®P with



A potential resolution to this paradox lies in the fact that Jorgenson’s findings wer
generated using a dataset which ends 1979, when energy prices were at thpisppadr to
the sharp decline in the energy-GDP ratio. Thus, a key theme of this paper is tlenaiesti
whether there is still evidence for widespread disembodied energy-using innasr a
longer sample which encompasses the period in Figure 1 (1958-2000).

The bias of technical change with respect to energy is also ripe formgrati@an given
results from more recent investigations of ITC at the micro level, whichestigzat innovation
has been energgavingin character, and has, moreover, been induced by energy prices. Using
patent data, Popp (2002) demonstrates that the energy price shocks of the 1970s induced a
substantial amount of energy-saving innovation. Complementary work by Newak([L809)
finds that energy prices induced energy-saving changes in the charastefistisidential
capital?

However, there is continuing debate over the magnitude of the aggregate impastof th
phenomena, with two investigations of its effect on energy use manufacturiog seeching
very different conclusions. Popp (2001) estimates that one third of the reduction in
manufacturing industries’ energy-output ratios to the effects of endaggdeknowledge
embodied in patents. By contrast, Linn (2006) estimates that adoption of energy-savi
technology by new manufacturing plants in response to a ten-percent risegy inees
resulted in only a one-percent reduction in energy demand. These findingslchigmal

guestions about the sources of intensity change: first, how much has energgguressi

increasing economic development as justificatiorafdeclining coefficient on energy input. They sact a
simulation model that incorporates an increasimigiof energy-saving technology, whose invers@pdied as an
attenuation factor to the model’s fuels demand tions. This trick is still employed in the majority climate
policy models.

* Newell et al (1999) find that energy prices angutatory stimuli positively affect the energy-eféacy
characteristics of consumer durables for heatirthcmoling. Popp (2002) finds that the propensitpatent in
energy technology fields was significantly increhbg rising energy prices in the 1970s.



innovation altered the characteristicsofiresidential capital, and second, what has been the
follow-on impact on aggregate energy intensity.

To address the latter question it is necessary to understand how the effediaabtgy
on energy demand aggregate up to the level of the macroeconomy. This issue is the focus of
decomposition studies (see, e.g., the survey by Ang and Zhang, 2000) which combine industry
and macroeconomic data to isolate how changes in the mix of economic sector$duiee thie
evolution of the energy-GDP ratio. These have tended to attribute much of the decline in
intensity to changes in the composition of output (e.g., Rose and Chen 1991), paracotary
manufacturing industries (Hirst et al 1983; Schipper et al 1990). Motivated leyfihésgs, the
paper investigates whether structural change was a more or less impaontaibtor to
aggregate energy intensity than substitution or innovation.

To sort out the contributions of these various influences at the aggregate level in a
comprehensive and consistent manner, | employ a synthesis of the methodelgmicathes
outlined above. Following Jorgenson’s lead, | maximize sectoral coveragedmnaig for the
sources of change in energy intensity within 35 economic sectors at the apgieoRidigit level
of aggregation. To investigate the importance of changes in the composition of indcesites
relative to substitution and innovation, | develop an econometric model of dynatoic fac
demands which incorporates a broad array of quasi-fixed inputs, and performiestmsing a
unique dataset for the period 1958-2000 which updates Jorgenson’s results across tigefull ra
of producing sectors in the economy. Finally, the resulting sectoral estiarataggregated
using a decomposition technique, thereby reconciling the apparent diffebetwesn energy

intensity trends at the micro and macro levels of the economy.



Embodied in this approach are two key innovations. The first is the extension of Popp’s
(2001) econometric model of ITC to incorporate a proxy for the stock of energygsavi
knowledge which is based solely on energy price data. This permits the impacigeriaxs
and induced technical progress on industries’ demands for energy to be separatBgdidEme
second is the development of a simple decomposition scheme which attributes aihanges i
aggregate energy intensity to the influence of changes in the mix of indastddactors which
occur within industries. This scheme provides a mechanism for aggregating tometran
estimates across sectors to yield comparable measures of the macroecopacts of
substitution, technical progress and capital accumulation.

| find that change in the sectoral composition of the economy is the main driver of the
decline in aggregate energy intensity over the sample period. Of the chHaatgesctr within
industries, disembodied exogenous technical progress is the predominant angrgy-s
influence, with shifts in the composition of capital coming a close second. The i=flaenc
substitution is mixed. It had a substantial energy-saving effect duringtioel pf high energy
prices in the 1970s and 80s, but was slightly energy using over the remainder offle sa
period. Finally, disembodied induced technical change was energy saving as wlthieut
factors considered it has the smallest impact, which only arises in theatfiesf the energy
price shocks.

The plan of the paper is as follows. Section 2 develops an econometric model of producer
behavior which provides a natural way to account for the sources of change in the energy
intensity of economic sectors. There | also outline the decomposition procedundadilitates
consistent aggregation of the sectoral econometric estimates. Sectioni3ddberdata and the

estimation technique. In Section 4 presents and discusses the econometiestirtne



sources of change in energy demand within the different industries. Sectioeipthe results
of the decomposition analysis, which aggregates over industries to elucidate tireitons of
their constituent sources of change to the evolution of the energy-GDP ration $exbncludes

with a discussion of caveats and future research needs in this area.

2. Modeing The Sources of Change in Energy Demand
2.1. An econometric model of producer behavior
The economy is modeled as a collection of industries, indexed fby...,N. In each

industry there is a representative producer with a short-run restrictebleaxst function
(RVCF), G[P,,X,,X,,Y,,t], in whichP; is a vector of variable input price%, is the level and
X, is the change in the vector of quasi-fixed inputs to producYids,the level of output and

is time. Each producer faces the problem of choosing the trajectory of quasifixgs to

minimize the present discounted value of costs:
@ min[e™{G[P.X,. X, Y, ] +u, X Jdt,
i 0

wherer is the interest ratey, = ra, +d [, is the user cost of the vector of quasi-fixed ispal

is the vector of their normalized acquisition (dspeces, andl is the vector of asset-specific

rates of depreciation. Berndt, Morrison and WatKitr331) show that in the stationary
equilibrium whereX, =0 and the quasi-fixed inputs have fully adjustethigr long-run
optimal levels, X', the solution to the problem in eq. (1) is giverthe equilibrium condition:

9G [P, Xi] 9G [P, Xi]
- =u; +r . :
0X; 0X;

(2)



Following Berndt, Morrison and Watkins (1981), Watkins and Berndt (1992), and
especially Popp (2001), industrg normalized RVCF is specified using a quadratic

approximation folG:
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In this expression, variable inputs are denotethbyindexv’ = {labor (L), energy E), materials

(M)}, the prices of which are given I83;. The prices series used in the regressions balew a

normalized by the wageii (v = {E, M}). The variablesX,; _, and in,_l are the levels and

changes itk classes of quasi-fixed asset stocks, lagged amadpé&ienceforth | use the lower

AN

case forms of these variables to denote their impanbsities:x,, = X, ,/Y; and x,; =

The variabld is a time trend, which is designed to captureefifiects of exogenous technical
progress on the demands for variable inputs. Tlextbe is to estimate the coefficients S
andy.

Watkins and Berndt (1992) note the difficulty of @nrcally distinguishing the effects of
scale and innovation in eq. (3). The estimatedfmerits often imply long-run increasing
returns to scale accompanied by technological getssion, despite the plausibility and
empirical evidence for long-run constant returnsdale (LRCRTS) at the industry level. My
identifying assumption is to impose LRCRTS by emjig the net investment version of their

model.



Industryi’s internal costs of adjustmen, are represented by all the terms in the
variable cost function involving changes in quasi-fixed inpits, When normalized by the

level of output, adjustment costs are:

1 . . . .
& :é = Z BiX +EZBkkiXifi +Z:3ktixkit +ZZIBkviin Pi +Zykkixkixki -
K K K PRy K

When the stocks of quasi-fixed inputs have fully adjusted to their optimal intensjtigsoth
the change in the levels of these stocks, and the marginal unit adjustment costs must be zero.

We therefore have:

0a .
(4) 6_31 = Z B+ Zﬁknt + Zzlgkvi P, + Zykkixki =0,
Xeily, =x; k=0 K X kv P

which implies the following restriction on the parameters:

(5)  Bui =Pt = Prvi = yxai = 0.
By Shepard’s Lemma, the optimal conditional short-run input demands are given by the
derivatives ofG; with respect to the normalized prices of the variable inputs. Imposing LRCRTS

using eq. (5) then yields conditional input demand functions for energy and materials

(6) €& =E /Y, =0y + 0 Pg + Ay Pui +aETit+ZaEkiin
K
(7) m =M, /Y, =ay + ey Pei + Aumi Pui +aMTit+zaMkiin :
P

The associated conditional demand for labor is derived as a residual from eq. (3):
(8) i =L /Y, =G /Y, — pg& — pum

1
=y Tyt _E(aEEi péi,t + 20y Pei Puiy Ty pl\Z/Ii,t)

1 1 :
+ ;akixki +§;akkixlfi + ;a,kTiint +E;ﬂkkixlfi'



Finally, it is useful to derive the long-run equilibrium effect of quasi-fixed inputs on

variable cost, which is found by differentiating (3) with respe4to

3G,
X

=yt QX T At Z a,.iPyi -
Ki X=Xy, X4 =0 v

This expression, along with eq. (4), implies that the equilibrium condition in (2) may bd solve

for the optimal quantity of quasi-fixed inputs per unit of output:

9 X = (@ taqgt+ zakvi Py +U) Oy -

Egs. (6)-(8) form my econometric model of producer behavior, in which the coetficie
on the prices reflect the impact of substitution among variable inputs, those on thexgdasi-f
stocks give the effects of changes in the level and composition of capital, amdthibe time
trends proxy for the influence of technological progress on the demand for eacA imgut
strength of this model is its ability to distinguish between the effectsemgyedemand of short-
run movements in variable input prices and long-run adjustments of a range of diftexgint
fixed inputs. The marked variation among different assets in their servisahdeenergy-using
characteristics suggests that the differential accumulation of quedithputs is likely to be the
key diver of persistence in industries’ energy demand. In addition, Newéel €1299) results
suggest that the capitalization of new technology into successive gengi@tassets is likely to
be an important factor which mitigates this upward trend. This econometric faakngiwes us
the ability to separately identify the impacts of both processes on industneshddor energy.

The model’s disadvantage is its limited capability to identify the influehpeice-
induced energy-saving innovation. Linn (2006) identifies this effect using theeditke between
the energy intensities of incumbent and entrant manufacturing plants, while Popp (280theus

cumulated stocks of energy patents in each industry as direct proxy for thébiletangput of



innovation. The latter approach is attractive because it is the equivalent dyiagezistock of
disembodied energy-saving knowledge as a quasi-fixed input in the model, but the absence o
data on the use of patents by industry prevented me from implementing this schethedire

The first novel aspect of this study is its use of the trick of cumulating epdaogy
increases as the proxy for the stock of knowledge. The fundamental assumptioneigaitiss
that energy price shocks stimulate the creation of energy-saving ideas agsh @od product
designs. The latter make up a stock of intangible capital whose effectrgy deenand is
mediated by three forces: persistence in the energy-saving effeateopocks due to the
durability of inventions and ideas, declining energy-saving effects with thageasstime due
to the obsolescence of these factors, and lags in the onset of induced energydsaviagke
time necessary to conduct research and innovation, and to diffuse the resulting innovations
among the firms in each industry.

| model these forces in the same way as Popp (2001), representing inducememgyia ene
price increases instead of patent colrisllowing his eq. (3), my proxy for the stock of
disembodied energy-saving knowledge in yte@knowledge, i}, IS the sum of past energy price
increasesze = 100 x max(0Ape),” weighted by the time-dependent influences of knowledge

decay and diffusion:
(10) X Knowledgei ,t = J nEi,s exp(—é—ﬂ S) [1_ exp(_JZi (S + 1))] dS'
0

Here,s denotes the number of years befonehile 6, andd, are endogenous parameters which

indicate the rates of decay and diffusion. Thuggn(6) the coefficient on the time-treng-)

® The key obstacle is the dearth of data on patnsector of use for the industries covered bydmiaset,
especially mining industries, utilities and comnuations, and services.

® The basic idea was introduced by Dowlatabadi ara€z (2006).

" The factor of 100 is introduced to improve the revical stability of the estimation procedure.
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measures the influence of exogenous technological advance, while that on energy-s
knowledge &, knowiedgs Captures the cumulative impact of disembodied price-induced
innovation.

A few caveats should be noted. First, this specification could hardly be more tptimis
as the definition ofe assumes thamnyincrease in energy prices will induce energy-saving
technical change. Thus, ITC will occur even if the positive price shock comesadleng
significant decline in energy prices below their long-run average levsitdation in which
there might well be little or no stimulus to innovate, as the techniques of production veéhich a
appropriate for higher energy-price regimes clearly already, @d may be re-activated via
substitution® However, the adverse impact of this potential misspecification is neitidst the
fact that strength of the inducement effect—and the influence of the resumiérgyesaving
knowledge on energy demand—depends;cemndo,, whose values are conditioned on the data,
controlling for the influence of energy-materials substitution.

A second issue is that the model gives the inducement effect of energy pricgsperh
more prominence than is deserved, as it is likely that the pri@kioputs will simultaneously
influence the creation of different kinds of productivity-enhancing knowledgestblk of
knowledge induced by shocks to the relative price of materials is not reSdaetit been
included, the total effect @l types of disembodied knowledge might well differ from that
captured solely by eq. (10), suggesting the possibility of omitted variable bias. tAatextent
that omitted knowledge stocks increase steadily in magnitude, their infadhbe captured by
the secular time trend, with the result that will reflect the additional impact of (latent)

induced innovation which conserves non-energy inputs.

8 See, e.g., the discussion in Sue Wing (2006: 5-7).
® Its inclusion was not possible due to limitatimisomputational cost, and especially degreesasfcfom.
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Figure 2 illustrates the sensitivity of the stock of knowledge to the parantbgtehowing

how eq. (10) depends on the valueg®b; ando,. Panel A illustrates the impulse responses to a

unit price shock as a function of the decay and diffusion parameters. Panel B shasslthef
applying these response functions to the aggregate energy price seriesarnlFighose
positive shocks are indicated by the shaded areas. Larger (smalles) ™aluare associated
with faster (slower) rates of decay due to obsolescence, and gresder)(fgersistence of the
new knowledge whose creation was induced by the shock, while larger (smalleg ofdl, are
associated with faster (slower) rates of diffusion, and shorter (longsrédgeen the onset of
the shock and its maximum impact on knowledge creation. Consequently, larger vahges of t
decay parameter are associated with smaller overall quantities of kigeyiehile larger values
of the diffusion parameter make the time-paths of the knowledge stocks moiie valat
additional feature of panel B is that prior to the mid-1970s the aggregate stock gfsneng
knowledge was negligible, reflecting the fact that energy prices varigclagitly over this
period. We shall see that this ends up having an important bearing on the estinfregesrong

of ITC’s impact.

2.2. The sources of change in energy intensity in the short and the long run

The econometric model provides a unifying framework with which to elaborate the
sources of change in energy intensity at the industry 18U@iis is apparent from the discrete
log-derivative of eq. (6):

DX,
in

Ae Ap, At
(11) ~Z£Evii+£ETi * Heri = +Z’7Eki
v k

ei pvi ”Ei

% For a similar approach employing a translog costfion see Welsch and Ochsen (2005).
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The left-hand side is the rate of change in sectoral energy intensity tiiiight hand side
partition this rate into components associated with changes in variable inps} f@atenology,
and stocks of quasi-fixed inputs.

The parametesg,; is the short-run elasticity of energy intensity with respect to the price
of thev" variable input,
(12)  &c, =(08 /0p,)(P,i/€)=0ae,Pu /8,
which measures the average substitution response to changes in variable input prices

The parameters:t; anduct; are the short-run elasticities of energy intensity with respect
to time and contemporaneous energy price shocks, respectively:

(13) &g =(0e /0t)(U/e) =aey /e,

(14) Uy = (06 1 0Xe wnowtedgei ) (OXe knowiedgei / 07T (7T 1 €) = Ok knowiedgs L~ EXPEO,)) 7T 1 €
These expressions have a natural interpretation as the average rategeabas and induced
disembodied technical progress.

The last set of parametergy;, are the long-run net elasticities of energy intensity with
respect to th& quasi-fixed inputs. Following Berndt, Morrison and Watkins (1981), | use a
chain-rule argument to compute these estimates at the point where the tagktaadjust to

their long-run optimal level:

oe, Oe 0,
15 = ' + L =ae X !
( ) ,7kE| [axki axkl axkl J/ KEi “Mki ei

The results capture the net effects of adjustmartieterogeneous capital.
Subsumed within the final term on the right-harde2f eq. (11) are the long-run

influences of the evolution of quasi-fixed inputaks on the price responsiveness and efficiency

™ The corresponding short-run elasticitias;, are zero by definition.
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of production. As previously mentioned, the direct effect of capital accumulation @yyene
intensity will be positive in so far as assets require energy to geeemtemic services.
Embodied innovations can directly counterbalance this effect by improving trggy exficiency
of successive generations of assets. But they may also have the more subtié¢ eféking the
production process more flexible, increasing the elasticity of substitutioth@mesponsiveness
of inputs demands to changes in relative prices. The first effect is identdradHe interaction
of capital and time, while the second is identified from the interaction of capdalariable
input prices.

The proxies for these influences are the long-run analogues of (12) and (13) when quasi-
fixed inputs have adjusted to their equilibrium levels, and they are computed in a mainiaer sim
to eq. (15). The additional effect of capital on input substitutability is capturdeebgrig-run

variable input price elasticitiesg,:

(16) ,7Evi :(aei +Z aq ani J/el :EEvi +Z<zkvia

apvi k ax;i apvi pvi

while its impact on efficiency is captured by the long-run average ratelofital progress,

12
HETi-

1(0e aQ aXE Knowledgei e, OXE
17 e i : e + )~ | = €en T Men + -
( ) ,7ET| el ( 6t aXE'KnOWIedgei aﬂEi Ei ; axki 6{ ET ﬂET gfkT

The difference between the short- and long-run elasticities is the addifiecaloé
embodiment. Eq. (9) gives us the ability to identify how much of each type of influence is

associated with a given type of capital:

12\We do not identify the long-run rate of inducedheical progress. To do so, we would have hadtimagek
additional interaction terms betweBrig; and each type of capital, incurring an unaccepthdsis of degrees of
freedom.
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(18) C(kvi - — akEiakvi pvi and fkTi - —
akkiei akkie

2.3. The aggregate implications of industry-level intensity change

| now turn to the second novel feature of the analysis, which is a method for assessing
implications of the aforementioned sectoral results at the aggregate |gvagbpvbach is to
decompose aggregate intensity change into industry-level intensity chmhgeuctural change.
| do this by modeling the ratio of aggregate energy H¥¥, to GDP,Y*% as the weighted sum

of the contemporaneous energy intensities of thdustries in the economy:

Agg
E _

N
(19) etAgg = W ZWtQt ’
t i=1

where each weightg) is the ratio of industri/s share of GDP to its share of total energy'tise.

It is easily shown that the logarithmic derivative of this expressith is:

The left-hand side of this expression has the natural interpretation as thgeanate of
change in aggregate energy intensity. Eq. (20) decomposes this quantity intouesciedt the
sum of changes in industries’ contributions to aggregate energy intensity-ttlotuial change
effect”, @, and the average of changes in energy intensity within industries—the ‘fefficie
change effect™y.

The fundamental insight is th#tis just the average across industries of eq. (11). Thus, in

each time period, the impacts on aggregate energy intensity of substitstoratesd with

13 Our decomposition is inspired by Hogan and Jorgrei§991) eq. (8). Although more sophisticated faas are
possible (see, e.g., Ang and Zhang 2000), we engrioy19) because of its tractability and easatefpretation.
4 The derivation is discussed in the supplementaxierial to the paper.
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changes in the prices of variable inputs, technological progress, or chatigesevel and
composition of capital, may be found by computing the industry average of the reégwannt

the left-hand side of eq. (11).

3. Dataand Estimation

To maximize the industry coverage of the econometric analysis, the KLEgedat
developed by Jorgenson and associates was used as the primary data sourcesdtisatatis
the real prices and quantities of output and inputs of capital, labor, energy anddidggme
materials in 35 industries over the 43-year period 1958-%00bese data define the prices and
guantities of output and variable inputs.

Jorgenson’s sectoral energy price series were adjusted to bring #spooding energy
guantity series into line with the trends in energy use by industry in offiatedtets. The first
step was to construct new quantity indices of sectoral energy input from § v&seurces and
re-base them to 1996 (the Jorgenson dataset’s benchmark year). | retain Jorgahsoofs
sectoral energy input, and divide this series by the new quantity indices tatgem®w series of
energy prices by industry. The precise adjustments are described in detagupplementary
materials.

Information on the different classes of quasi-fixed inputs is drawn from a segondar
dataset, which is the real cost net capital stocks series by detailedrasdetailed industry
from the BEA'® The industry-by-asset series are truncated to match the time period of the
Jorgenson dataset and apportioned among industry categories to match Jorgengwals

disaggregation (approximately 2-digit SIC). The different assets also aggregated into five

15| thank Jon Samuels for these data.
16 BEA (2003) describes their construction.
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broad classes that define the set of quasi-fixed input categonmdgsrmation and
communication technology (IT), electrical equipment, machinery, vehicles, anchgaikihd
structures.

Descriptive statistics for the final dataset are shown in Table 1. | appedahraerror
terms to egs. (6)-(8) and estimate these expressions as a separataesomsikguations time
series regression with 45 free parameters for each industry. Thengesykiem was estimated
using GMM, with the normalized variable input prices, the quasi-fixed input ines)satitime
trend and the knowledge stocks as instruments. Andrews’ (1991) technique was used te comput
the standard errors, which are robust to autocorrelation of up to third order.

To construct the stocks of energy-saving knowledge it is necessary to cahgpute
technological decay and diffusion coefficiertsandd., in each sector. The values of these
endogenous parameters were estimated along with the rest of the model usiethtite m

outlined in Popp (2001). Specifically, | defined auxiliary parameter$] (0, 1) such that

o, = 1L and o, = % which enabled me to perform a grid search eandA to find the
— V —

combination of their values which minimized the GMM criterion.

4. Econometric Results
The estimation results are too numerous to discuss in detail. The values, standard error
and levels of significance of the estimated coefficients of the energgitytequation (6) for all
35 sectors are tabulated in the supplementary materials. The fit betweaimtagedsequations
and the data is generally good, however, the Durbin-Watson statistics shgg&sst-order

serial correlation remains an issue in just under half of the industries.
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Below | report summary measures of the elasticities of energy demidmigespect to the
covariates. The elasticities computed in section 2.2 are point parameteesvahues vary with
the temporal evolution of the dependent and independent variables. | therefore report thei
average values over the period of the sample, which is indicated by a bar ovexet rel
parameter. These quantities are computed by evaluating the variables(it8)1&)the means of

the 43 years of data for each industry.

4.1. Short- and long-run variable input price elasticities

The estimates of the average variable input price elasticities are shdahle 2. The
average short-run own-price elasticiti€s; , are uniformly inelastic, significant in the majority
of industries, and mostly of the expected sign.

The average short-run cross-price elasticities for energy and nstegjal are
significant in just over half of the industries, and the majority of these suggEsty-using
impacts. The energy-saving influence of materials prices is concentratening,
transportation and utilities, while the energy-using impacts are concentrateshufacturing.
The two elastic responses are both negative, occurring in the non-metal mining and
communications sectors.

With regard to long-run impacts, 14 of the average own-price elasticptiesare
significant, with three being positive and two being eld§tiv/e do not report the long-run

energy-material cross-price elasticitigs,, , only three of which are significant, and are mostly

" The own-price energy elasticities are positive sigdificant only in the oil and gas mining, matihing, gas
utilities and wholesale and retail trade sectors.

18 Elastic responses are exhibited by petroleumirgfirwhich is large and positive, and electricathiaery, which
is negative.
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energy using? This suggests that the influence of embodied innovations on the fungibility of

variable inputs has had a negligible overall impact on energy intensity.

4.2. Quasi-fixed input elasticities
Table 2 also presents long-run average net elasticities of sectoral eniengity with

respect to the different types of capit@,. IT capital, electrical equipment and machinery all

have decidedly mixed impacts, with equal numbers of industries exhibiting sigh#ieaticities
of either sign. IT capital exhibits uniformly inelastic responses, whlsignificant in 13
sectors. Elasticities with respect to electrical equipment and maclaireesygnificant in 23 and
21 sectors (respectively), and are evenly divided in sign. Elastic responseditst type of
capital occur in four industries and are all positive, while responses to the sezpogitve
and elastic in five industries and negative and elastic in four. Vehicles andr&suate both
predominantly energy-using. The response of energy demand to changes in velkslis stoc
elastic in only three industrié8 By contrast, elastic responses to structures occur in a large
number of sectors, with positive estimates in seven industries and negatiaessiimiive.
Given the mix of positive and negative influences associated with the diffgpestdf capital,

the previous finding that embodiment has little net impact on substitution is unsurprising

4.3. Stocks of Energy-Saving Knowledge
| first present estimates of the stocks of energy-saving knowledge lgeiogeon to
describe their effects on energy demand. The estimatesantld, in Table 3 indicate that the

rates of decay and particularly diffusion of energy-saving knowledge tend tovhensth a few

19 Non-metal mining and furniture manufacturing exhiflastic responses, with the former being negadivd the
latter positive.
20 Of these construction and lumber and wood aretipesivhile financial services is negative.
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signal exception&' The average lag before which energy prices shocks induce the maximum
amount of knowledg€elpeakj = 10g(1 —02i / 01;) | 65,22 ranges from virtually instantaneous to
several decades, with a median value of 2.6 years. Figure 3 shows the impassaed
knowledge to technological inducement at the median valu®saoido,. Its time profile is

similar to Popp’s (2001) Figure 4, but although there is a similar median lageipetiweeonset of
the price shock and the maximum impact on innovation (and energy savings), thegioessnt
of knowledge decay twice as fast, and the maximum impact on knowledge accumislanly

50 percent larger than the instantaneous effect—roughly a quarter of that foRadbyl he
implication of these dynamics is that the effects of ITC dissipate2ftgears, which has an

important bearing on the estimates of the effect of technical progressrgy enensity.

4.4. Elasticities of technical change

Table 4 summarizes the influences of technical change on industries’ conditioggl ener
demand. By way of comparison, panels A and B report prior estimates by Jorgenson and
Fraumeni (1981) and Jorgenson (1984) for the period prior to 1980. Panels C and D present
estimates for the parametefs: andag, knowiedgefOr the period 1958-2000, and panels E-G
tabulate the corresponding average short-run elasticities of energytinteitisirespect to

exogenous and induced technical char&ge,and z .

Jorgenson and Fraumeni’s (1979) estimates are significant in all but six ieslasi
suggest that the effect of technical change is overwhelmingly ensigy. Jorgenson’s (1984)
results exhibit more variability, but still show a dominant pattern of eneigg-technical

progress across industries. His estimates for both electric and non-eeetigy inputs are

L e g., coal mining, textiles, rubber and plastigss utilities, financial services and governmenémises.
22 Note thafTpeax; = arg max {exp(-dy t) (1 — exp(dz t))}.
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positive and significant in 14 sectors, and negative and significant in only three. For the
remaining sectors, the secular trends in the conditional demands for @leatrcchon-electric
energy are either not significant, or have opposing signs, suggesting @uansooverall
effect?® The magnitude of these estimates is generally small, and their crossyimtistsibution
is negatively skewed. For both electric and non-electric energy, the avéthgesignificant
estimates is negative while the median is positive, reflecting Jorgensatigfthat prior to
1980 the influence of technological change on energy demand was small and posiang in
industries, but large and negative in a small number of induétries.

The estimates of the effects of the exogenous and induced components of these trends
over the longer sample in panels C and D are in contrast to the earlier resuitspatieof
exogenous technical change is significant in 20 sectors, half of which exhibit sagngy
responses. The proxy for induced technical change is significant in nine sectoo$ Wibioh
show a negative influence. The coefficients on autonomous technical change lararsimi
magnitude to those in the Jorgenson studies, while those on ITC are very large nepttesedi
former by one to two orders of magnitude.

These results indicate that technical progress had a negative overall fturenc
industries’ energy intensity. Moreover, they suggest that industries’ esavgyg response to
induced innovation was very strong, exceeding even that found Popp (cf. his Table 5), which is
in apparent contrast to Linn’s (2006) findings. However, considerable care ssagcia
interpreting these results. The impacts of ITC depends on the sectoral inpsitiggeof energy-

saving knowledgexknowiedgd, Whose magnitudes tend to be quite small, especially when

% The latter situation prevails in nine industries.

% |n the case of electric energy input, the indastriith the five largest estimated coefficientseahibit an energy-
saving bias, while in the case of non-electric gpémputs, the largest estimated coefficient isatieg and an order
of magnitude bigger than the second-largest.
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compared to the stocks of physical capital. Consequently, its ultimate impsciiere modest
that the coefficients in panel D seem to imply. An additional issue is that@heokefficient is
not precisely estimated in many industries, which is symptomatic of ailiypéetweerpe and
XKn0W|edge25 and reflects the difficulties that arise from usingrgut based proxy for innovation
instead of an observable measure of innovatory output such as patent counts. Replaiting
the latter might well improve the estimates in this regard. However, tha éxtehich this
might change the results, and in what direction, are questions that | leave todséaeh.

The average elasticities in panels E and F are mostly inelastic, ansighsicorrespond
to those of the relevant parameter estimates. Across industries, the effectdl on energy
intensity of both exogenous and induced technical change are negative andialibstant
Consequently, the average net elasticities of energy demand with respelhtcaieprogress,
shown in panel G, closely parallel the estimates in pafeT6.conserve space | do not report

the average long-run elasticities of technical charge, which are very similar to the estimates

in panel G. The latter are dominated by the elastic impacts with respect tedndnovation in
four industries: electrical machinery, which is energy using, and conetruchiemicals and

services, which are all strongly energy saving.

4.5. Embodied technical change
The data on quasi-fixed inputs are noisy, consequently the impact of the evolution of
physical quasi-fixed inputs on input substitutability and efficiencyeatienated with precision in

only in a few industries. To conserve space | tabulate the detailed estimtite supplementary

% Across industries, the correlation between thes@bles ranged from —0.67 to 0.83 with a mean 3.0

% There are 13 industries in which exogenous teehsitange is significant but the combined effeatxdgenous
and induced technical change is insignificant. Bgtcast, the latter measure is significant is evedystry where
induced technical change is significant
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materials, and only give a brief summary of the key results. The avdfagts ef asset
accumulation on sectors’ own-price elasticity of demand for enégyare small and mostly
positive. The impact on industries’ energy-material cross-price eteestics similarly minor,
with significant values of,,, in five sectors, all of which are negative (with the exception of
structures in the food products sector). The estimated impact of embodiment on energy
efficiency, &, are slightly energy saving for information technology and electrical eguipm

mixed for machinery, and predominantly energy using for vehicles and structures

The dearth of precise estimates makes it difficult to draw robust conclusiotise but
pattern of significant effects suggests that embodied technical chagdewsa more
pronounced impact on efficiency improvement than on the flexibility of production. Tigere a
also indications that while capacity expansion may limit the potential toreenseergy in
response to energy price increases, it may enhance the substitutabiktteobls for energy.
Finally, the sign of the particular influence changes depending on the speeificfixed input
under consideration, with energy intensity being amplified by the efficiemggcts of vehicles
and structures, but attenuated by the effects of IT capital on both efficietheyaderials-energy

substitution.

5. Explainingthe Trend in Aggregate Energy I ntensity
5.1. Results of the decomposition analysis

Chained indices for the effectsand¥ were calculated using the output quantity and
energy input quantity series for the 35 industries in the dataset. | also tealdhka fractional
change in the energy-GDP ratio using aggregate energy consumption frof8IRQED05) and

real GDP from the NIPAs. Figure 4 presents chained indices of the struttargle effect, the
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intensity change effect, and aggregate energy intensity. The joint impgaesefeffects (i.e., the
sum of the chained indices @fand¥) closely tracks\E*%%/ E*% indicating that the disparate
data sources at the aggregate and sectoral levels tell a consistent stotii@bbaracter of
changes in U.S. energy intensity.

The trajectories ob and¥ explain the decline in intensity in the U.S. from 1958-2000.
They indicate that until 1973, most of the reduction was due to changes in the sectoral
composition of the economy. The latter changes are responsible for a 20 perceamraauc
aggregate energy intensity from its 1958 level. This early decline was rafisdy by increases
in energy intensity within industries. After the first OPEC oil shock thetsfief structural
change slowed down while that of efficiency change reversed direction. Asla tleroughout
the 1980s and 1990s the impact of changes in the sectoral composition of output was relatively
less important, contributing to an additional 15 percent reduction in aggregate intehsdy
industries’ unit energy demands declined rapidly until the end of the sample perind,dalB6
percent to end up 15 percentage points below its 1958 level.

The individual industry dynamics underlying these aggregate trends are noithe but
contributions of a few sectors stand out. Metal mining, crude oil and gas, leatlyavantment
enterprises experience large increases in energy intensityedlathe 1958 base year, but these
industries are in the minority. After the mid-1970s, the intensity of enerdgiallse two-thirds
of the industries in the sample. Most of these declines were modest, with cumotatnsgty
reductions of less than 50 percent relative to sectors’ 1958 levels, but those in tloalshemi
electrical and non-electrical machinery, and communications industries weilange. Thus,
rather than being driven by large efficiency increases in a few keyseihe decline i

appears to be the result of slow and systematic improvements over a broakctiossef
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industries in the economy. We now employ the econometric results of the previows tgec

elucidate the origins of this phenomenon.

5.2. The sources of efficiency change

By combining egs. (11) and (20), we are able to estimate the impacts of thendliffe
sources of intra-industry efficiency change at the aggregate Weetonstruct chained indices
of the left-hand side of eq. (11), whose evolution is shown in Figure 5. Over the long run, the
substitution effects associated with variable input prices tended to ineggaegate energy
intensity, while technological progress, as well as the net effetite @iccumulation and
changes in the composition of quasi-fixed inputs, tended to have the opposite effect. gire ener
using influence of substitution is slight prior to 1973 and pronounced during the period of low
energy prices after 1993, increasing the intensity of industries’ enerdpy fiser percent over
the 1959 level. In the interregnum, variable input price movements were associhtkagei
energy-saving effects, particularly over the years 1974-1986, where they redtecesaabdral
energy intensity by more than 12 percent relative to 1959.

The influence of technical change is very slightly energy using prior to 1980 argyen
saving thereatfter, ultimately giving rise to a nine-percent reductiameirgg intensity below the
1959 level. Quasi-fixed inputs have an energy-using influence over two-thirds of thie.sam
Prior to 1980 they are associated with increases in energy intensity of 17 pbocen1859
levels, but subsequently exhibit a dramatic decline which reduced energytynbsn36 percent
below its starting value.

The chained index of the sum of these various factors tracks the intra-industeneyf

index reasonably well, but it tends to overstate the reduction in energy intaresitymuch of the
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sample. This behavior can be traced to the residual errors in eq. (6), as welkasf piacision
in the estimated coefficients, whose values were set to zero if they did neeaahieast the ten
percent level of significance.

Figures 6-8 shed light on the underpinnings of these trends. Figure 6 elucidates the
different substitution responses associated with the relative pricesrgy emel materials. While
the dynamics of the substitution effect in Figure 5 are largely driven bgyepeces, the
aggregate impact of material prices is uniformly energy-saving, whickesdiutensity in the
long run by more than seven percent below its 1958 level. This effect both moderates the
substitution toward energy when the latter’s price is low, and amplifies thgyesering
influence of substitution throughout the period of the OPEC price shocks.

Figure 7 illustrates the effects of the components of technical charibe efficiency of
industries’ energy use. Exogenous technical progress is the primary drikierlofg-run
energy-saving impact of innovation seen in Figure 5, which reduces intensity byharofe/e
percent from its 1959 level. Induced innovation is energy-saving as well, butriateleffect is
two-thirds as large. Interestingly, the early 1980s are a watershed mertedifnical change in
two respects: The impact of induced innovation, which before that time was neghgibies to
have a significant impact, and the influence of autonomous technical progresssdiitebon

from slightly energy using to strongly energy savihg.

27|t bears emphasizing that the apparent breakeimggregate trends in the influence of technimagess on
intensity occurs in the absence of breakpointhénunderlying estimated industry-level trends. Clear
implication of eq. (6) is that the signs«fr andag, knowiedge@r€constantfor each industry over the entire sample
period, and Table 4 indicates that the correspaneliasticities:e + andue + are positive in some industries and
negative in others. The shift in the sign of thiefluence at the macro level is a consequence afighs in the
contributionsof the various sectors to the efficiency compordrstggregate energy intensity—in particular the
larger weight enjoyed by those sectors which exlibienergy-saving bias of technical change. Tddsif most
transparent in the case of autonomous technicalgeghavhere, by (11), (13) and (20) the compone#t of
N
attributable to this factor is computed a;szai . Over time, industries in whick: + < 0 experience relatively
i1 €

[
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These estimates suggest that Popp’s results on the energy-saving influeiceed i
innovation are in fact consistent with Jorgenson’s early finding of eneigg-bias of technical
change. The keys to the resolution of this puzzle are (i) the lags in the respensgygtsaving
knowledge to the energy price shocks of the 1970s, and (ii) the differential responses of
individual industries’ energy demands to their own knowledge stocks, in conjunction with (ii
the evolving relative contributions of different sectors to both GDP and aggregajg eser

It is worth noting the relatively small influence that ITC has on the er@iy ratio, an
impact which will likely be further attenuated by a less optimistatinent of the inducement
effect of energy prices. Even so, the policy implications are not immedad¢aly—especially
with respect to the problem of climate change. On one hand, the finding of a limitéal role
induced innovation would appear to support the conclusions drawn by Nordhaus (2002) from
simulations. But mitigation measures are also expected to precipitatady sicrease in the
prices of fossil fuels as constraints on GHG emissions bind more tightly orothen@g, which
under the current structural assumptions would provide a continual stimulus to the aticenmul
of energy-saving knowledge. As a result, it is also plausible that eneliggsaue to ITC will
become increasingly important over the long time horizon over which emissits dirai
projected to bind.

Figure 8 captures the implications of Newell et al’s (1999) results, derabmgtthat
shifts in the composition of quasi-fixed inputs were as important as of changseitn a

characteristics for the long-run evolution of energy intensity. Prior to 1980, Iliréliaypes of

larger declines i, causing the contribution of their influence torease, which eventually reverses the direction of
technology’s overall effect on aggregate intensitye emergence of a similar pattern in the cas& ©fsuggests

that both autonomous and induced innovations wetiegain the same direction at the same time, thigtresult

raises suspicion as to whether ITC's influencerdgpprly identified.
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capital had energy-using effects, with IT capital and vehiclesiegerégligible additional
influences relative to 1959, and the remaining assets increasing energyiitgiose to six
percent above the initial lev&l.In the wake of the first energy price shock the energy-using
influence of electrical equipment declined from its high of four percent abou®felevel,
with its effect remaining at its initial level throughout the 1980s beforadatharply in the
1990s. After the second price shock the influence of vehicle capital stocks dechmelt] as
plummeting from three percent above the initial level of intensity to 14 percemt.BeThe
influence of structures mirrors that of equipment, peaking in the 1970s before gptormiitial
levels and undergoing a rapid decline in the early 1990s, falling seven percestiratea
decade. Machinery’s influence is consistently energy-using throughout tpéesanthe 1980s
declining slightly from its peak of six percentage points and remaining edlyernstant
thereafter.

An additional feature of these results in that the impact of IT capital bestaghtty
energy-using in the late 1980s before exploding during the internet boom of the 1990s, raising
aggregate energy intensity by six percent in as many years. Thissmevaa large enough to
completely offset the substantial energy savings associated with eqtipetacles and
structures. Thus, notwithstanding information technology’s widespread assogvit

embodied energy-saving technical progress, the uptick in energy use whlnatite rapid

% Vehicles were associated with a slight reductivaggregate intensity from 1959 levels over théopeof the late
1960s and early 1970s.

% This effect is most likely the result of the irdhce of corporate average fuel economy (CAFE) masdmn
vehicle energy efficiency. The fuel economy of Wedicle fleet increased by one third between 19%V 1988, but
has remained essentially constant since then (NJQ)2 The latter is period is precisely when thergg-saving
impact of vehicles in Figure 8 stagnates.
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accumulation of IT capital in the late 1990s appears to have substantially dwetvehe latter’s
contribution to output over this periGd.

| close with a summary of the main points. Table 5 puts the influence of the fayegoin
factors in context by comparing their contributions to the change in aggregagg enensity.
The decline in intensity over the last four decades of tﬁ‘&:éﬁtury Is predominantly due to
structural change, but after 1980 the importance of this factor wanes in comparison to
improvements in the efficiency of energy use with industries. The lattamandy due to
changes in the composition of quasi-fixed inputs, which in turn is largely attributariges in
energy demand associated with vehicle stocks. In terms of the energy-sfvegces,
disembodied technological progress in a distant second. The driving force behindits effe
autonomous technical change, while induced technical change has the smallesbfitingact
energy-saving factors considered, beneath the influences of materialsapddé®e stocks of
electrical equipment and structures. The most striking feature of thesrnesihle reversal of
direction in the drivers of intra-industry efficiency change betweengteahd second halves of
the sample. Quasi-fixed inputs and disembodied technical progress both have amugngrgy-
influence prior to 1980 and an energy-saving influence thereafter, while substitdtibitsethe

symmetric opposite response.

6. Conclusions
The story of the substantial decline in the energy intensity of the U.S. econontliever
latter half of the past century is not a simple one. We have shown that it is thaindgult of

changes in industrial composition and disembodied technological progress—é&spé te

% This result is an interesting counterpoint to dmspn and Stiroh (1999): IT capital raised the @c®nomy’s
speed limit, but accelerating economic growth regglia greater-than-proportional increase in enasgy
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autonomous variety. Substitution due to shifts in the relative price of energychadrhasitory
effect, attenuating intensity in during energy price shocks but amplitywgen energy prices
returned to their long-run levels. Innovation induced by energy price incleasésd a
consistently energy saving effect, which is the smallest of all of ther$aconsidered.

Finally, although the analysis in the paper strives to be comprehensive, thitseares
by no means the last word on the origins of the historical decline in energy intensity
particular, there is room for improvement on two fronts: development of improved estohate
the influence of ITC, and better characterization of the impact of embodreddaicprogress on
energy demand. In the first instance, a key step is to identify the inducemett efféhe prices
of the various inputs on an output-based proxy for innovation (e.g., patents) while
simultaneously estimating the propensity to innovate along with the inflo¢ko®wledge
stocks on input demands. Progress on the second front hinges on the ability to estimate how the
influences of contemporaneous innovations become capitalized into quasi-fixed inpuis. This
likely to involve re-specification of the econometric model to include of interadbetvgeen the
stocks of knowledge and tangible quasi-fixed inputs. Both of these issues ategfiorifuture

research.
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Table 1. Descriptive Statistics of the Dataset

Mean Std. Dev. Min. Max.
Output Y 228594.141  362470.860 6354.604  3127908.000
L 86898.600 167612.184  1779.742 1537370.750
Variable input quantities E 9934.564 22263.558 22.397 178508.719
M 97375.694  130785.949 1714.241 1140786.875
I 0.396 0.243 0.038 1.735
Variable input intensities e 0.072 0.168 0.001 1.033
0.480 0.197 0.023 1.201
Variable ) Pe 0.815 0.549 0.133 2.592
ariable input prices
(1996 = 1.0) P 0.552 0.344 0.034 1.572
Pu 0.606 0.295 0.190 1.279
Price shocks e 4.931 11.851 0.000 132.775
IT 8287.160 30075.816 0.000 351269.000
Equipment 10989.120 21937.432 4.000 151219.000
Quasi-fixed input quantities  Machinery 27304.020 26526.204 734.000 175922.000
Vehicles 14842.601 40634.283 28.000 258433.000
Structures 124070.882  221883.535 1434.000 1599021.0
IT 0.026 0.092 0.000 0.690
Equipment 0.048 0.080 0.000 0.568
Quasi-fixed input intensities Machinery 0.189 0.145 0.008 0.881
Vehicles 0.051 0.128 0.001 0.930
Structures 0.689 1.088 0.006 6.393

No. of industries: 35. No. of years: 42. No. of observations: 1470. Variable input prices are
divisia index numbers, variable input quantities are real quantity indexesionsitif 1996

dollars, computed by dividing nominal expenditures on inputs by the corresponding input price
series. Quasi-fixed input quantities are real values in millions of 1996 dollars.
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Agriculture

Metal mining
Coal mining
Crude oil & gas
Non-metal mining
Construction
Food & allied
Tobacco

Textile mill prod.
Apparel

Lumber & wood
Furn. & fixtures
Paper & allied
Printing & pub.
Chemicals
Petroleum & coal
Rubber & plastics
Leather

Stone clay & glass
Primary metal
Fabricated metal
Non-elec. mach.
Electrical mach.
Motor vehicles
Trn. equip. & ord.
Instruments
Misc. mfg.
Transportation
Communications
Electric utilities
Gas utilities
Trade

Financial Serv.
Services

Gov't. enterprises
Mean

Mediar

Table 2. Short-Run Variable Input Price and Long-Run Quasi-Fixed Input Elastmi Energy Demand

A. Short-run Elasticities

B. Long-run Elasticities

Own-price energy Energy-materials Own-price energy Information tech. Equipment Machinery Vehicles uStures
-0.27  (0.06)*** 0.39 (0.13)*** -0.27  (06)*** -0.02 (0.08) 0.09 (0.18) 0.11 (0.39) 0.38 0.39) 0.30 (0.37)
0.06 (0.25) -0.08 (0.25) 0.44 (0.62) 0.27  (0.06)*** 0.66 (0.31)* 0.63  (0.19)*** 0.03 (a6) -1.09 (0.63)*
-0.34  (0.12)*** 0.19 (0.10)* -0.97 (/Y -0.05 (0.08) 0.24 (0.33) -0.27 (0.21) 0.29 (¢*16 1.07 (0.15)%*
0.22  (0.08)*** -0.18 (0.11)* 14.77 (252.79) -0.34  (0.44) 147 (0.84) 0.99 (0.64) 0.56 (0.37) -3.05 (0.91)**
0.55 (0.16)*** -1.22  (0.18)*** 0.58 (0.18)*** -0.04  (0.01)*** -0.30  (0.D)** -0.23  (0.14)* 0.14 (0.07)* 0.37 (0.15)*
-0.42  (0.07)*** -0.20 (0.31) -0.49 (@8)*** -0.15 (0.09)* 0.75 (0.29)** -1.19 (0.52)** 153 (0.49)*** -0.06 (0.26)
-0.31  (0.07)** 0.29 (0.14)* -0.54 4(.40) 0.03 (0.04) 0.30 (0.42) -0.84 (0.58) 0.11 .09D 216 (0.41)*
-0.26  (0.10)*** 0.17 (0.09)* -0.26  (0.10)** 0.38 (0.07)*** -0.57  (0.08)*** -0.55  (0.21)** 0.8 (0.12) 0.95 (0.23)**
-0.26  (0.05)*** -0.40 (0.10)*** -0.18 (0.16) -0.02 (0.05) 0.00 (0.05) 135 (0.43)%* 0.00 (0.14) -0.70 (0.43)
-0.32  (0.05)*** -0.50 (0.30)* -0.33 (0.0 -0.07 (0.06) 0.47 (0.21)* 0.29 (0.24) -0.14 ) -0.33  (0.39)
-0.28  (0.10)*** 0.26 (0.25) 0.22 (Bp 0.24  (0.05)*** 0.37 (0.15)** -2.93  (0.53)*** 1.09 (0.18)** 115 (0.48)*
-0.28  (0.05)*** 0.86 (0.23)*** -@6  (0.07)** -0.03 (0.07) -0.19  (0.06)*** 046 (0¥ 0.22 (0.13)* -0.14 (0.41)
-0.20  (0.06)*** -0.06 (0.15) -0.21 0.14) -0.03 (0.03) -0.07  (0.22) -0.26  (0.35) 0.050.07) 0.90 (0.35)*
-0.27  (0.04)*** 041 (0.22)* -0.25 (0.04)*** 0.00 (0.02) -0.16  (0.05)*** 0.51 (0.26)* 0.00 (0.09) -0.05 (0.24)
-0.16 (0.11) 0.21 (0.19) 0.60 (1.41) 0.0®.07) -0.58 (0.39) 324 (1.21)** 0.71 (0.59) -2.75 (1.32)**
-0.01  (0.01)*** 0.02 (0.01)* 448 (2.56)* 0.06 (0.06) 0.11 (0.07) -0.30  (0.08)**¥ @.0 (0.02)** 0.69 (0.11)*
-0.70  (0.11)*** 0.19 (0.15) -0.75(0.28)*** 0.10 (0.03)*** -0.24  (0.03)*** -0.83  (R6)*** -0.28  (0.08)*** 159 (0.30)**
-0.52  (0.07)*** 0.46 (0.12)*** -0.95 (1.54) 0.36  (0.07)**= -0.55 (0.07)** -0.03 (0.29) -0.37 (0.16)** 1.04 (0.29)%*
-0.31  (0.10)*** 0.81 (0.20)** 20 (6.61) -0.22  (0.05)*** 0.10 (0.05)** 218 (0.37)** 0.50 (0.09)*** -2.39 (0.53)***
-0.19  (0.04)*** 0.20 (0.07)*+* 0.11 5(25) -0.16  (0.03)*** -0.17  (0.11) 0.98 (0.22)** .03 (0.06)* -0.73  (0.27)***
-0.34  (0.04)*** -0.14 (0.15) -0.29(0.27) 0.06 (0.06) -0.05 (0.29) -0.19 (0.31) -0.270.09)*** 0.82 (0.50)*
-0.28  (0.08)*** 0.38  (0.18)** 0.29(0.42) 0.17 (0.09)* -0.28  (0.13)** -1.79 (0.18)*** -0.07 (0.06) 224 (0.17)%*
-1.00 (0.18)*** 0.32 (0.35) -1.19 (0.51)* -0.98  (0.40)** 166 (0.47)* -0.26  (0.51) 0.19 (0.39) -0.24 (0.64)
-0.42  (0.10)*** 0.52 (0.21)* 0.06 307) -0.11 (0.11) -0.29 (0.15)* 111 (0.37)%* 0.09 (0.10) -0.75 (0.38)*
-0.38  (0.08)*** 0.41 (0.18)** 03 (40.12) -0.04 (0.06) 0.21 (0.51) 0.28 (0.25) .150 (0.15) 0.04 (0.45)
-0.25  (0.06)*** -0.14 (0.20) -0.23 (@)~ 0.07 (0.04) -0.05 (0.06) 0.94 (0.31)** 0.01 (0.06) -0.41  (0.43)
-0.27  (0.05)*** -0.09 (0.19) -0.24 (Ot 0.02 (0.09) -0.26  (0.10)*** -0.30 (0.61) -0.15 (0.13) 0.78 (0.73)
-0.06  (0.01)*** -0.17  (0.06)*** -060 (0.03)** 0.09 (0.02)**=* -0.06  (0.02)*** -0.21  (@4)* 0.41  (0.04)** 0.06 (0.05)
0.24 (0.17) -1.01 (0.57)* 0.19 (9.78) -0.25 (0.45) 244 (0.40)*+* -0.32  (0.13)* -0.38  (0.24) 0.61 (0.64)
-0.13  (0.01)*** 0.24  (0.02)*** 0.03 (0.03) -0.07  (0.01)*** 0.12 (0.07)* 0.27 (05 -0.04 (0.03) -0.19  (0.03)***
0.02  (0.01)** -0.04  (0.01)*** -186(6 (2,047.65) -0.01 (0.05) 0.57 (0.09)*** -1.04 (0.13)*** -0.13  (0.12) 121  (0.24)**
0.38 (0.20)* -0.60 (0.50) 0.39 (0.20)* 0.030.06) -0.41  (0.14)** -0.90 (0.63) 0.13 (0.14) 0.42(0.79)
-0.23  (0.26) -0.04 (0.44) -0.20 39). 0.13 (0.10) 4.09 (1.20)*** 0.62 (0.36)* -3.37 (0.80)** -1.69 (0.97)*
-0.02  (0.09) -0.21  (0.29) -0.01 (0.09) 40.0(0.04) 0.53 (0.48) 0.28 (0.20) 0.17 (0.22) -0.310.32)
-0.24 (0.16) 0.01 (0.27) -0.710.89) 0.08 (0.07) -0.99  (0.23)***| 106 (0.20)*** 0.70  (0.29)* 0.06 (0.73)
-0.24 0.09 0.08 -0.04 0.37 0.17 0.05 0.08
-0.27 0.20 -0.25 -0.04 -0.06 0.27 0.18 0.76

Standard errors in parentheses are robust to dhhételr autocorrelation. Significance: 10% *, 5% 186 ***. Elastic positive and significant energy dena responses are
underlined and in bold. Elastic negative and sigaift energy demand responses are underlined atadids. T Significant estimates only.
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Table 3. Induced Technological Change: Rates of Decay and Diffusion

Decay’  Diffusion® Tpea® Decay’  Diffusion®  Tpead

(years) (years)
Agriculture 0.01 0.01 68.62 Stone clay & glass 30.3 0.10 2.63
Metal mining 0.69 0.05 1.39 Primary metal 0.01 10.0 68.62
Coal mining 24.00 32.33 0.03 Fabricated metal 0.01 0.01 68.62
Crude oil & gas 0.32 0.02 3.07 Non-elec. mach. 10.0 0.01 68.62
Non-metal mining 1.00 0.01 0.99 Electrical mach. 430 0.01 2.31
Construction 0.01 0.01 68.62 Motor vehicles 0.05 .030 14.95
Food & allied 2.57 0.41 0.36 Trn. equip. & ord. 0D. 0.01 68.62
Tobacco 0.59 0.03 1.66 Instruments 0.52 0.10 1.78
Textile mill prod. 49.00 9.00 0.02 Misc. mfg. 0.16 0.03 5.62
Apparel 0.01 0.01 68.62 Transportation 1.00 0.02 .990
Lumber & wood 0.01 0.01 68.62 Communications 2.03 0.02 0.49
Furn. & fixtures 0.19 0.01 5.12 Electric utilities 0.04 0.01 21.49
Paper & allied 0.03 0.01 27.98 Gas utilities 32.33 2.23 0.03
Printing & pub. 0.18 0.01 5.51 Trade 0.37 0.02 326
Chemicals 0.01 0.01 68.62 Financial services 49.00 3.76 0.02
Petroleum & coal 0.45 0.02 2.18 Services 0.02 0.023.96
Rubber & plastics 15.67 3.17 0.06 Gov't. entegsis 49.00 32.33 0.02
Leather 1.13 0.10 0.85

2mean = 6.61, median = 0.33nean = 2.40, median = 0.04nean = 21.53, median = 2.63.
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Agriculture

Metal mining
Coal mining
Crude oil & gas
Non-metal mining
Construction
Food & allied
Tobacco

Textile mill prod.
Apparel

Lumber & wood
Furn. & fixtures
Paper & allied
Printing & pub.
Chemicals
Petroleum & coal
Rubber & plastics
Leather

Stone clay & glass
Primary metal
Fabricated metal
Non-elec. mach.
Electrical mach.
Motor vehicles
Trn. equip. & ord.
Instruments

Misc. mfg.
Transportation
Communications
Electric utilities
Gas utilities
Trade

Financial Serv.
Services

GovV't. enterprises
Mean

Mediar

Table 4. Short-Run Technical Change Elasticities of Energy Demand

Parameter estimates Elasticities
A. Jorgenson- B. Jorgenson (1984) | C. Autonomous| D. Induced E. Autonomous F. Induced G. Disembodied
Fraumeni 1958-1979 innovation Innovation innovation innovation technical change
(1981) Electricity Other QeTi QE, Knowledgei = - =+
1953-1974 energy ba He L T HS
177E-03 | -6.77E-05| 7.14E-04 5.56E-05 -35.34 0.001 (0.006) -0.676  (0.474) -0.67@.471)
2.43E-04 6.75E-04 -8.84E-04 2.76E-03 1.82 0.028  (0.008)*** 0.085 (0.052)* 0.113  (0.052)**
-4.33E-03| -8.30E-04 -6.12E-0B -3.34E-03 0.04 -0.021  (0.008)*** 0.011 (0.027) -0.010 (0.029)
9.79E-04 | -1.51E-04| 8.80E-04 -2.54E-03 -340.55 -0.018 (0.015) -2.182  (1.741) 199. (1.739)
225E-03 | -6.24E-04| 1.85E-03 -3.53E-04 -11.77| -0.004 (0.003) -0.048 (0.038) 50.0 (0.038)
-1.42E-03| 6.49E-05 | -1.52E-03 -4.63E-04 -147.6f -0.026 (0.014)* -4.305 (2.276)* -4.331 (2.270)*
1.33E-04 8.34E-04 2.85E-05 4.29E-05 0.2 0.003 (0.009) 0.189 (0.432) 0.191 (0.430)
-2.57E-08 1.27E-04 9.38E-05 5.88E-05 -0.08 0.020 (0.005)*** -0.066  (0.043) -0.046  (0.043
3.66E-04 2.15E-04 1.59E-04 -3.23E-04 -0.02 -0.010 (0.009) -0.016 (0.101) -6.02(0.099)
4.79E-04 1.05E-04 2.02E-04 1.15E-05 -14.75 0.001 (0.008) -0.646  (0.253)** -0.645 (0.252)**
1.97E-03 2.80E-04 4.83E-05 -1.63E-03 -15.20 -0.079  (0.018)*** -0.479 (0.313) -0.558  (DO3*
143E-03 | -3.58E-03| -5.93E-05 4.91E-04 0.44 0.033  (0.009)*** 0.011 (0.138) 0.044 (0.138)
7.67E-04 2.67E-04 3.51E-04 1.47E-04 -10.36 0.004 (0.005) -0.106  (0.212) -0.10.210)
1.21E-03 2.69E-05| 6.88E-04 1.85E-04 6.18 0.021  (0.008)*** 0.364 (0.534) 0.385 (0.533)
2.32E-03 | -3.01E-03| 2.57E-03 7.11E-04 -219.57 0.010 (0.021) -1.573 (0.816)* -1.563 (0.806)*
593E-03 | -9.32E-04| 4.36E-03 6.88E-04 -77.12 0.001 (0.004) -0.212  (0.134) -0.21(D.135)
3.59E-03 7.32E-04 1.16E-03 -4.68E-04 0.15 -0.014  (0.005)*** 0.135 (0.091) 0.121 (0.091)
6.85E-04 1.10E-04 1.13E-04 2.78E-04 0.56 0.020 (0.006)*** 0.149  (0.046)*** 0.169  (0.046)***
2.87E-03 | -3.03E-03| 3.47E-04 -7.13E-05 0.23 -0.001  (0.006) 0.010 (0.265) 0.009.265)
-7.21E-03 1.86E-04 | -3.65E-03 -1.09E-06 -12.46 0.000 (0.005) -0.218 (0.159) -8.21(0.157)
1.04E-03 2.97E-04 4.85E-04 -5.26E-04 -18.05 -0.023  (0.004)*** -0.246  (0.397) -0.268 (953
2.89E-03 | -3.78E-03| 4.01E-04 -7.93E-04 21.35 -0.028  (0.007)*** 0.199 (0.344) 0.171 (0.342)
9.01E-04 8.17E-05 8.73E-05 -9.56E-05 147.57 -0.003 (0.017) 1505 (0.367)*** 1502 (0.370)***
3.30E-04 1.34E-04 7.55E-05 2.14E-04 221 0.022  (0.007)*** 0.302 (0.517) 0.324 (0.518)
1.97E-04 7.10E-05 1.10E-04 -5.39E-05 -2.56 -0.005 (0.009) -0.109 (0.408) -0.11(0.406)
4.60E-04 8.42E-05 1.99E-04 -1.70E-04 -0.42 -0.014  (0.008)* -0.188 (0.118) -0.202  (0.118)
199E-03 | -4.44E-05| -4.30E-01 1.59E-04 2.10 0.010 (0.006)* 0.211 (0.200) 0.221 (0.199)
8.45E-04 1.08E-05 7.48E-04 -3.93E-04 35.75 -0.005 (0.002)** 0.619 (0.277)** 0.614 (0.277)**
-3.50E-04| 1.34E-04 1.48E-05 2.82E-04 -9.60 0.027 (0.016)* -0.483 (0.754) -0.456  (0.755)
9.99E-03 2.16E-03 5.92E-03 1.08E-03 2241 0.008  (0.001)*** 0.057 (0.060) 0.065 (0.060)
6.21E-03 4.07E-04| 7.24E-04 -1.19E-02 0.03 -0.029  (0.003)*** 0.004 (0.108) -0.025 (0.108)
1.92E-04| -7.08E-04| -8.33E-04 -5.63E-04 -131.67 -0.019 (0.025) -2.046  (3.106) 063. (3.097)
9.42E-04 3.80E-05 3.80E-04 6.57E-04 -0.39 0.066 (0.026)** -1.764  (2.458) -1.698  (2.459)
-1.05E-02| 2.25E-04 | -3.13E-05 -4.48E-04 -184.3f -0.027  (0.011)* -7.662 (3.585)** -7.689 (3.582)**
-1.71E-08 -3.46E-03| 1.40E-03 5.35E-04 1.60 0.010 (0.013) 0.791  (0.351)** 0.800 (0.352)**
0.0012 -0.0005 -0.0131 -0.0007 -42.12 -0.0006 2242 -1.0717
0.0009 0.0001 0.0003 -0.0001 0.56 0.0016 0.0851 -0.2021
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Standard errors in parentheses are robust to ¢hételr autocorrelation. Significance: 10% *, 5% 186 ***. Positive and significant energy demand m@sges are shown in bold.
Negative and significant energy demand responseshanwn in italics! Significant estimates only.
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Table 5. The Drivers of Long-Run Changes in Aggregate Energy Intensity

Percentage change for period:
1958-1979 1980-2000  1958-2000

Inter-sectoral structural change -18.9 -13.7 -32.6
Intra-sectoral efficiency change 7.6 -25.2 -17.6
Substitution assoc. w/. variable inputs -34 7.4 .04
Energy 0.3 11.7 12.0
Materials -3.7 -3.5 -7.2
Disembodied technical progress 0.4 9.1 -8.8
Autonomous 0.7 -6.0 -5.4
Induced -0.3 -3.3 -3.5
Quasi-fixed inputs 6.9 -23.0 -16.1
Information technology -0.3 5.6 53
Electrical equipment -1.2 -3.9 -5.1
Machinery 2.6 0.4 3.1
Vehicles 1.6 -16.0 -14.4
Structures 4.1 -9.2 -5.1

" Totals may not add due to rounding.
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Figure 1. U.S. Energy Intensity and Energy Prices, 1958-1996
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Source: BEA (2000); DOE/EIA (2005).
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Figure 2. Induced Innovation and Aggregate Energy Price Shocks
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Figure 3. Impact of Induced Innovation on Energy-Saving Knowledge at thel&Skadian
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Percent change from 1958 level
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Figure 4. Indices of the Structura@) and Efficiency ¥) Components

of the Change in Aggregate Energy Intensi#{#Y"%9, 1958-2000

20 +

10 -

(0 /

-10 -

-20

-30 -

-40 -

-50

1958 1961 1964 1967 1970 1973 1976 1979 1982 1985 1988 1991 1994 1997 2000

——Eagg/Yagg <~ ==Y A O+Y

44




Percent change from 1959 level

Figure 5. The Sources of Within-Industry Change in Energy Intensity, 1959-2000
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Percent change from 1959 level

Figure 6. Aggregate Impacts of Variable Input Prices, 1959-2000
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Percent change from 1959 level

Figure 7. Aggregate Impacts of Exogenous and Induced Technical Progress, 1959-2000
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Figure 8. Aggregate Impacts of Quasi-Fixed Inputs, 1959-2000
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