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ABSTRACT: This research focuses on linking episodic memory function
to the cellular physiology of hippocampal neurons, with a particular
emphasis on modulatory effects at cholinergic and gg-aminobutyric acid B
receptors. Drugs which block acetylcholine receptors (e.g., scopolamine)
have been shown to impair encoding of new information in humans,
nonhuman primates, and rodents. Extensive data have been gathered
about the cellular effects of acetylcholine in the hippocampus. In this
research, models of individual hippocampal subregions have been utilized
to understand the significance of particular features of modulation, and
these hippocampal subregions have been combined in a network simula-
tion which can replicate the selective encoding impairment produced by
scopolamine in human subjects. r 1997 Wiley-Liss, Inc.
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INTRODUCTION

Like many articles in this issue, this work presents models linking
behavioral data on memory function to specific features of the cellular
physiology of hippocampal neurons. This article focuses on the role of
acetylcholine in hippocampal memory function. Focusing on a specific
neuromodulatory substance allows data on the effects of pharmacological
manipulations in behavioral experiments (Ghoneim and Mewaldt, 1975;
Sutherland et al., 1982; Aigner et al., 1991; Hasselmo, 1995) to be related
directly to data on the cellular effects of pharmacological manipulations in
brain slice preparations of the hippocampus (Yamamoto and Kawai, 1967;
Hounsgaard, 1978; Madison and Nicoll, 1984; Hasselmo and Schnell,
1994; Hasselmo et al., 1995).

BEHAVIORAL DATA

Drugs which block muscarinic acetylcholine receptors have been demon-
strated to selectively impair the encoding but not the retrieval of new

information in a wide range of different behavioral tasks.
For example, in a series of studies (Ghoneim and
Mewaldt, 1975; Peterson, 1977; Ghoneim and Me-
waldt, 1977; Mewaldt and Ghoneim, 1979), human
subjects were sequentially presented with individual
words from a set of lists. They then received an injection
of scopolamine. One-half hour later, under the influence
of scopolamine, they were tested on their delayed free
recall of that list of words, and showed no retrieval
impairment relative to control subjects. However, they
were subsequently trained on a second set of word lists
and tested for their delayed free recall of this second set
of words—encoded under the influence of scopolamine.
The free recall of this second set of words was strongly
impaired—subjects who learned the second list under
the influence of scopolamine generated only an average
of six out of 128 words, whereas subjects who learned
the list after an injection of saline generated an average of
45 words. In addition to the spared retrieval of informa-
tion learned before the injection, scopolamine also
appears to spare semantic memory and short-term memory
phenomena such as the recency component of a serial
position curve (Crow and Grove-White, 1973; Frith et al.,
1984) and digit span (Drachman, 1978; Beatty et al., 1986).
A similar selective impairment of encoding has been

demonstrated in experiments testing episodic memory
for visual objects in monkeys (Aigner et al., 1991) and
episodic memory for platform location in the Morris
water maze in rats (Wishaw, 1989; Sutherland et al.,
1982). Systemic injections of scopolamine influence a
wide variety of brain structures, but data suggest that it is
appropriate to focus on cholinergic modulation within
the hippocampus. In human subjects hippocampal
lesions have a selective effect on memory similar to that
of scopolamine, impairing delayed free recall, while
sparing semantic memory, recency, and digit span
(Baddeley and Warrington, 1970; Corkin, 1984). In
monkeys, episodic memory for visual objects is impaired
by lesions of the hippocampus (Alvarez et al., 1994,
1995) as well as lesions of the fornix (Gaffan and
Harrison, 1989)—a primary effect of which is destruc-
tion of much of the cholinergic innervation of the
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hippocampus. Ablation of the cholinergic innervation of the
hippocampus from the medial septum impairs encoding of place
information in the rat (Hagan et al., 1988), and inactivation of the
medial septum with tetracaine injection selectively impairs the
acquisition but not the maintenance of spatial memories in rats
(Mizumori et al., 1990). Thus, effects of cholinergic blockers on
memory function may be due to blockade of cholinergic modula-
tion within the hippocampus.

BRAIN SLICE PHYSIOLOGY

Understanding behavioral data is the long-term goal of this
computational modeling work. However, in contrast to many
previous models of memory function (Metcalfe and Murdock,
1981; Gillund and Shiffrin, 1984; Ruppin and Yeshurun, 1991;
Chappell and Humphreys, 1994), we wish to address this data
from the viewpoint of another body of experimental data—data
on cellular effects of acetylcholine obtained in brain slice prepara-
tions. The hippocampal slice preparation has been used to explore
how acetylcholine influences cellular physiology. Similar effects
have been found in another three-layered cortical structure: the
piriform cortex.The networkmodels presented here have incorporated
all of the following effects of acetylcholine at muscarinic receptors:

1. Acetylcholine suppresses excitatory synaptic transmission. Ac-
tivation of presynaptic muscarinic receptors appears to decrease
the release of glutamate from presynaptic terminals at a subset of
hippocampal terminals. In brain slice preparations, this results in a
decrease in the size of synaptic potentials elicited by stimulation of
stratum radiatum in region CA1 (Hounsgaard, 1978; Valentino
and Dingledine, 1981; Hasselmo and Schnell, 1994) and stratum
radiatum in region CA3 (Hasselmo et al., 1995). The suppression
of synaptic transmission appears to be weaker in stratum lacuno-
sum-moleculare of CA1 (Hasselmo and Schnell, 1994). Similar
laminar selectivity appears in the piriform cortex (Hasselmo and
Bower, 1992) and neocortex (Hasselmo and Cekic, 1996).
2. Acetylcholine suppresses neuronal adaptation. Activation of
postsynaptic muscarinic receptors appears to decrease a calcium-
dependent potassium current in hippocampal pyramidal neurons,
resulting in more sustained firing in response to a depolarizing input
(Madison andNicoll, 1984;Madison et al., 1987). Similar suppression
of neuronal adaptation appears in the piriform cortex (Barkai and
Hasselmo, 1994) and neocortical structures (Schwindt et al., 1988).
3. Acetylcholine depolarizes pyramidal cells and interneurons.
Perfusion of the slice chamber with cholinergic agonists (or stimulation
of cholinergic innervation) causes a slow, long-lasting depolarization
(Cole andNicoll, 1984; Benardo andPrince, 1982). Similar depolariza-
tion appears in the piriform cortex (Barkai andHasselmo, 1994).
4. Acetylcholine enhances synaptic modification. In the presence
of cholinergic agonists, the magnitude of long-term potentiation
is enhanced in stratum radiatum of region CA1 (Blitzer et al.,
1990) and stratum moleculare of the dentate gyrus (Burgard and
Sarvey, 1990). Similar enhancement of synaptic modification has been
demonstrated in the piriform cortex (Hasselmo and Barkai, 1995).

These effects of cholinergic activation of muscarinic receptors
are assumed to be blocked by systemic administration of the
muscarinic receptor antagonist scopolamine. Thus, in simulating
the effects of scopolamine, the cellular effects of acetylcholine are
reduced in magnitude within the model.
These models should be evaluated on the basis of their ability to

simultaneously address the qualitative features of cholinergic
modulation at the cellular level and the effect of blocking
cholinergic modulation at the behavioral level. Many other
memory models emphasize the issue of capacity (Amit, 1989;
Treves and Rolls, 1994)—making the assumption that these
networks are optimized for capacity. However, the information
capacity of the hippocampus is not an experimentally measurable
quantity.The capacity of short-termmemory has been measured—
but the hippocampus does not appear to be crucial to short-term
memory. Lesions of the hippocampus do not appear to influence
digit-span or the recency component of the serial position curve in
humans or rats (Baddeley and Warrington, 1970; Kesner and
Novak, 1982). The capacity of consolidated long-term memory
appears to exceed the size of any testable data set, and data on
graded retrograde amnesia suggests that consolidated long-term
memory does not depend upon the hippocampus (Scoville and
Milner, 1957; Corkin, 1984; reviewed in McClelland et al.,
1995). The hippocampus appears to be involved in intermediate-
term storage of information (Eichenbaum et al., 1989, 1991,
1992, 1994; Eichenbaum and Buckingham, 1990) which is
subsequently passed back to neocortical structures. It would be
difficult to measure the capacity of intermediate-term memory,
since it would involve determining the exact quantity of informa-
tion loss due to a hippocampal lesion. In contrast, this modeling
research focuses on addressing the dynamics of memory storage.
We expect these models to be evaluated in terms of their ability to
simulate the stages of encoding and retrieval of episodic memories
(represented by overlapping binary patterns). In addition, the
models should be evaluated on the basis of the qualitative
description of psychopharmacological effects.

MODELS OF CHOLINERGIC
MODULATION IN THE HIPPOCAMPUS

This section will start with an overview of a full hippocampal
model of episodic memory function. Subsequently, models of the
function of cholinergic modulation within individual hippocam-
pal subregions will be discussed. Finally, this section will briefly
summarize a large-scale network simulation of the dynamic
interaction of all hippocampal subregions, which has been used to
replicate the effects of scopolamine on human memory function.

Overview of the Model

This modeling research has focused on the episodic memory
function of the hippocampal formation. Thus, the model ad-
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dresses behavioral data including some of the data addressed by
more abstract models of the performance of human subjects in
free recall and recognition (Metcalfe and Murdock 1981; Gillund
and Shiffrin, 1984; Chappell and Humphreys, 1994). At the same
time, as described below, this model is closely related to many
previous theories of the function of individual hippocampal
subregions (Marr, 1971; McNaughton and Morris, 1987; Levy,
1989; Eichenbaum and Buckingham, 1990; McNaughton, 1991;
Treves and Rolls, 1992; O’Reilly and McClelland, 1994; McClel-
land et al., 1995; McClelland and Goddard, 1996). However, in
implementing a hippocampal simulation of human episodic
memory function, we have addressed many additional issues not
addressed in any of these previous theoretical articles.

At a circuit level, the network model of hippocampus involves
two basic processes, which are here referred to as self-organization
and associative memory function. Perforant path synapses un-
dergo sequential self-organization, setting up sparser, less overlap-
ping representations of individual input patterns. Modification of
excitatory synapses in region CA3 and region CA1 mediates
associative memory function, allowing different sparse representa-
tions to be associated with one another. In this model, this allows
the network to retrieve individual items based on experimental
context (simulation of free recall) and to retrieve the previously
encoded experimental context when presented with individual
items (simulation of recognition).

These two functions of the model are related to previous
modeling research on self-organization (O’Reilly and McClelland,
1994; Troyer, 1996) and associative memory function (Anderson
et al., 1977; Hopfield, 1982; Treves and Rolls, 1992). Here these
functions can be defined with regard to a single variable—the level
of synaptic transmission at modifiable synapses (Hasselmo, 1995).
In self-organization, the modifiable synapses are the primary
influence on postsynaptic activity during learning. In associative
memory function, the modifiable synapses are NOT the primary
influence on postsynaptic activity during learning. Thus, modula-
tion of synaptic transmission plays an important role in setting the
functional characteristics of different sets of synapses.

Figure 1 shows the structure of the hippocampus and a
schematic diagram of the hypothesized function of different
hippocampal subregions in the model. These hypotheses are based
primarily on the nature of anatomical connectivity within the
different subregions (see Amaral and Witter, 1989, for anatomical
review). Entorhinal cortex is the primary input and output
structure in the model. Entorhinal cortex layer II receives the
input patterns to be encoded and the cues to be used during
retrieval. Output activity in entorhinal cortex layer IV is evaluated
to analyze the success of retrieval from the model.

Sequential self-organization of the perforant path connections
from the entorhinal cortex to the dentate gyrus and region CA1
mediates formation of sparse representations of individual input
patterns. Thus, small subsets of neurons in the dentate gyrus
become selectively responsive to each random pattern of activity
presented to entorhinal cortex layer II. As in previous articles
(McNaughton and Morris, 1987; O’Reilly and McClelland,
1994), this assumption is based on the large fan out from
entorhinal cortex to dentate gyrus and the sparser responsiveness

of the dentate gyrus (McNaughton and Barnes, 1990; Quirk et al.,
1992). The sparse activity patterns in the dentate gyrus represent
the features of an individual episodic memory—for example, the
learning of a single word in a list learning experiment. Note that
these are not semantic representations of the word which would be
activated in a wide range of different contexts—rather, they code
the activation of the semantic representation in a specific episode.
As described below, in each region of the model, different subsets
of neurons represent individual stored memories and the shared
context. This separation of item and context proves important for
simulating the mechanisms of free recall and recognition.
Activity is passed from the dentate gyrus to region CA3, where

excitatory recurrent connections representing the longitudinal
association fibers mediate auto-associative memory function. The
structure of this portion of the model is based on the strong and
focused connectivity of the mossy fibers within the dentate gyrus
and the high percentage of recurrent connectivity (reviewed in
Treves and Rolls, 1992). This allows individual representations of
items to be associated with experimental context or other items.
At the same time, modification of the connections from region
CA3 to region CA1, representing the Schaffer collaterals, associ-
ates the patterns of activity in region CA3 with self-organized
representations in region CA1. This formation of associations
between CA3 activity and entorhinal cortex input allows imple-
mentation of a comparison in region CA1 between the attractor
states generated during recall in region CA3 and the direct afferent
input from entorhinal cortex. A comparison function has been
discussed previously for this region (Levy, 1989; Eichenbaum and
Buckingham, 1990), but this model is the first to make specific
use of such a comparison in setting appropriate dynamics for
encoding and retrieval. Finally, the self-organized representations
formed in region CA1 are associated with activity in entorhinal
cortex layer IV (which receives direct input of layer II activity).
This allows the sparse representations of the hippocampus to
evoke patterns of output activity in entorhinal cortex layer IV
corresponding to the full learned input patterns (see related
discussion of invertibility in McClelland and Goddard, 1996).
In addition to representations of these different subregions, the

model includes representation of the modulatory cholinergic
input from the medial septum. This cholinergic input induces the
full range of physiological effects listed in the introduction,
including suppression of excitatory and inhibitory synaptic trans-
mission, suppression of neuronal adaptation, depolarization of
pyramidal cells and interneurons, and enhancement of synaptic
modification. This article focuses on the suppression of excitatory
synaptic transmission, but modeling work has also analyzed the
role of suppression of adaptation and depolarization on network
function (Barkai and Hasselmo, 1994; Hasselmo and Barkai,
1995). The models discussed here include simulation of this
depolarization and can therefore simulate the enhancement of
response to perforant path stimulation during medial septal
stimulation (Bilkey and Goddard, 1985) and the decrease in
granule cell and CA3 activity after reversible inactivation of the
medial septum (Mizumori et al., 1989). In the model, removing
septal input decreases responsiveness to novel input patterns,
while familiar input patterns continue to cause robust activation.
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More recent biophysical simulations have incorporated theta
rhythm dynamics to address the changes in excitability observed
during different phases of the theta cycle (Rudell et al., 1980;
Stewart and Fox, 1990).

Function of Hippocampal Subregions

This section reviews individual modeling projects focused on
the role of cholinergic modulation within individual hippocampal
subregions.

Cholinergic modulation of the Schaffer collaterals

The first model of cholinergic modulation within a hippocam-
pal subregion addressed cholinergic effects at the Schaffer collater-
als (Hasselmo and Schnell, 1994). The Schaffer collaterals have
been the focus of a wide range of physiological research, including
extensive studies of the mechanisms of long-term potentation

(Wigstrom et al., 1986). However, relatively few researchers have
proposed a specific function for modification of the Schaffer
collaterals. The model presented here evaluates a function pro-
posed by McNaughton (1991): that the Schaffer collaterals
mediate hetero-associative memory function—storing associa-
tions between patterns of activity in region CA3 and patterns of
activity induced in region CA1 by the perforant path input from
the entorhinal cortex. This contrasts with other views which focus
more on self-organization of the Schaffer collaterals (Treves and
Rolls, 1994; Treves, 1995).
Modeling demonstrates that the putative heteroassociative

memory function of the Schaffer collaterals would be greatly
enhanced by selective cholinergic suppression of synaptic transmis-
sion in stratum radiatum of region CA1 (Hasselmo and Schnell,
1994). This was tested in a simplified model containing threshold
linear neurons representing pyramidal cells of region CA1, as
summarized in Figure 2. Input to the structure arrived from
simplified representations of region CA3 and entorhinal cortex
layer III. To test the heteroassociative memory function of the
network, patterns of activity were presented simultaneously to
both region CA3 and entorhinal cortex, or separately to just one
input region. The input to region CA3 was representative of the
mossy fiber input from dentate gyrus granule cells to CA3
pyramidal cells—note that this activity is related to entorhinal
cortex activity but has been transformed by the dentate gyrus.
Effective heteroassociative memory function occurred when pat-
terns of activity presented to region CA3 were able to retrieve
patterns of activity in region CA1 corresponding to previously
associated input patterns from entorhinal cortex. This perfor-

FIGURE 1. A: Function of different hippocampal subregions in
these computational models. 1. Fibers of the perforant path connect
entorhinal cortex layer II with the dentate gyrus. These undergo
rapid self-organization to form new representations of patterns
presented sequentially to entorhinal cortex. 2. The dentate gyrus
projects to region CA3 via the mossy fibers. These connections pass
the sparse representations on to region CA3 for autoassociative
storage. 3. Longitudinal association fibers connect pyramidal cells
within region CA3, mediating auto-associative storage and recall of
CA3 patterns of activity. 4. The Schaffer collaterals connect region
CA3 with region CA1 and mediate heteroassociative storage and
recall of associations between activity in CA3 and the self-organized
representations formed by entorhinal input to CA1. 5. Perforant path
connections also enter region CA1 from the entorhinal cortex. These
undergo self-organization to form new representations of entorhinal
cortex input for comparison with recall from CA3. 6. Projections
back from region CA1 enter layer IV of the entorhinal cortex either
directly, or via the subiculum. These store associations between CA1
activity and entorhinal cortex activity, allowing representations in
CA1 to activate the associated activity patterns in entorhinal cortex
layer IV. 7. Region CA1 can influence activity in the medial septum
either directly, or via connections with the lateral septum, allowing a
mismatch between recall and input to increase ACh, and a match
between recall and input to decrease ACh. 8. The medial septum (and
the vertical limb of the diagonal band of Broca) provides cholinergic
modulation to all hippocampal subregions. B: Connectivity structure
of the model. Groups of units in each region represent populations of
simulated pyramidal cells in the model. Each population of pyrami-
dal cells is associated with separate inhibitory interneurons mediat-
ing feedforward and feedback inhibition.
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mance was evaluated using a measure based on normalized dot
products which evaluated the encoding and retrieval of associa-
tions between random overlapping input patterns. This perfor-
mance measure shows higher values for more accurate retrieval of
individual stored associations.

Figure 3A shows the performance of the network with different
values of cholinergic suppression of synaptic transmission in
stratum radiatum (at the Schaffer collaterals) and different values
of suppression of synaptic transmission in stratum lacunosum-
moleculare (the location of perforant path synapses from the
entorhinal cortex). Note that the highest performance values

appear for relatively high levels of the cholinergic suppression of
synaptic transmission in stratum radiatum, but for lower values of
cholinergic suppression in stratum lacunosum-moleculare.
These results from the model were compared with experimental

data on synaptic potentials recorded in stratum radiatum and
stratum lacunosum-moleculare of a hippocampal brain slice
preparation during perfusion with cholinergic agonists. As shown
in Figure 3B, experimental data show that cholinergic suppression
of synaptic potentials is much stronger in stratum radiatum than
in stratum lacunosum-moleculare. The relative effect on synaptic
transmission in these two layers is plotted in Figure 3A, showing
that at physiologically realistic concentrations, the plot crosses a
region of high performance in the model.
This modulatory function may not be unique to acetylcholine.

In brain slice preparations of the piriform cortex and the
hippocampus, activation of presynaptic g-aminobutyric acid B
(GABAB) receptors by the GABAB agonist baclofen has been
shown to selectively suppress synaptic potentials. Thus, baclofen
selectively suppresses intrinsic but not afferent fiber synaptic
transmission in the piriform cortex (Tang and Hasselmo, 1994)
and similarly suppresses synaptic transmission at synapses arising
from region CA3 pyramidal cells more than transmission at
perforant path synapses in stratum lacunosum-moleculare (Ault
and Nadler, 1982; Colbert and Levy, 1992). This selective
suppression of synaptic transmission could contribute to setting
appropriate dynamics for encoding of new information.

Feedback regulation of cholinergic modulation

This model utilized feedback regulation of cholinergic modula-
tion to set appropriate dynamics for encoding and retrieval. Most
associative memory models set the dynamics of the network
externally (Anderson et al., 1977; Hopfield, 1982; Amit, 1989).
That is, these models clamp the activity of the network to the
input pattern during encoding, and then allow modified connec-
tions to influence activity during retrieval. If learning dynamics
are not clamped, the networks can function well for a period of
time, but ultimately show a breakdown in function referred to as
runaway synaptic modification (Hasselmo, 1995). Only a few
abstract models have addressed the problem of switching between
different dynamics for encoding and retrieval (Murre et al., 1992;
Carpenter and Grossberg, 1993).
In the model presented here, the total activity in region CA1

regulated the levels of cholinergic modulation in the network. For
novel patterns, activity levels in region CA1 were low, and
cholinergic modulation stayed high initially. As the pattern
became encoded, the level of activity in region CA1 would
increase and cholinergic modulation would decrease, allowing a
transition from encoding to retrieval dynamics. Presentation of
familiar input patterns caused higher levels of activity in region
CA3 due to a match with previously strengthened connections
and higher levels of activity in region CA1 due to a match between
the pattern of activity spreading from CA3 to CA1 and the
pattern of activity from entorhinal cortex. Via feedback connec-
tions with the medial septum, higher activity in region CA1

FIGURE 2. Example of how cholinergic modulation enhances
heteroassociative memory function at the Schaffer collaterals. This
example shows a simplified version of region CA1, receiving input
from entorhinal cortex (EC) and from region CA3 via the Schaffer
collaterals. 1st memory: During learning of a 1st memory, two
neurons in region CA3 are activated, and input from EC activates a
single neuron in region CA1. Hebbian modification of Schaffer
collateral synapses stores the association between CA3 activity and
EC input (thicker lines). During recall, a degraded version of CA3
activity containing only one active neuron can recall the previously
associated pattern of CA1 activity (even with no EC input). 2nd
memory without ACh: Learning of a second overlapping association
suffers from interference. When the overlapping pattern is presented
to region CA3, retrieval of the previous association takes place due to
spread of activity along previously strengthened connections. Heb-
bian synaptic modification then results in strengthening of an
additional undesired connection (dashed line). This additional
connection means that an unambigious cue presented to region CA3
ends up retrieving elements of both stored memories. 2nd memory
with ACh: Cholinergic suppression of synaptic transmission at the
Schaffer collaterals can prevent this interference during encoding.
During learning, suppression prevents spread of activity into region
CA1 from regionCA3, allowing strengthening of only desired connections
(the suppression must leave sufficient transmission to allow synaptic
modification). During recall, cholinergic suppression is removed, and
the network can effectively retrieve the 2nd association when
presented with the nonoverlapping component of CA3 activity.
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caused greater inhibition of the cholinergic input from the
septum, allowing retrieval dynamics to dominate from the start.
Unfortunately, there are not extensive data available on the

effect of hippocampal activity on medial septal activity. Negative
feedback appears reasonable based on data showing that stimula-
tion of the fimbria decreases medial septum unit activity (Mc-
Lennan and Miller, 1974). However, this aspect of the model
requires further empirical investigation. In fact, the feedback
regulation may be less important than rhythmic changes in
dynamic state during the course of the theta rhythm, which
appears to be driven by the input from the medial septum (Stewart
and Fox, 1990; Buzsaki et al., 1984; Bland and Colom, 1993).
Presumed cholinergic neurons show phasic activity which could
alter acetylcholine levels in the hippocampus during different
phases of the theta rhythm (Stewart and Fox, 1989).
Some data suggest that acetylcholine effects are too slow to

change during the course of the theta rhythm (Cole and Nicoll,
1994), but an alternative exists. Local release of GABA within the
hippocampus can modulate synaptic transmission in a manner
similar to acetylcholine, via activation of presynaptic GABAB

receptors which suppress excitatory synaptic transmission with a
laminar specificity similar to that of cholinergic effects (Ault and
Nadler, 1982; Colbert and Levy, 1992). Phasic excitation and
inhibition of hippocampal interneurons by septal input could
change levels of GABA on the time scale of the theta rhythm
(Stewart and Fox, 1990). This could allow a regular cyclical
change in dynamics from encoding to retrieval within each theta
cycle. These cyclical changes would involve an ongoing interac-
tion of the level of excitatory synaptic transmission and the level of
cellular excitability. During the encoding phase of the cycle,
neurons would be more depolarized and responsive to afferent
input (Rudell et al., 1980; Stewart and Fox, 1990), but the
suppression of synaptic transmission would prevent extensive
recurrent activation. During the retrieval phase of the cycle,
neurons would be less depolarized and less responsive to afferent
input, but would be driven strongly by excitatory recurrent
transmission. Models are currently being used to explore whether
this forced cyclical change in dynamics has the same functional
role as changes regulated by negative feedback.

Associative memory and region CA3 longitudinal
association fibers

Cholinergic modulation in region CA3 has been analyzed in a
separate study (Hasselmo et al., 1995). Based on the broad
distribution and high percentage of connectivity found in region
CA3, a number of researchers have proposed that the longitudinal
association fibers of region CA3 mediate auto-associative memory
function (Marr, 1971; McNaughton and Morris, 1987; Levy et
al., 1990, 1995; Treves and Rolls, 1992, 1994). Hebbian synaptic
modification of the excitatory recurrent connections within region
CA3 allows storing of associations between different components
of the representation arriving from the dentate gyrus. Networks of
this type can demonstrate attractor dynamics—the ability to enter
a stable self-sustained activity state. This can be accomplished by
assuming normalization of total activity (Treves and Rolls, 1992),
by setting appropriate parameters for feedback inhibition medi-

FIGURE 3. A: Performance measure of heteroassociative memory
function for different values of maximal cholinergic suppression of
synaptic transmission in stratum lacunosum-moleculare (s.l-m,
CL 5 0.0 to 1.0), plotted on the y axis, and stratum radiatum (s. rad,
CR 5 0.0 to 1.0), plotted on the x axis. The z axis shows the value for
each simulation of the performance measure P (based on normalized
dot products). The best performance (P G 0.8) appears with strong
maximal cholinergic suppression in stratum radiatum (CR 5 0.575
to 0.8) and weak maximal suppression in stratum lacunosum-
moleculare (CL 5 0.0 to 0.425). For low values of CR (left side,
CR F 0.5), interference during learning causes the network to
respond to all CA3 patterns with broadly distributed activity in CA1,
giving low performance values. For high values of CL (bottom
portion, CL G 0.6), insufficient EC input prevents accurate learning
of associations, giving low performance values. For very high values
of CR (CR G 0.8) suppression in stratum radiatum prevents sufficient
activity in CA1 for decreasing cholinergic suppression and allowing
recall. Gray line represents unity (CL 5 CR).White line represents the
dose response plot from experimental data plotted on these coordi-
nates. B: The cholinergic agonist carbachol suppresses synaptic
potentials stimulated and recorded in s. radiatum more strongly than
synaptic potentials stimulated and recorded in s. lacunosum-
moleculare of the same slice during the same experiment. Recordings
in the two layers were taken before, during, and after perfusion of 100
mM carbachol. In this slice, the slope of the s. radiatum EPSP was
suppressed by 90.7%, while the slope of the s. l-m EPSP was
suppressed by only 46.0% during the same perfusion. Fiber poten-
tials remained stable during carbachol perfusion in both layers in
both slices. Potentials recovered after 20 min of wash.
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ated by inhibitory interneurons (Hasselmo et al., 1995) or by
allowing cyclical phases of excitation and inhibition (Granger et
al., 1996). Sustained cyclical activity has also been generated in a
model of the piriform cortex (Liljenstrom and Hasselmo, 1995).

In the model of region CA3, different memory states were
assumed to correspond to individual attractor states. These
attractor states were formed by strengthening the excitatory
recurrent connections in this region during the initial input of a
pattern (representing the input from dentate gyrus). Cholinergic
suppression of feedback excitation is important in this model to
prevent previously stored attractor states from dominating and
preventing the formation of new attractor states.

As shown in Figure 4, when cholinergic modulation in the
network is set at low values, the attractor dynamics dominate—
pushing the network into a previously stored activity pattern.
When cholinergic modulation is set at higher values, the new
input pattern can more effectively influence the pattern of activity
during encoding. This allows formation of a new attractor state,
without elements of the previously stored attractor state. In the
model, the default state is one of high cholinergic modulation,
suppressing old attractors. Thus, only when a match is obtained is
the cholinergic modulation reduced.

This work was done with an abstract continuous firing rate
model. In more recent work we have developed a detailed
compartmental biophysical simulation using a reduced Traub
model (Traub et al., 1991). The model has been found to exhibit a
variety of population behaviors. Globally synchronized burst
oscillations in pyramidal cells that resemble epileptiform activity
in hippocampal slice preparations (Swartwelder et al., 1987) have
been observed during simulated cholinergic suppression of the
adaptation currents which normally support the after-hyperpolar-
ization in these cells. When cholinergic suppression of excitatory

recurrent synapses was added to the simulation, accurate comple-
tion was performed in a simple recall task (Fig. 5). (Note that we
focus on the completion of spatial patterns of activity, without
specific timing requirements.) Additional tests of this model are
being performed to further dissect how cellular cholinergic effects
shape collective behavior in this region, including GABAB effects.

Full Network Simulation of Episodic Memory
Function

The models of different hippocampal subregions have been
combined in a full network simulation of episodic memory
function. Many theories of hippocampal function have tended to
describe the function of different subregions separately, but it is
important to understand how these regions interact continuously
during the sequential encoding and retrieval of individual memo-
ries. Recent articles have summarized this network model of

FIGURE 4. Cholinergic modulation determines whether a model
of region CA3 goes into old attractor states or forms new attractor
states. Afferent input patterns are shown at top, with black squares
representing active input lines. Pattern 1 and 2 each contain four
active input lines, with two lines in common between the patterns.
Degraded versions of the input patterns are lacking two active input
lines. Pattern of activity in the network during sequential presenta-
tion of pattern 1, degraded pattern 1, pattern 2, and degraded pattern
2. The activity of each of ten excitatory neurons (Excit), two
inhibitory neurons (Inhib), and one cholinergic neuron (ACh) is
shown for every 50th simulation step, with size of black squares
representing activity level. A: With no cholinergic modulation,
activity tends toward previously stored patterns (input to ACh
neuron 5 0.0). During presentation of pattern 1, the network shows
lower activity until synaptic calcium crosses threshold, strengthening
excitatory feedback and causing an increase in activity. Subsequent
presentation of a degraded version of pattern 1 rapidly evokes the full
stored pattern. Subsequent presentation of overlapping pattern 2
initially evokes a different pattern of activity, but eventually the
network settles to the previously stored pattern 1. B: With strong
cholinergic modulation, new overlapping patterns can be stored
without interference from previous patterns. After learning of pattern
1, presentation of pattern 2 initially evokes a small portion of pattern
1, but the suppression of synaptic transmission prevents this from
dominating, and the network now stores pattern 2. Subsequent presenta-
tion of the degraded version of pattern 2 evokes only pattern 2.
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FIGURE 5. Patterns are accurately completed in a biophysical
simulation of region CA3. Each square in the left column represents
the activity level of a single CA3 pyramidal cell. The gray scale
corresponds to membrane potential measured at the soma, with
darker values indicating greater depolarization. The right column
shows the time series from the first cell in rows 1 through 5 (top to
bottom). A: The response of the network to an input pattern during

learning. B: The response of the network to a degraded version of the
input pattern without learning. C: After learning, the network
responds to the degraded pattern with accurate completion of the
missing elements of the spatial pattern. Note that we focus on the
spatial pattern of activation across a period of time. More detailed
dynamic networks will analyze whether the delay in spiking of the
cell undergoing completion is a problem for network function.
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episodic memory in the hippocampus (Hasselmo and Stern,
1996; Hasselmo et al., 1996). An initial focus of this work was to
model the effects of scopolamine on encoding of episodic
memories in human subjects. This required simulation of the
dynamics of both free recall and recognition.

An example of the encoding and free recall of memory patterns
in the network is shown in Figure 6. As can be seen in the figure,
distributed patterns of activity representing item and context are
presented to entorhinal cortex layer II. The item and context
portions of these patterns are encoded in the form of a sparse
representation in the dentate gyrus. Note that these are episodic
representations specific to a particular input, not the semantic
representations which would be repeatedly activated by words in
different contexts. The dentate gyrus representations are passed
along to region CA3, where longitudinal association fibers
mediate formation of attractors for each item and for context, and
form associations between the context and the different items. The
attractors formed in region CA3 are then associated with self-
organized representations in region CA1, which can activate the
full encoded pattern in entorhinal cortex layer IV.

Recently, the model has been used to simulate experimental
data on the effects of scopolamine on encoding of word lists by
human subjects (Ghoneim and Mewaldt, 1975; Peterson, 1977).
Different networks were trained on lists of 16 words each. Free
recall of these words was obtained by repeatedly presenting the
network with the experimental context—this resulted in activa-
tion of individual attractor states corresponding to individual
stored items (words). Recognition of these words was tested by
presenting the network with the individual item and evaluating
whether the network generated the corresponding experimental
context.

Implementing the effects of scopolamine (by blocking acetylcho-
line effects in the model) showed selectivity similar to that seen in
human experiments. The free recall or recognition of previously
encoded words was not impaired by scopolamine. The free recall
of words encoded under the influence of scopolamine was greatly
reduced, but the recognition of these same words was not strongly
influenced. Thus, the model was capable of simulating the
selective effects of scopolamine on human memory function.

In preliminary work, this network simulation has also been
used to replicate the possible dynamics of temporally graded
retrograde amnesia (McClelland et al., 1995). As shown in Figure
7, consolidation mechanisms can be simulated by adding recur-
rent connections to the neocortical component of the model
(entorhinal cortex layer IV) and assuming faster rates of synaptic
modification within the hippocampus compared to slow rates of
synaptic modification within entorhinal cortex. When the net-
work is initially trained on a set of six memories, new attractor
states are formed in the hippocampus but not within entorhinal
cortex. Initially, degraded input cues presented to entorhinal
cortex layer IV do not evoke the full attractor state. This
corresponds to the impairment of recently learned memories after
hippocampal lesions. Subsequently, consolidation is simulated by
the repetitive reactivation of different attractor states by broadly
distributed homogeneous depolarization in region CA3. The
repetitive reinstatement of activity patterns in entorhinal cortex

layer IV results in the strengthening of internal connections, such
that entorhinal cortex is eventually able to respond to degraded
cues with the full attractor state. This corresponds to the sparing
of more remote episodic memory after hippocampal lesions.

DISCUSSION

What Do We Know Now That We Did Not Know
Before?

These computational models demonstrate how memory func-
tion at a behavioral level could be related to the interaction of
populations of neurons within the hippocampal formation. In
particular, the model allows us to link the behavioral effects of
drugs which block acetylcholine receptors to the blockade of
specific cellular effects of acetylcholine, demonstrating how loss of
this modulation can impair the encoding of new information in
the hippocampus.

What Did the Model Accomplish That Could Not
Have Been Accomplished by Simpler
Verbal-Qualitative Reasoning?

Computational modeling is particularly important for under-
standing the role of diffuse modulatory influences. Acetylcholine
causes a number of different physiological effects, suppressing
both excitatory and inhibitory synaptic transmission, enhancing
synaptic modification, depolarizing both pyramidal cells and
inhibitory interneurons, and suppressing the adaptation of pyrami-
dal cells. The decrease in synaptic modification might be under-
stood as a clear decrease in memory encoding rate using simple
verbal-qualitative reasoning. However, the rate of synaptic modifi-
cation depends very strongly on the activation dynamics of
individual subregions. Understanding the combined influence of a
range of different effects which push total activity in different
directions requires the use of modeling techniques.
For example, consider the cholinergic suppression of synaptic

transmission. This effect initially appears to be paradoxical. Why
would a substance which enhances the encoding of new informa-
tion strongly suppress excitatory synaptic transmission? When I
first discovered the selectivity of cholinergic suppression for
intrinsic but not afferent fibers in piriform cortex in 1989, I did
not have a clear notion of why this effect would be important.
However, when placed in the context of the encoding and retrieval
dynamics of neural network models of associative memory
(Anderson et al., 1977; Hopfield, 1982; Amit, 1989), this effect
became perfectly clear (see Fig. 2).

How Does This Model Relate to Others in This
Issue?

As mentioned above, the models presented here are closely
related to the theories developed initially by David Marr (1971)
and extended by a number of researchers (McNaughton and
Morris, 1987; Levy, 1989; McNaughton, 1991; Treves and Rolls,
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1992, 1994; O’Reilly and McClelland, 1994; Levy et al., 1995;
McClelland and Goddard, 1996). However, the use of explicit
simulations has allowed more detailed analysis of many issues not
directly addressed in previous theoretical articles.

Region CA1 Performs Comparison

As described above, the model of region CA1 evaluated the
McNaughton (1991) hypothesis that the Schaffer collaterals
mediate heteroassociative memory function, showing that this
function is most efficient when cholinergic suppression of synaptic
transmission is present at the Schaffer collaterals during encoding
(Hasselmo and Schnell, 1994). Efficient heteroassociative encod-
ing is necessary if region CA1 is to perform as the locus of a
comparison between CA3 output and the afferent input from
entorhinal cortex layer III (Levy, 1989; Eichenbaum and Bucking-
ham, 1990; Hasselmo and Stern, 1996; Hasselmo et al., 1996). In
addition, a comparison of recall with afferent input is only useful

if it can regulate the function of the network. This regulation
could be implemented as a change in cholinergic or GABAergic
modulation regulated by the medial septum. The hypothesis that
the Schaffer collaterals mediate heteroassociative memory func-
tion contrasts with the work of Treves and Rolls (1994) which
downplays the direct entorhinal cortex input, focusing on self-
organization of the Schaffer collaterals under the driving influence
of activity in region CA3.

Region CA3 Associates Context and Item

Theories of region CA3 as an autoassociative memory (Mc-
Naughton and Morris, 1987) have been extended with analyses of
CA3 as an attractor network (Treves and Rolls, 1992, 1994;
Bennett et al., 1994; Hasselmo et al., 1995). In these models, it is
necessary that afferent input should be stronger than recurrent
excitation during encoding, allowing clamping of network activity
to the input patterns. In contrast, during retrieval the recurrent
excitation should dominate over the afferent input. These effects
were obtained here by changing the relative strength of recurrent
excitation with cholinergic modulation. However, Treves and
Rolls (1992) have presented an alternative mechanism for address-
ing the same functional problem. They propose that the very
strong mossy fiber inputs from dentate gyrus granule cells clamp
activity in region CA3 during encoding, and that reduction in
dentate gyrus activity during retrieval allows recurrent excitation
to dominate, with retrieval cues provided by the weaker perforant
path input to region CA3 (Treves and Rolls, 1992). It is plausible
that both mechanisms contribute to encoding dynamics, since
experimental data have shown both the cholinergic suppression of
excitatory transmission and the strong influence of individual
mossy fiber inputs. One difficulty with the Treves and Rolls model

FIGURE 6. Encoding and retrieval of episodic memory patterns
in the full network simulation of the hippocampus. The time steps of
the simulation are plotted horizontally, while the activities of
different neurons in each subregion of the hippocampal simulation
are plotted vertically (width of black lines represents activity at each
time step). During the first 1,600 time steps, four different input
patterns are presented to entorhinal cortex layer II. Each of these
input patterns shares a representation of experimental context (active
lines on top, marked with ‘‘C’’) and have different patterns represent-
ing individual memorized items (i.e., words, marked with ‘‘I’’). The
context activity evokes activity at the top of each region. The item
activity evokes sparse activity in the remainder of each region. Thus,
in the dentate gyrus, a single active neuron constitutes a sparse
representation of each item which is passed on to region CA3—where
the activity is encoded as an attractor state. Region CA3 attractor
states are associated with region CA1 activity, and with the full
patterns in entorhinal cortex layer IV. During steps 1,600–3,200,
presentation of the experimental context only (two active lines on
top), results in activation of the context representation in dentate
gyrus and region CA3. Context activity in region CA3 spreads
activity to the item attractors. One of these attractor states rapidly
dominates, spreading activity on to region CA1 and entorhinal cortex
layer IV, constituting successful recall of the first memory. Subse-
quently, adaptation prevents reactivation of the same attractor state
in region CA3, and context can sequentially evoke the other stored
memories. Note that retrieval does not necessarily take place in the
same order as encoding.
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FIGURE 7. Simulation of consolidation in the network simula-
tion of hippocampal episodic memory function. This simulation has
the additional feature that slowly modifiable recurrent connections
are added to entorhinal cortex layer IV to mediate slower formation
of attractor states in that network. Different time steps of the
simulation are plotted horizontally, while the activities of different
neurons in each subregion of the hippocampus are plotted vertically
(vertical width of black lines represents activity of individual neurons
on each time step). On the left, six different episodes are presented
sequentially to entorhinal cortex layers II and III. Each episode
shares a context on the top of each region and has different item
elements on the bottom. During learning, sparsely distributed
representations of these different episodes are rapidly formed in the
dentate gyrus and passed on to region CA3 to be rapidly encoded as
attractor states. During a subsequent phase in the model, the

response of entorhinal cortex layer IV to degraded input patterns is
tested. Each degraded pattern contains two active elements, and the
full item attractors are not activated. During a long consolidation
phase, homogeneous depolarization of region CA3 results in the
sequential free recall of different attractors in region CA3 which
evoke the corresponding full patterns in entorhinal cortex layer IV.
Gradually, the strengthening of recurrent connections in entorhinal
cortex layer IV results in the formation of attractor states. Subse-
quently, when the network is tested with input to entorhinal cortex
layer IV alone, the degraded patterns evoke full attractor states for all
six of the stored memories. The difference in retrieval characteristics
in entorhinal cortex layer IV could correspond to the different stages
of temporally graded retrograde amnesia, as discussed in previous
modeling work (McClelland et al., 1995).
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is the necessity of weakening or removing the mossy fiber input
during retrieval. However, cholinergic modulation does increase
the responsiveness of dentate gyrus granule cells (Bilkey and
Goddard, 1985) and could thus regulate the level of dentate gyrus
activity during encoding.

Dentate Gyrus Forms Sparse Representations

The representation of the dentate gyrus utilized here draws on
previous theories that the dentate gyrus sets up sparse representa-
tions with less overlap than the entorhinal cortex input (McNaugh-
ton and Morris, 1987; McNaughton, 1991; Treves and Rolls,
1994; O’Reilly and McClelland, 1994). However, the actual
implementation of this phenomenon differs considerably. Some of
these earlier theories do not emphasize synaptic modification at
the perforant path input to the dentate gyrus—focusing on the
divergent nature of the connections from entorhinal cortex as the
basis for forming sparser representations. Other studies have
described how synaptic modification can help to make representa-
tions overlap even less (Treves and Rolls, 1994; O’Reilly and
McClelland, 1994). However, self-organization more effectively
decreases the overlap between different patterns during interleaved
presentation of individual patterns than when the self-organiza-
tion must occur in response to single, sequential presentations of
input patterns. We found it useful to add modification of
inhibition within the dentate gyrus to prevent new patterns from
reactivating previously stored representations within the dentate
gyrus.

Medial Septum Sets Learning Dynamics

The model presented here uses feedback regulation of modula-
tory input from the medial septum to set different dynamical
states for encoding and retrieval in the network. Other models in
this issue do not focus explicitly on modulatory effects at the
cellular level. However, the shift between different processing
modes appears to be an essential feature of many more abstract
models of hippocampal function. For example, in the work of
Murre (Murre et al., 1992; Murre, this issue) an ‘‘arousal’’ node
responds to activity of other nodes by turning on learning and
injecting noise. In the work of Recce and Harris (1996), the
network initially evaluates the hippocampal recall in an orienta-
tion mode—if no hippocampal map is recalled, the network
enters an ‘‘exploration’’ mode during which new learning takes
place; if a hippocampal map is recalled, the network enters a
‘‘recall’’ mode. These different modes of function correspond to
differences in animal behavior over longer time periods. It is very
possible that the hippocampus undergoes both rapid changes
between encoding and retrieval on the time scale of theta cycles
and slower changes corresponding to longer-term behavioral state
changes. In fact, the physiological data support such a change in
state between stages of encoding during theta activity and
consolidation mediated by sharp wave activity (Buzsaki, 1989).
The changes in dynamics mediated by cholinergic modulation are
perfectly consistent with that previous theory. In models which
use an explicit computation of error, the medial septum plays an
important role in setting the level of learning. For example, in the

model of Buhusi and Schmajuk, (1996), the mismatch between
actual and predicted US values sets the level of medial septal
activity, which provides part of the error signal for modification of
connections with the ‘‘hidden units’’ corresponding to the
hippocampus. In the model of Gluck and Myers, it has been
shown that the effect of acetylcholine blockade on acquisition of
eyeblink conditioning can be effectively modeled with a decrease
in overall learning rate within the hippocampus (Myers et al.,
1996; Gluck and Myers, 1996).

Function of the Full Hippocampal Network

The modeling research presented here has focused on episodic
memory function. However, the model can also be used to
simulate experimental data on animal learning of negative pattern-
ing (Rudy and Sutherland, 1989). Modeling shows that associa-
tive networks in neocortical structures could underlie learning of
simple associations, but the self-organization of new, episodic
representations such as those formed in this hippocampal model
are necessary for learning high-order configurations such as those
in negative patterning (Hasselmo and Cekic, 1996; Hasselmo et
al., 1996). The issue of relational learning is more complex
(Eichenbaum and Buckingham, 1990; Eichenbaum et al., 1991),
because it requires the flexible use of a range of different episodic
representations for solving particular problems. To address rela-
tional learning, this model needs to be expanded to include
multiple interitem associations and the ability to evaluate rela-
tional hypotheses on the basis of output. The comparison
function of region CA1 in this network model could be very
important to relational learning, since it provides a structure in
which the output of relational hypotheses generated through
chains of associations in region CA3 could be evaluated with
regard to information about the current environment arriving
directly from the entorhinal cortex.
In this framework, when an animal encounters a new situation

in which retrieval of previously learned strategies produces an
output which does not match reward contingencies of the
environment, then the levels of cholinergic modulation would be
increased within the network. This would terminate the previous
strong previous attractor, and allow multiple other competing
hypotheses to be activated via associative connections in region
CA3. Competition between these hypotheses would take place in
a manner similar to that which resulted in retrieval of just one out
of multiple competing items in free recall. (The previously
generated attractor would be at a disadvantage due to adaptation.)
Eventually, feedback regulation of cholinergic modulation on the
basis of matching in region CA1, or a forced change in
modulatory dynamics across different phases of a theta cycle,
could allow a single alternative hypothesis to dominate. Learning
of this new hypothesis as the correct output would depend upon
the level of match with the current environmental conditions
arriving from entorhinal cortex. This use of the comparison
function to regulate encoding could be the basis for linking
cellular level processes to the error-based learning rules used in
higher-level models of the role of the hippocampus in condition-
ing (Gluck and Myers, 1993; Schmajuk and DiCarlo, 1992). The
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formation of sparse representations of episodic information
within the hippocampal model may correspond to the formation
of place cell responses in the rat hippocampus during exploration
of the environment (Muller et al., 1987; Muller and Kubie, 1989;
Wilson and McNaughton, 1993). Thus, this computational
model could also be used to address issues of how these
representations are formed and altered with regard to environmen-
tal cues. The model has recently been modified to include
temporal interactions between different patterns of activity in
order to address issues such as the relationship of place cell
responses to phases of the theta rhythm (O’Keefe and Recce,
1993). This recent work resembles the work on encoding and
retrieval of temporal sequences of patterns in computational
models of region CA3 (Minai and Levy, 1994; Levy et al., 1995).

What New Experimental Directions Are
Suggested by This Modeling?

The modeling presented here provides specific predictions and
suggests areas where additional data must be gathered.

Human memory predictions

Scopolamine should enhance the list strength effect. In the
model, the recurrent connections for context become stronger
than the recurrent connections for items. This asymmetry in the
strength of recurrent connections underlies the greater effect of
scopolamine on free recall than on recognition (Hasselmo and
Wyble, 1996). This also results in a list strength effect in free recall
but not recognition (Ratcliffe et al., 1990). If an individual item is
presented multiple times, it strengthens the recurrent connections
for that item and increases the likelihood that these strong items
will be retrieved relative to the likelihood of weak items being
retrieved. Repeated presentation of some items does not alter the
strength of recurrent connections for the context units, and the list
strength effect does not appear for recognition. The model
predicts that the presence of scopolamine during encoding should
enhance the list strength effect for free recall. Items which were
presented multiple times will be much more likely to persist
during free recall. The proportion of these items recalled will be
much higher because of the great decrease in retrieval of items
presented only once in the presence of scopolamine.

Scopolamine should enhance proactive interference. Model-
ing also predicts that blockade of the cholinergic suppression of
synaptic transmission should allow retrieval of previously stored
associations to interfere with new associations, causing an increase
in proactive interference. Scopolamine injected before learning of
both A-B associations and A-C associations should cause greater
retrieval of B items relative to C items when subjects are presented
with the A items and asked to generate both associated items. In
addition, scopolamine injected after encoding of A-B associations
should cause much greater impairments in the subsequent
encoding of A-C associations than in the subsequent encoding of
unrelated associations (D-E). Surprisingly few studies of human
subjects have addressed effects of scopolamine on cued recall
paradigms—possibly due to a weaker effect compared to that on

free recall. However, lesions which damage cholinergic innerva-
tion of the hippocampus appear to cause increases in proactive
interference (Van der Linden et al., 1993). Scopolamine should
also enhance proactive interference between related trigrams in
the Brown-Peterson task (Cermak and Butters, 1972).

Scopolamine should enhance retrieval of previously stored
items. Because the retrieval of stored attractor states requires
strong recurrent excitation and strong adaptation (to prevent
previous attractors from being activated), simulation of the effects
of scopolamine enhances the retrieval of patterns (words) stored
before the onset of scopolamine effects. Several studies show a
small increase in retrieval of words learned before scopolamine
injections (Petersen, 1977; Ghoneim and Mewaldt, 1977; Me-
waldt and Ghoneim, 1979), supporting the notion that acetylcho-
line blockade puts the network into a retrieval state. As noted
above, the response of the network to familiar items should
actually be enhanced at the same time as the response to novel
items is greatly decreased. This prediction could be tested with
functional magnetic resonance imaging. It has been shown in
normal subjects that novel stimuli cause greater activation of the
hippocampal formation than familiar stimuli (Stern et al., 1996).
Injections of scopolamine should reduce this activation in re-
sponse to novel stimuli and may result in greater relative activation
in response to familiar patterns.

Animal learning predictions

This work does not make a strong distinction between the type
of representations formed during human episodic memory func-
tion and those utilized by animals in performing particular tasks.
Thus, predictions of this work are also being tested in animal
learning experiments being performed in this laboratory. In
particular, the model presented above suggests that injections of
scopolamine should cause more difficulty in the encoding of
overlapping than the encoding of nonoverlapping sensory stimuli.
This prediction is being tested in a rat olfactory associative
memory task. In this task, the rats must associate particular pairs
of odors with particular responses. The model predicts that
scopolamine should cause much greater impairments of the
encoding of overlapping odor pairs (A-B vs. A-C) than the
encoding of nonoverlapping odor pairs (A-B vs. C-D).

Required data on feedback regulation of cholinergic
modulation

The model presented here makes extensive assumptions about
how hippocampal activity influences modulatory input from the
medial septum.There are some data suggesting that stimulation of
hippocampal output decreases medial septum unit activity (Mc-
Lennan and Miller, 1974) and that medial septal activity decreases
as stimuli are learned (Berger and Thompson, 1982). However,
there is remarkably little information about how activity in the
hippocampus influences modulation from the medial septum.
New experiments in this laboratory will focus on how stimulation
of cortical structures will influence activity within basal forebrain
nuclei.
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The models presented here also make assumptions about
changes in levels of synaptic transmission during different periods
of a behavioral task and during different phases of the theta
rhythm. These assumptions can be tested experimentally by
directly observing how evoked field potentials within the hippo-
campus change dependent upon behavioral contingencies. Thus,
new experiments in this laboratory will test whether field
potentials evoked by stimulation of the Schaffer collaterals will
change in size during encoding of new information versus retrieval
of previously stored information. Changes in excitability of
hippocampal pyramidal cells have been shown in different phases
of the theta rhythm (Rudell et al., 1980), but that previous work
focused on changes of population spikes rather than population
excitatory postsynaptic potentials. Experiments in this laboratory
will also explore whether synaptic potentials elicited at different
phases of the theta rhythm demonstrate changes in modulation of
transmission.
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