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Abstract 

Neuromodulators including acetycholine, norepinephrine, serotonin, dopamine and a range of peptides alter the processing char- 
acteristics of cortical networks through effects on excitatory and inhibitory synaptic transmission, on the adaptation of cortical pyra- 
midal cells, on membrane potential, on the rate of synaptic modification, and on other cortical parameters. Computational models of 
self-organization and associative memory function in cortical structures such as the hippocampus, piriform cortex and neocortex provide 
a theoretical framework in which the role of these neuromodulatory effects can be analyzed. Neuromodulators such as acetylcholine 
and norepinephrine appear to enhance the influence of synapses from afferent fibers arising outside the cortex relative to the synapses 
of intrinsic and association fibers arising from other cortical pyramidal cells. This provides a continuum between a predominant in- 
fluence of external stimulation to a predominant influence of internal recall (extrinsic vs. intrinsic). Modulatory influence along this 
continuum may underlie effects described in terms of learning and memory, signal to noise ratio, and attention. 
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1. Introduction 

The techniques of computational neuroscience are par- 
ticularly useful for analysis of the role of neuromodulators 
in cortical function. The effects of neuromodulators are 
slower, longer lasting and more spatially diffuse than neu- 
rotransmitters. Understanding the subtle and diffuse in- 
fluence of neuromodulators requires the broad view of 
network dynamics provided by computational techniques. 
This review will provide an overview of physiological evi- 
dence on neuromodulators and the efforts to model this 
evidence. In particular, it will focus on the possible role of 
the neuromodulators acetylcholine and norepinephrine in 
shifting the dynamics of cortical function from a predomi- 
nant influence of external stimulation (appropriate for 
learning new representations of the environment) to a pre- 
dominant influence of intrinsic activity (appropriate for 
recall of previously learned representations). 

An illustration of the respective role of neurotransmit- 
ters and neuromodulators in cortical activity is provided 
in Figs. 1 and 2, which summarize evidence from the piri- 
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form cortex. Sensory information arriving in the cortex 
from various peripheral structures commonly enters the 
cortex via fast, presumably glutamatergic or aspartergic 
synapses (see [43] and [ 941 for review). Release of 
glutamate elicits excitatory postsynaptic currents due to 
activation of AMPA and NMDA receptors [43,122]. 
Similarly, the rapid spread of activity within and between 
cortical structures (along intrinsic and association fibers) 
is mediated by glutamatergic synaptic transmission. The 
glutamatergic neurons mediating this interaction between 
cortical regions are commonly pyramidal cells which dis- 
play the property of neuronal adaptation. That is, they 
decrease in firing rate during sustained excitatory activa- 
tion [45]. In contrast, inhibitory interneurons commonly 
do not show adaptation. 

The dynamical properties of cortical function are also 
strongly influenced by feedforward and feedback inhibi- 
tion, mediated by GABAergic interneurons [46,224]. In 
contrast to excitatory neurons, these interneurons com- 
monly have much shorter axons, remaining within a local 
cortical region. Feedforward inhibition is here defined as 
inhibition activated by afferent input or input from other 
cortical regions. For example, the interneurons of layer Ia 
in piriform cortex [ 2241, or stratum lacunosum-moleculare 
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Fig. 1. Neurotransmission. Summary of neurotransmitter influences 
within the piriform cortex (the primary olfactory cortex). A: atferent fiber 
synapses from the olfactory bulb release glutamate (or aspartate), which 
elicits excitatory postsynaptic potentials in the distal dendrite through 
activation of AMPA and NMDA receptors. B: feedforward and feed- 
back inhibitory interneurons activated by aEerent or intrinsic fibers re- 
lease GAB A, which causes fast inhibitory potentials mediated by GABA, 
receptors [ 2241. (These potentials are hyperpolarizing only when mem- 
brane potential is depolarized above the chloride reversal potential). C: 
intrinsic fiber synapses arising from other pyramidal cells release 
glutamate (or aspartate), which elicits excitatory postsynaptic potentials 
in the proximal dendrite. D: current injection to a pyramidal cell elicits 
an initial high frequency generation of action potentials which slows and 
often stops due to activation of calcium and voltage-dependent potas- 
sium currents. 

of region CA1 [ 1351 mediate primarily feedforward inhi- 
bition. Feedback inhibition is defined as inhibition acti- 
vated by the excitatory output of neurons within the cor- 
tical region. For example, the interneurons in layer II of 
piriform cortex [224] or stratum pyramidale and stratum 
oriens of hippocampal region CA1 mediate predominantly 
feedback inhibition. Both feedforward and feedback 
GABAergic interneurons activate inhibitory currents with 
two different time courses [ 46,224]. Activation of GABA, 
receptors elicits rapid, short term chloride currents. Acti- 
vation of GABA, receptors elicits slower, longer term 
potassium currents [200]. Here, the effects at GABA, 
receptors and metabotropic glutamate receptors will be 
discussed as falling in the realm of modulatory influences. 

In cortical structures, substances such as acetylcholine, 
norepinephrine, serotonin, dopamine and the peptides ap- 
pear to have a primarily neuromodulatory influence. 
Though some of these substances have clear neurotrans- 
mitter effects in the periphery (acetylcholine and norepi- 
nephrine within the autonomic nervous system, for in- 

A Suppression by LAP4 

I 

B Suppression by baclofen 
and ACh 

Fig. 2. Neuromodulatory regulation. 1. Local activity levels influence the 
release of some substances with neuromodulatory effects, including 
GABA, which has neuromodulatory effects at GABA, receptors, and 
glutamate, which has neuromodulatory effects at metabotropic receptors. 
2. Neuromodulatory innervation from subcortical structures may influ- 
ence function via volume transmission (release from axonal varicosities 
without postsynaptic densities). This includes release of substances such 
as acetylcholine, norepinephrine, serotonin and dopamine. Neuromodu- 
latory effects. A: suppression of synaptic potentials at atferent fiber syn- 
apses results from decreased release of glutamate due to activation of 
presynaptic metabotropic receptors (experimentally induced by L-AP4). 
This effect is much weaker at intrinsic fiber synapses [ 1061. B: in the 
hippocampus, release of GABA appears to be blocked by activation of 
presynaptic GABA, receptors (tested experimentally with agonists such 
as baclofen) and muscarinic cholinergic receptors. Increased frequency 
of inhibitory chloride (GABA,) synaptic potentials is observed during 
perfusion of substances activating noradrenergic, serotonergic, dopamin- 
ergic and choline@ receptors [87]. C: suppression of synaptic poten- 
tials at intrinsic fiber synapses results from decreased release of glutamate 
due to activation of presynaptic muscarinic receptors [ 1071, presynap- 
tic GABA, receptors [ 2 181, and presynaptic noradrenergic receptors 
[228]. Activation of these receptors has almost no effect on afferent fiber 
synaptic potentials. Similar selective suppression IS observed in the hip- 
pocampus [39,109,123,202]. D: increased spiking response to current 
injection is observed during perfusion of substances which activate cho- 
linergic and noradrenergic receptors [ 15,225], due to suppression of 
potassium currents underlying adaptation [47,48]. 

stance), they do not appear to be involved in the direct 
transfer of information in cortical structures. Rather, they 
appear to alter the processing characteristics of cortical 
structures through influences on physiological phenomena 
such as synaptic transmission and pyramidal cell adapta- 
tion (see Fig. 2). Historically this difference between neu- 
romodulators and neurotransmitters has been obscured 
by the tendency to describe effects of all substances as 
‘excitatory’ or ‘inhibitory’, based on studies using ionto- 
phoretic application during single unit recording. But more 
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sophisticated intracellular and extracellular recording 
techniques, often in brain slice preparations, allow detailed 
analysis of these influences. 

Sometimes the same neurochemical may have rapid 
transmitter type effects, followed by longer modulatory 
influences, suggesting that neurotransmitter and neuro- 
modulator effects may be most effectively classified at the 
receptor level. In this review, activation of receptors on a 
protein structure directly incorporating an ion channel (an 
ionophore) will be defined as neurotransmission, while 
activation of receptors coupled indirectly to channels (e.g. 
via second messenger pathways) will be defined as neu- 
romodulation. Thus, even effects of substances such as 
glutamate or GABA will be classified as neuromodulatory 
if they involve the dynamics of second messengers, as do 
effects at metabotropic glutamate receptors and the 
GABA, receptor. Here we will discuss effects of neuro- 
modulatory substances on (1) excitatory synaptic trans- 
mission, (2) inhibitory synaptic transmission, (3) pyrami- 
dal cell adaptation, (4) resting membrane potential, (5) 
synaptic modification characteristics. 

1. I. Anatomical constraints on neuromodulatory function 

The anatomical characteristics of cortical neuromodu- 
latory innervation suggest certain contraints on its func- 
tion. In particular, neuromodulatory innervation tends to 
be relatively broad and diffuse, with localized nuclei in the 
brainstem and basal forebrain providing extensive inner- 
vation of cortical regions (see [49] for review). The axons 
from these subcortical nuclei run considerable distances 
through cortical structures, with regular axonal varicosi- 
ties characterized by synaptic vesicles [ 851. While some of 
these axonal varicosities are associated with postsynaptic 
densities, serial reconstruction of the varicosities of nora- 
drenergic, dopaminergic, cholinergic and serotonergic 
neurons reveals that commonly over 80% are not associ- 
ated with a clear postsynaptic density [60,61,206,207]. 
This paucity of direct synaptic contacts has led to the 
hypothesis that these neuromodulatory substances diffuse 
more broadly through cortical regions, a phenomenon re- 
ferred to as ‘volume transmission’ and illustrated in Fig. 2 
(see [85] for overview). If neuromodulatory influences 
have this broad, relatively homogeneous effect, then net- 
work models may be necessary to effectively understand 
their role in cortical function. 

In general, this widespread, diffuse modulatory inner- 
vation arises from a small number of subcortical nuclei. 
Noradrenergic innervation of the cortex arises primarily 
from the locus coeruleus (for review see [79]). Dopamin- 
ergic innervation of the cortex arises primarily from the 
ventral tegmental area, and is strongest in prefrontal re- 
gions (for review see [ 1381). Cholinergic innervation of the 

cortex arises from a series of nuclei in the basal forebrain 
which have been given a range of different names 
[ 164,243]. The neocortex receives innervation from the 
nucleus basalis of Meynert (Ch4), the piriform cortex re- 
ceives innervation from the horizontal limb of the diago- 
nal band of Broca (Ch3) [86,231], and the hippocampus 
receives innervation from the vertical limb of the diagonal 
band of Broca (Ch2) and the medial septum (Chl) [ 83,861. 
In addition to cholinergic innervation, basal forebrain nu- 
clei also provide considerable GABAergic innervation of 
cortical regions [ 8 11. 

Neuromodulation does not necessarily only arise from 
sources external to the cortex, but can involve local 
mechanisms of control. Local cortical activity can influ- 
ence the release of substances with effects which could 
only be classified as neuromodulatory. The influence of 
glutamate itself at metabotropic receptors may be more 
effectively classified as modulatory. As discussed below, 
activation of metabotropic receptors by trans-ACPD or 
L-AP4 can suppress excitatory synaptic transmission 
[ 106,128]. Similarly, some of the effects of GABA may be 
classified as modulatory, such as the suppression of exci- 
tatory and inhibitory synaptic transmission mediated by 
GABAn receptors (see Fig. 2), as revealed by experiments 
with the GABA, agonist baclofen [ 39,137,218]. In con- 
trast to glutamate, however, these GABAergic influences 
might arise either from release of GABA by local inter- 
neurons, or GABA released from the innervation arising 
from the basal forebrain. GABAergic cortical interneu- 
rons may also release putative neuromodulators such as 
somatostatin and cholecystokinin [57]. Finally, it is pos- 
sible that cortical activity directly influences the release of 
neuromodulators such as acetylcholine and norepineph- 
rine from axonal varicosities, without requiring a long 
feedback loop through subcortical structures. 

2. Physiology of neuromodulation 

2.1. Historical perspective 

Descriptions of the effects of neuromodulatory sub- 
stances have been influenced by terminology derived from 
specific electrophysiological techniques - either single 
unit recording or electroencephalography. While the data 
obtained from these techniques is useful and should be 
considered in analyzing the role of neuromodulators in 
cortical function, classifying neuromodulators primarily in 
terms of these effects often obscures their influence on 
cellular physiology. 

In particular, too often clinical researchers refer to the 
neuromodulatory influences of substances such as dopam- 
ine or norepinephrine as ‘excitatory’ or ‘inhibitory’. This 
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terminology appears to have primarily arisen from studies 
in which the influence of iontophoretic application (or 
even systemic application) of agonists and antagonists 
was analyzed in terms of the firing rate of cortical neurons. 
Increases in firing rate led to the label ‘excitatory’, while 
decreases in firing rate led to the label ‘inhibitory’. What 
these categories neglect is that an increase in firing rate 
could result from any or all of a number of sources, in- 
cluding direct depolarization, suppression of currents me- 
diating adaptation, suppression of inhibitory synaptic 
transmission, or direct inhibition of inhibitory interneu- 
rons. Conversely, ‘inhibition’ in this context could arise 
from direct hyperpolarization, enhancement of currents 
mediating adaptation, suppression of excitatory intrinsic 
synaptic transmission, or direct excitation of inhibitory 
interneurons. As described below, the ambiguous results 
of many of these experiments could result from the fact 
that neuromodulators have different cellular effects which 
would lead to both increases and decreases in the firing 
rate of individual cortical neurons during iontophoretic 
application of a neuromodulator. 

A more complex classification scheme comes from ana- 
lyzing the influence of neuromodulators (usually systemic) 
on the properties of evoked potentials or the EEG (fre- 
quently quantified in terms of influences on separate com- 
ponents of the power spectra). Again, these influences are 
ultimately due to neuromodulatory effects at the cellular 
level influencing the dynamical properties of cortical net- 
works. This review will emphasize the analysis of neuro- 
modulatory effects at the cellular level, which allows a 
more direct mapping to the processing units commonly 
used in computational models of the cortex. 

2.2. Modulation of excitatory synaptic transmission 

One of the clearest modulatory effects is the suppression 
of excitatory synaptic transmission in cortical structures, 
as shown in Fig. 2. This effect has been most extensively 
analyzed in the hippocampus and piriform cortex, where 
the laminar segregation of fiber pathways and excitatory 
synapses allows isolation of synaptic field potentials and 
discrete stimulation of specific fiber pathways during intra- 
cellular and extracellular recording. 

2.2.1, Acetylcholine (muscarinic) 
In early tangential slices of the dentate gyrus, Yama- 

moto and Kawai [246] described suppression of synaptic 
potentials evoked in stratum moleculare during perfusion 
with carbachol. Suppression of synaptic transmission by 
acetylcholine was later described in stratum radiatum of 
region CA1 of the hippocampus [72,117,227]. Cholinergic 
suppression of field potentials has also been described in 
tangential slices of the piriform cortex [239,240] and in 

brain slice preparations of the prefrontal cortex [ 2291 and 
primary visual cortex [29]. 

Recent experiments have demonstrated a clear laminar 
selectivity of the choline& suppression of synaptic trans- 
mission in cortical structures [ 107-109,123]. Many of the 
earlier studies appeared to assume that the suppression of 
excitatory synaptic transmission was uniform at different 
sets of synapses in cortical structures [227], though the 
functional value of such uniform suppression is unclear. 
However, even in tangential slices of t.he dentate gyrus, 
differences in the amount of suppression were noted de- 
pending upon the side of the slice being studied [246]. 
Later experiments in transverse slices revealed that cho- 
linergic agonists have little effect in the outer molecular 
layer (receiving afferents from the lateral entorhinal cor- 
tex), but more strongly suppress synaptic transmission in 
the middle molecular layer (receiving input from the me- 
dial entorhinal cortex) [ 1231. A similar pattern of laminar 
selectivity appears in the piriform cortex, where acetylcho- 
line and cholinergic agonists strongly suppress synaptic 
transmission at intrinsic and associational fibers in layer 
Ib, while having little effect on afferent fiber synaptic trans- 
mission in layer Ia [ 1071. Laminar selectivity for suppres- 
sion of synaptic transmission also appears in hippocam- 
pal region CAl, where cholinergic agonists more strongly 
suppress synaptic transmission in stratum radiatum com- 
pared to stratum lacunosum-moleculare [ 1091. This com- 
mon pattern of effects in different cortical regions suggests 
that the selective suppression of synaptic transmission 
may represent a basic principle of cortical function. 

2.2.2. Norepinephrine (alpha) 
As described below, norepinephrine has postsynaptic 

effects similar to acetylcholine, yet its influence on excita- 
tory synaptic transmission is less clear. Some studies in 
hippocampal region CA1 have found no effect of norepi- 
nephrine on the slope of excitatory synaptic potentials 
[ 148,168]. However, norepinephrine has been shown to 
suppress excitatory synaptic transmission in cultures of 
region CA3 of the rat hippocampus [202], in the piriform 
cortex [228], and in neocortical slices [65] through acti- 
vation of alpha receptors. It is surprising that norepineph- 
rine does not suppress excitatory transmission in stratum 
radiatum of CA1 [ 1481, since these synapses arise from 
CA3 pyramidal cells which show suppression at other 
synapses, including the excitatory synapses in stratum ra- 
diatum of CA3 [202] and excitatory synapses on inhibi- 
tory interneurons in CA1 [ 691. Norepinephrine suppresses 
synaptic transmission with laminar selectivity similar to 
acetylcholine in brain slice preparations of the piriform 
cortex [ 2281. The possible selective suppression of intrin- 
sic but not afIerent synaptic transmission by norepineph- 
rine might be enhanced by the apparent specificity of no- 
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radrenergic innervation for layers other than layer IV in 
the neocortex [ 1701. The possible suppression of synap- 
tic transmission by norepinephrine is consistent with its 
capacity for decreasing spontaneous activity of hippo- 
campal pyramidal neurons in vivo [54,55,205] for sup- 
pressing seizure activity in the piriform cortex and 
hippocampus [ 1741 and decreasing population spikes in 
the hippocampus in vitro [ 1771. 

2.2.3. Dopamine and serotonin 
There have been no reports of suppression of synaptic 

transmission in cortical structures by serotonin. Dopa- 
mine has been shown to have mixed influences on synaptic 
transmission in tangential slices of the piriform cortex [ 443, 
and has also been shown to enhance the NMDA compo- 
nent of synaptic potentials in the striatum and to modu- 
late gap junctions in the retina [68]. 

2.2.4. GABA (GABA,) 
The GABA, agonist baclofen has been shown to sup- 

press excitatory synaptic transmission in the molecular 
layer of the dentate gyrus [ 1371, in hippocampal regions 
CA3 and CA1 [ 12,39,123,201] and in the piriform cortex 
[ 421 [ 2 181. This suppression of synaptic transmission has 
a laminar selectivity similar to that caused by cholinergic 
modulation, with much stronger suppression in stratum 
radiatum than in stratum lacunosum-moleculare [ 12,391 
and stronger effects at intrinsic and associational synapses 
than at afferent synapses in piriform cortex [2 181. This 
similarity of effect suggests that the cholinergic and 
GABAergic innervation arising from the basal forebrain 
may have similar modulatory influences on synaptic trans- 
mission. 

2.2.5. Glutamate (metabotropic) 
Suppression of excitatory synaptic transmission has 

also been demonstrated with activation of a metabotropic 
glutamate receptor. The glutamate analogue, L-AP4, was 
shown to suppress synaptic transmission in the molecular 
layer of the dentate gyrus [ 1281. That study demonstrated 
laminar specificity of the modulation of synaptic transmis- 
sion, showing much stronger effects of L-AP4 in the outer 
molecular layer (note that this contrasts with the effect of 
cholinergic agonists). L-AP4 suppression of synaptic 
transmission has also been reported in region CA1 [80], 
though AP4 effects in this region were previously attrib- 
uted to postsynaptic antagonism [ 1271. More recently, 
L-AP4 has been demonstrated to have the same laminar 
specificity in the piriform cortex, more strongly suppress- 
ing afferent synaptic transmission in the superficial layer 
(layer Ia) [ 106,116]. Again, this contrasts with the lami- 
nar specificity of cholinergic and GABA, suppression of 
excitatory synaptic transmission. 

2.2.6. Other 
Excitatory synaptic transmission is also suppressed by 

adenosine in the piriform cortex [ 1711 and hippocampal 
region CA1 [ 7 1,167,201,247]. Neuropeptide Y has been 
shown to suppress synaptic transmission in hippocampal 
region CA1 [ 1261. The source of these neuromodulatory 
influences are as yet unclear, but like the influences at 
metabotropic receptors, the endogenous source of these 
effects is probably due to intrinsic activity within a corti- 
cal region, rather than innervation from subcortical neu- 
romodulatory nuclei. 

2.3. Modulation of pyramidal cell adaptation 

Perhaps the bulk of research on neuromodulatory agents 
has focused on the modulation of neuronal adaptation or 
accommodation. Pyramidal cells in the cortex respond to 
sustained current injection or excitatory synaptic input 
with an initial high firing rate which decreases over time 
[ 15,45,50,76,145-147,157,158,203,204]. This decrease is 
termed adaptation or accommodation, and appears to re- 
sult from the activation of voltage- and calcium-dependent 
potassium currents [ 15,47,48,136,146,203,204]. The cal- 
cium-dependent potassium current also causes a long- 
lasting hyperpolarization of the membrane potential after 
calcium influx caused by action potentials, a phenomenon 
termed the slow afterhyperpolarization (AHP). These 
properties of pyramidal cells contrast with the ability of 
inhibitory interneurons to respond with sustained firing in 
response to current injection [45,157]. A number of neu- 
romodulatory agents influence the voltage- and calcium- 
dependent potassium currents underlying adaptation and 
hyperpolarization. 

2.3.1. Acetylcholine 
Early recordings from cortical structures in vivo dem- 

onstrated an increase in firing activity of cortical neurons 
during application of cholinergic agonists [ 132-1341. This 
effect could be partly due to direct influences on pyrami- 
dal cell membrane potentials, and partly due to modula- 
tion of adaptation. Cholinergic agonists have been shown 
to suppress the adaptation of pyramidal cells in brain slice 
preparations of region CA1 of the hippocampus [ 1461 of 
the cingulate cortex [ 1581 and of the piriform cortex 
[ 15,225]. This effect has also been demonstrated during in 
vivo intracellular recording from cat somatosensory cor- 
tex [203] and motor cortex [242] This suppression of 
adaptation appears due to decreases in the conductance 
of the voltage-dependent M current [ 47,144] and calcium- 
dependent potassium currents [48,144] 

2.3.2. Norepinephrine 
The effects of norepinephrine on neuronal adaptation 

are very similar to acetylcholine. Acting at beta receptors, 
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noradrenergic agonists appear to shut down the calcium- 
dependent potassium current, thereby decreasing adapta- 
tion in response to sustained current injection [ 145,147]. 
This appears to be an influence on the same channels 
influenced by cholinergic modulation, though mediated via 
a different second messenger pathway (see [ 1811 for re- 
view). Coupled with the evidence for noradrenergic modu- 
lation of excitatory synaptic transmission, this suggests 
that acetylcholine and norepinephrine have very similar 
influences on cortical dynamics. The beta-adrenergic sup- 
pression of neuronal adaptation, followed by the alpha- 
adrenergic suppression of synaptic transmission could ex- 
plain the initial increase followed by the decrease in 
population spikes during noradrenergic modulation [ 173, 
1771. 

2.3.3. Dopamine 
Dopamine has been reported to both enhance the after- 

hyperpolarization [20,21,24,63] and suppress the after- 
hyperpolarization potential in hippocampal pyramidal 
cells [ 1501. The suppression of afterhyperpolarization with 
high doses of dopamine has been attributed to cross re- 
activity of dopamine with /3-noradrenergic receptors, since 
this effect can be blocked by propranolol [ 1501. This lat- 
ter study reported slight hyperpolarizations induced by 
dopamine, but did not see an increase in hyperpolarization 
at any concentration of dopamine. Despite the strong in- 
fluence on the AHP current, no change in number of ac- 
tion potentials was reported in that study. A recent study 
suggested that activation of Dl receptors enhances and 
activation of D2 receptors suppresses the afterhyperpo- 
larization currents [ 241. 

2.3.4. Serotonin 
Similar to acetylcholine and norepinephrine, serotonin 

has been shown to suppress the adaptation of cortical 
pyramidal cells, thereby increasing excitability. Serotonin 
decreases pyramidal cell adaptation in current clamp re- 
cording [ 11,41,209], and voltage-clamp recording suggests 
that as with acetylcholine and norepinephrine this is due 
to suppression of the calcium-dependent potassium cur- 
rent underlying long-term afterhyperpolarization [ 4 1,209]. 
In contrast to acetylcholine, however, serotonin simulta- 
neously causes hyperpolarization of the membrane poten- 
tial through activation of a calcium-independent potassium 
current [ 11,4 1,209]. 

2.3.5. GABA (GABA,) 
The GABA, agonist baclofen has strong effects on 

membrane potential, but has not been reported to influ- 
ence adaptation characteristics of cortical pyramidal cells 
[ 179,180]. This is also the case for the metabotropic 
glutamate receptor agonists such as trans-ACPD. 

2.4. Modulation of inhibitory synaptic transmission and 
inhibitory interneuron excitability 

In addition to the regulation of excitatory synaptic 
transmission, neuromodulators appear to regulate inhibi- 
tory synaptic transmission. These effects are more difficult 
to characterize experimentally for a variety of reasons. 
Inhibitory synaptic potentials are difficult to distinguish 
with extracellular recording. Inhibitory synaptic potentials 
can be more effectively detected with intracellular record- 
ing, but these potentials are usually disynaptic, i.e. stim- 
ulation activates excitatory synapses on inhibitory inter- 
neurons, which subsequently causes inhibitory potentials 
in the neuron impaled by the recording electrode. Thus, 
suppression of inhibitory potentials could have resulted 
from suppression of the excitatory input to the inhibitory 
neuron, or of the inhibitory potentials themselves. Finally, 
inhibitory interneurons are considerably more difficult to 
impale, preventing discrete activation of these neurons. 
However, considerable evidence has been gathered show- 
ing modulatory effects on inhibitory interneurons. 

2.4.1. Acetylcholine 
Cholinergic agonists have been shown to suppress in- 

hibitory synaptic potentials in the hippocampal formation. 
In whole cell clamp recordings, the cholinergic agonist 
carbachol suppresses spontaneous GABA, inhibitory 
synaptic potentials, suggesting a direct suppression of the 
release of synaptic vesicles containing GABA [ 1911. 
Surprisingly, carbachol also increases the number of 
miniature synaptic potentials presumed to result from 
the spontaneous spiking of inhibitory interneurons [ 1911, 
this coincides with other evidence suggesting a direct 
excitation of inhibitory interneurons by acetylcholine 
[ 1581. Thus, acetylcholine appears to simultaneously in- 
crease spiking activity in inhibitory interneurons, while 
decreasing synaptic transmission from these neurons. UI- 
timately, this is similar to the influence on cortical pyra- 
midal cells. 

2.4.2. Norepinephrine 
Many studies have focused more on the noradrenergic 

suppression of inhibition than on noradrenergic suppres- 
sion of excitatory synaptic transmission. Suppression of 
inhibition by NE was first reported in the olfactory bulb 
[ 1211 and in that structure appears to involve direct sup- 
pression of the release of GABA [223]. Suppression of 
inhibition has also been reported in the hippocampus 
[ 148,168] in the form of increased size and numbers of 
population spikes. However, this noradrenergic disinhibi- 
tion in the hippocampus appears to be due to a suppres- 
sion of excitatory synaptic transmission onto inhibitory 
interneurons [69]. Despite this suppression of synaptic 
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input, norepinephrine also appears to enhance the spon- 
taneous activity of these interneurons [ 69,87,148]. 

2.4.3. Dopamine and serotonin 
Both dopamine and serotonin appear to directly en- 

hance the activity of inhibitory interneurons in the piriform 
cortex [ 87,209], based on striking increases in spontane- 
ous inhibitory potentials in the presence of these modula- 
tory agents. 

2.4.4. GABA (GABA,) 
Similar to its suppression of excitatory synaptic trans- 

mission, the GABA, agonist baclofen suppresses inhibi- 
tory synaptic transmission in brain slice preparations of 
the hippocampus [ 1241 and neocortex [ 1181. While the 
GABAn mediated suppression of inhibitory synaptic 
transmission could be interpreted as feedback regulation 
of inhibitory synaptic transmission, in the manner that 
metabotropic receptor effects on glutamatergic synaptic 
transmission have been interpreted, the influence of ba- 
clofen on excitatory synaptic transmission seems incom- 
patible with this interpretation. Perhaps a more plausible 
explanation would be that inhibitory synaptic transmis- 
sion must be modulated in a manner proportional to ex- 
citatory synaptic transmission. 

2.4.5. Other 
Endogenous opiates such as the enkephalins suppress 

inhibitory influences in a number of structures. In the hip- 
pocampus, the enkephalin analogue DALA blocks pure 
monosynaptic IPSPs (revealed in presence of CNQX and 
AP5) via hyperpolarization of inhibitory interneurons [ 371. 
Adenosine does not block inhibitory synaptic transmis- 
sion in hippocampal region CA1 [247]. 

2.5. Modulation of resting membrane potential 

There is a gray area in the categorization of a substance 
as a neurotransmitter or neuromodulator. Many neuro- 
modulatory substances can influence the resting mem- 
brane potential of neurons, causing slow depolarizations 
or hyperpolarizations which are frequently referred to as 
synaptic potentials, despite their much slower time con- 
stant in comparison to glutamatergic or GABA, synaptic 
potentials. Again, it may be more accurate to classify ef- 
fects with regard to receptor subtypes, distinguishing be- 
tween ionophore receptors and receptors coupled indi- 
rectly to ion channels. In this context, it is easy to 
distinguish between the more rapid effects of glutamate 
at AMPA and NMDA ionophore receptors, and the 
slower effects at metabotropic receptors; the rapid effects 
of GABA at GABA, receptors, vs. the slower effects at 
GABA, receptors; the rapid effects of acetylcholine at 

nicotinic receptors, vs. the slower effects at muscarinic 
receptors, and so on. Here we will describe only changes 
in resting membrane potential which appear to be due 
to receptors coupled indirectly to ion channels, with pri- 
mary influences on potassium currents. These effects are 
usually smaller and longer-lasting than ionophore effects, 
and may have a more modulatory influence on cortical 
dynamics. 

2.5.1. Acetylcholine 
Application of cholinergic agonists consistently causes 

a slow depolarization of the resting potential of cortical 
pyramidal cells [ 22,40,146], after both iontophoretic ap- 
plication or bath application in brain slice preparations 
This effect appears to be due to suppression of a tonically 
active potassium current [ 1441, thereby causing move- 
ment away from the reversal potential of potassium, which 
usually lies below resting potential. 

2.5.2. Norepinephrine 
Though norepinephrine suppresses adaptation currents 

in the same manner as acetylcholine, norepinephrine dif- 
fers from acetylcholine in that it has commonly been re- 
ported to cause hyperpolarization of membrane potential 
[ 1471. 

2.5.3. Dopamine 
Dopamine has been reported to occasionally cause a 

small hyperpolarization of membrane potential [ 1501, but 
this has been attributed to action at noradrenergic or se- 
rotonergic receptors. 

2.5.4. Serotonin 
While its effect on adaptation and afterhyperpolariza- 

tion is the same as acetylcholine, serotonin differs in that 
it has a clear hyperpolarizing effect on resting membrane 
potential [ 10,11,41,209]. This appears to be due to direct 
activation of a membrane potassium current via 5-HT,, 
receptors. The potassium current appears to be the same 
current activated by GABAn receptors [9]. Thus, during 
initial perfusion of serotonin in slice preparations, the re- 
sponse to low current intensities is decreased due to hy- 
perpolarization, while the response to high current inten- 
sities is increased due to the suppression of adaptation 
[ 101. 

2.5.5. GABA, 
The most familiar effect of GABA, receptor activation 

is probably the slow hyperpolarization of membrane po- 
tential due to activation of potassium currents. In addition 
to the suppression of excitatory and inhibitory synaptic 
transmission discussed above, the GABA, agonist ba- 
clofen causes hyperpolarization of pyramidal cell mem- 
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brane potentials [ 179,180]. This effect is most commonly 
observed after synaptic stimulation, when activation of 
GABA, receptors induces the slow, potassium-dependent 
component of the synaptic potential [ 118,224], which fol- 
lows the fast, chloride-dependent GABA, potential. 

2.5.6. Other 
Adenosine also hyperpolarizes pyramidal cell mem- 

brane potential through increases in potassium conduc- 
tance [90], but neuropeptide Y has no observed effect on 
resting membrane potential [ 1261. 

2.6. Modulation of synaptic mod#ication (long-temz potentia- 
tion) 

Many neuromodulatory substances have been impli- 
cated in memory function. Because of this, considerable 
work has focused on how neuromodulatory substances 
influence synaptic modification, especially long-term po- 
tentiation. 

2.6.1. Acetylcholine 
A number of studies have demonstrated that, at the 

same time as they suppress excitatory synaptic transmis- 
sion, cholinergic agonists enhance the relative amplitude 
of long-term potentiation phenomena in the dentate gyrus 
[ 3 1 ] region CA1 of the hippocampal formation [26,119], 
the piriform cortex [ 161, and in neocortical structures 
[29,142]. In the hippocampus, this potentiation may be 
related to the induction of theta frequency oscillatory dy- 
namics [ 1191. This cholinergic effect on synaptic modifi- 
cation may be due to a direct enhancement of the mecha- 
nisms involved in long-term potentiation, such as the 
enhancement of NMDA currents [ 151,152]. It may also 
be due to indirect effects of the choline+ modulation of 
activation dynamics, such as the suppression of neuronal 
adaptation [ 151. 

2.6.2. Norepinephrine 
Considering its similarity with other effects of acetyl- 

choline, it is perhaps not surprising that considerable evi- 
dence supports the notion that norepinephrine enhances 
long-term potentiation in hippocampal region CA1 [ 1151 
the dentate gyrus [2 151 and in the neocortex [29]. 

2.6.3. Serotonin 
Serotonin has been reported to suppress the induction 

of long-term potentiation at commissural synapses in stra- 
tum radiatum of hippocampal region CA3 [230]. Induc- 
tion of long-term potentiation has been reported to be 
decreased by both agonists and antagonists of dopamine. 

2.6.4. GABA, receptors 
The GABA, agonist baclofen has been shown to en- 

hance long-term potentiation in the hippocampal forma- 
tion [ 13,32,172,183], possibly through the disinhibitory 
influence of the suppression of inhibitory synaptic trans- 
mission [ 131. This suppression of inhibition may in par- 
ticular play a role in the greater capacity of theta-frequency 
(3-10 Hz) stimulation for inducing long-term potentia- 
tion. Suppression of inhibition by baclofen aids in the 
induction of LTP with theta-frequency stimulation [ 1721. 

3. Neuromodulation in computational models of cortex 

Most models of cognition are ultimately models of cor- 
tical function. Therefore, the processing characteristics of 
these models must eventually correspond in a one-to-one 
manner to the physiological properties of cortical struc- 
tures. By using the anatomical and physiological evidence 
available on cortical function, we can more rapidly obtain 
this one-to-one correspondance between model and real- 
ity. Research will only converge on a satisfactory model of 
cognitive function when work is simultaneously con- 
strained by anatomy and physiology as well as behavioral 
experiments. 

Currently, even most neural network models of cortical 
function are very highly simplified representations. Neural 
network models have tended to focus on the linear sum- 
mation of rapid excitatory or inhibitory effects of neu- 
rotransmitters, neglecting the intermediate time course of 
neuromodulatory influences. The spread of activity in these 
models primarily matches the effects of ionophore recep- 
tors (such as the AMPA and the GABA, receptor) in time 
course. Nonetheless, the effects of neuromodulatory sub- 
stances can be analyzed within the theoretical framework 
provided by these models, as described below. By mod- 
eling the effects of neuromodulators in cortical networks, 
the physiological influence of these substances can be re- 
lated directly to their function, without intervening levels 
of theoretical description which do not correspond directly 
to a biological substrate. 

3.1. Spread of activity 

Neural network models must account for the spread of 
activity within cortical networks. This spread of activity 
includes both the properties of synaptic transmission and 
the input/output function of individual neurons. Any 
model of neuromodulation must effectively represent the 
influence of neuromodulatory substances on these prop- 
erties. 
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3.1. I. Synaptic transmission 
In neural network models, the spread of neuronal ac- 

tivity across a set of synapses is commonly represented by 
matrix multiplication [ 8,93,114,129]. The firing rate of one 
population of neurons is represented by a vector, which is 
multiplied by a matrix with elements representing the ex- 
citatory or inhibitory strength of individual synapses. The 
resulting vector represents the summed synaptic influence 
on each of the postsynaptic neurons. 

While modulation of synaptic transmission is a promi- 
nent effect of a number of different neuromodulators, few 
neural network models have analyzed the role of this 
modulation of synaptic transmission. Neuromodulation of 
excitatory and inhibitory synaptic transmission can be 
represented by simply multiplying the synaptic connectiv- 
ity matrix by a parameter representing the strength of sup- 
pression [ lOO-103,108,109]. 

Neural network models of cortical function differ with 
regard to the flow of activity through the network. In many 
models, activity flows through the network in a purely 
feedforward manner, giving a certain output dependent 
upon a specific input. Most models of the formation of 
feature detectors in visual cortex have this characteristic 
[ 92,143,166]. These networks have relatively simple acti- 
vation dynamics, and are usually analyzed primarily in 
terms of learning properties. In contrast, the associative 
memory models described below commonly contain exci- 
tatory recurrent (intrinsic) or feedback type connectivity. 
These networks have more complicated activation dynam- 
ics, which are commonly analyzed with regard to settling 
into an attractor state [ 6,114]. The selective suppression 
of synaptic transmission by neuromodulators such as ace- 
tylcholine may play an important role in regulating the 
relative influence of these two different types of activation 
dynamics [ 101,108,109]. 

3.1.2. Modulation of inhibitory synaptic transmission 
It is often difficult to draw comparisons between neu- 

ral network models and cortical function because of the 
tendency in models to lump together different types of 
neurons. In particular, most attractor neural network 
models and backpropagation models use networks in 
which units can make both excitatory and inhibitory con- 
nections with other units. This is highly unrealistic, since 
real cortical pyramidal cells can only cause inhibitory 
effects on other pyramidal cells via inhibitory interneurons 
which are simultaneously receiving input from a large 
number of other neurons and sending output to a large 
number of neurons. An individual pyramidal cell can have 
a very specific excitatory effect on other pyramidal cells 
through direct excitatory synapses, but its inhibitory effects 
will be considerably less specific due to mediation by 
interneurons. Effective representation of the modulation of 

inhibition requires a separate representation of inhibitory 
interneurons in models. 

3.1.3. Input-output functions 
The input/output function of a modeled neuron 

describes how the output of that neuron (usually the fir- 
ing rate) depends upon the synaptic input to that neuron. 
These input/output functions usually operate on a varia- 
ble representing either the membrane potential of the neu- 
ron or the total membrane current which changes accord- 
ing to the sum of synaptic inputs. Most models of cortical 
function put this summed input through a non-linear func- 
tion which attempts to replicate the firing properties of 
neurons. One non-linear function (the threshold-linear 
function) simply gives zero output for input below the 
threshold, and gives output directly proportional to input 
for input above the threshold [ 91,220]. Here the thresh- 
old corresponds to the physiologically determined firing 
threshold, and the slope of the line reflects how firing rate 
depends upon membrane potential. 

In contrast, a larger number of neural network models 
use what are commonly referred to as sigmoid input- 
output functions, including most networks trained by 
back-propagation of error [ 155,197,248,249] and attractor 
neural networks [ 6,114]. The sigmoid input-output func- 
tion increases slowly for values well below threshold, rap- 
idly for values around threshold, and tapers off to an as- 
ymptote for values above threshold. The threshold of these 
functions does not correspond to the physiological thresh- 
old, but rather to the half-maximal output of the unit. 
Commonly, these functions contain an additional gain 
term which regulates the steepness of the function around 
its threshold. Effects of neuromodulators have been mod- 
eled as changing the gain of the sigmoid input/output func- 
tion [38,208]. This change in gain will cause both an in- 
creased output for input values above threshold, and a 
decreased output for input values below threshold, as 
shown in Fig. 3. 

Neither of these input-output functions accounts for 
the properties of neuronal adaptation, because they re- 
main static, unchanged by the previous output of the neu- 
ron. In contrast, the majority of cortical pyramidal cells 
show neuronal adaptation, in which firing frequency de- 
creases dependent upon previous spiking activity [ 15,45, 
50,76,145-147,157,158,203,204]. As described above, a 
predominant influence of neuromodulators is on the ad- 
aptation characteristics of cortical neurons. This influence 
of neuromodulators has not been effectively modeled by 
changes in static input/output functions, but requires di- 
rect simulation of the adaptation characteristics of corti- 
cal neurons [ 14,15,105] (see Fig. 3). This can be obtained 
by representation of intracellular calcium concentration 
and the calcium-dependent potassium current in both bio- 
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Biophysical Simulation 

Sigmoid input/output function 

Fig. 3. Illustration of different representations of the input/output func- 
tion of real and simulated neurons. Three-dimensional plots show tiring 
frequency (computed as the reciprocal of interspike interval) vs. ampli- 
tude of injected current vs. time (during a 1 second current injection). 
Left: a real piriform cortex pyramidal cell shows a high initial firing rate 
which drops off due to adaptation as the current injection continues. Top 
right: a detailed biophysical representation of pyramidal cells explicitly 
models this adaptation [ 151. Bottom right: the standard neural network 
representation of neuron input/output functions as a static sigmoid func- 
tion does not effectively represent the adaptation characteristics of neu- 
rons. 

physical simulations and more abstract representations of 
neuronal activity. 

3.2. Learning mechanisms 

Most neural network models focus on learning. These 
systems are required to learn new associations between 
input and output patterns, or form self-organized repre- 
sentations of input patterns. This leads to a focus on the 
mechanisms of synaptic modification. 

3.2.1. Synaptic mod$cation 
Most neural network models implement learning 

through modification of synaptic strength. Thus, in addi- 
tion to a rule describing the spread of activation through 
the network, many models use a learning rule describing 
how synaptic strength is modified dependent upon varia- 
bles such as pre- and postsynaptic activity. Rules which 
depend upon the product of pre and postsynaptic activity 
are commonly referred to as Hebbian learning rules. Con- 
siderable physiological evidence suggests these learning 
rules are realistic for some types of synaptic modification 
[ 125,238]. In contrast to these rules, some of the most 
popular algorithms for connectionist models of cortical 
function involve learning rules based on the explicit com- 

putation of an error signal - i.e. the difference between 
actual output and desired output - and changes in synap- 
tic connections designed to decrease this error. This in- 
cludes the popular back-propagation of error algorithm 
[ 156,197]. However, it is unlikely that cortical networks 
explicitly compute an error signal, though the dynamical 
interactions within cortical structures might ultimately re- 
sult in connection changes which minimize error without 
explicitly computing that error. 

The modulation of synaptic modification phenomena 
such as long-term potentiation [ 16,26,3 1,115] can be rep- 
resented in a number of different ways, including changes 
in the rate constant of learning and in the threshold of 
synaptic modification. More detailed physiological experi- 
ments are necessary to determine the most realistic rep- 
resentation of the modulation of synaptic modification. 

3.2.2. Change in other parameters 
Long-term changes in other cortical parameters could 

also affect network function, though few models have ana- 
lyzed these properties. Some work has focused on how 
changes in the adaptation currents of pyramidal cells could 
be used to store information [23,193], and some experi- 
mental work supports the possibility that such changes 
underlie learning [50,64]. These types of models com- 
monly make reference to the currents underlying adapta- 
tion, frequently proposing that cholinergic modulation may 
trigger long-term changes in adaptation in neurons which 
are active. The relative amplitude of the A current and 
AHP current in different neurons could determine the di- 
rections in which activity spreads for a given input pattern. 
However, the storage of information in this form has a 
much smaller capacity, since the learning occurs at the 
level of individual neurons rather than individual synapses. 
This suggests that long-term changes in adaptation char- 
acteristics are likely to be selective to particular subregions 
of the dendritic tree, or to be combined with changes in 
synaptic strength. 

3.3. Self-organization and associative memory function 

Models of cortical function which do not use error cor- 
rection learning rules will be described here with reference 
to two basic categories: associative memory models and 
self-organizing systems. While individual examples of 
these models differ considerably, modifiable synapses in 
these models can be classified on the basis of a single 
criterion - the extent to which the spread of activity across 
the modifiable synapse influences postsynaptic activity 
during learning. As shown in Fig. 4, if the modifiable syn- 
apses are the primary influence on postsynaptic activity 
during learning, these synapses are self-organizing, if the 
modifiable synapses have no influence on postsynaptic 
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Fig. 4. Two classes of synaptic function in cortical models using Heb- 
bian learning (strengthening of synapses dependent upon pre and 
postsynaptic activity). Size of arrow indicates strength of synaptic trans- 
mission during learning. A: self-organization. Modifiable synapses be- 
tween region 1 and 2 undergo self-organization if these synapses are the 
predominant influence on postsynaptic activity during learning. This 
allows the formation of feature detectors or other more compressed 
representations of region 1 activity. Suppression of synaptic transmission 
prevents other postsynaptic input from guiding the synaptic modifrca- 
tion. B: associative memory function. Modifiable synapses between re- 
gion 1 and 2 store an association between pre- and postsynaptic activ- 
ity if these synapses are not the predominant influence on postsynaptic 
activity during learning. Suppression of synaptic transmission at the 
modifiable synapses during learning prevents previously stored associa- 
tions from being recalled, allowing other input to determine the postsyn- 
aptic activity during learning. During recall, this suppression must be 
removed. C: combination. Selective suppression of synaptic transmis- 
sion during learning (small arrow) allows combination of self- 
organization and associative memory function in the same network. 

activity during learning, these synapses mediate associa- 
tive memory function. 

3.3.1. Associative memory models 
Synapses with associative memory function store asso- 

ciations between pre and postsynaptic activity patterns 
such that when presented with a previously learned pat- 
tern of presynaptic activity, they recall the associated pat- 
tern of postsynaptic activity. In associative memory mod- 
els, modifiable synapses are not the predominant influence 
on postsynaptic activity during learning. The postsynap- 
tic activity is determined by separate afIerent input to the 
postsynaptic neuron. This ensures that the modification of 
the synapse stores an association between the pre and 
postsynaptic patterns of activity without influencing those 
patterns of activity. 

This characteristic of associative memory models re- 
quires a change in activation dynamics between learning 
and recall. During learning, the modifiable synapses must 
store associations without spreading sufficient activity to 
perturb those associations, while during recall these modi- 
fiable synapses must be capable of recalling the associa- 
tions without any other postsynaptic input. In these 
models, network activity is commonly clamped to the pat- 
tern of afferent input during learning. This technique is 

used in the early linear associative memories [4,7,129] and 
in the later attractor neural networks [ 1,6,114,220]. 

Associative memory models have commonly been de- 
scribed as basic models of cortical function [ 6,130,222]. 
In particular, autoassociative memory function has been 
attributed to the piriform cortex [94,95,100,103,105,108, 
110,241] and region CA3 of the hippocampus [73,153, 
162,222]. The SchaEer collaterals from region CA3 to 
CA1 have been proposed to underlie heteroassociative 
memory function [ 109,139,161]. 

Neuromodulatory influences may provide the ideal 
means of changing activation dynamics between learning 
and recall. In particular, the effects of acetylcholine within 
cortical networks appear to set the appropriate dynamics 
for learning in an associative memory [ lOO-103,108,109]. 
The selective suppression of one set of synapses allows 
modification of these synapses to store associations, while 
the absence of suppression at another set of synapses 
allows these synapses to set the postsynaptic activity dur- 
ing learning. Selective suppression of synaptic transmis- 
sion has been demonstrated in both the piriform cortex 
[ 1071 and region CA1 ofthe hippocampal formation [ 1091. 

3.3.2. Self-organizing systems 
Synapses which undergo self-organization cause post- 

synaptic activity to form a compressed or altered repre- 
sentations of input from another region. This function 
requires that the modifiable synapse be the predominant 
influence on postsynaptic activity during learning. 

Self-organizing systems have been presented as models 
of the formation of feature detectors in the primary visual 
cortex [92,143,166], and the formation of topographic 
maps in cortical structures [ 1661. Neuromodulators ap- 
pear to play an important role in this self-organization in 
biological systems, since combined blockade of the cho- 
linergic and noradrenergic innervation of visual cortex has 
been shown to interfere with formation of feature detec- 
tors [ 181, and the response characteristics of these feature 
detectors are strongly influenced by cholinergic neuro- 
modulation [ 165,2 111. Neuromodulatory influences may 
therefore play an important role for making transitions 
between learning and recall for self-organizing systems as 
well. In particular, in cortical networks, intrinsic and feed- 
back synapses appear to outnumber tierent input and 
feedforward synapses [ 661. Modulation of synaptic trans- 
mission and neuronal adaptation may play an important 
role in determining whether the synapses undergoing self- 
organization are allowed to be the predominant influence 
on postsynaptic activity. 

3.3.3. A common algorithm of cortical function 
Neuromodulation may be particularly important for the 

combination of self-organization and associative memory 
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function in cortical networks. The cortex ultimately must 
take in a range of sensory and kinesthetic information, and 
guide appropriate behavioral responses. This requires the 
ability to form links between stimulus and behavior, but 
also to form more sophisticated representations of the 
environment to enhance the generality and accuracy of the 
associations. Ultimately, models of cortical function 
should consist of synaptic connections with the properties 
of both self-organization or associative memory function. 

Few models have attempted to combine self-organiza- 
tion and associative memory function in a single network, 
since these types of functions involve different learning 
dynamics. As shown in Fig. 4, the suppression of synap- 
tic transmission during learning provides an ideal mecha- 
nism whereby associative memory function and self- 
organization can be combined in the same network. This 
prevents synapses with associative memory function from 
being the predominant influence on postsynaptic activity, 
and also prevents associative memory synapses from in- 
terfering with the modification of synapses undergoing 
self-organization. The influence of acetylcholine and nore- 
pinephrine on cortical neurons is ideal for setting the ap- 
propriate learning dynamics for combining self-organiza- 
tion and associative memory function. Networks which 
combine self-organization and associative memory func- 
tion without neuromodulatory influences must use differ- 
ent dynamical features to prevent synaptic transmission at 
synapses with associative memory function from interfer- 
ing with their own modification or with the modification 
of synapses undergoing self-organization. Examples of 
such networks are adaptive resonance theory (ART) 
[ 35,361 and counterpropagation networks [ 1111. 

In the framework of these general functional character- 
istics, the following section presents a theory of the role of 
cholinergic modulation in the piriform cortex, hippocam- 
pus and neocortex. 

4. A theory of cortical neuromodulation: shifting from 
intrinsic recall to extrinsic stimulation 

In this section, a theory of the role of neuromodulation 
in cortical function will be proposed, with an emphasis on 
the possible role of acetylcholine in the cortex. In general, 
acetylcholine is proposed to switch the dynamics of cor- 
tical function from a state in which activity is determined 
primarily by intrinsic synapses mediating recall based on 
previous learning to a state in which activity is determined 
primarily by extrinsic stimulation arriving along afferent 
input fibers. This modulation is essential for both asso- 
ciative memory function and self-organization. For syn- 
apses mediating associative memory function, acetylcho- 
line suppresses transmission during learning, preventing 

the modifiable synapse from being the predominant influ- 
ence during learning. For synapses undergoing self- 
organization, acetylcholine allows these synapses to be- 
come the predominant influence on postsynaptic activity 
by suppressing other input and enhancing neuronal re- 
sponsiveness. These basic functions will be described in 
the context of models of the piriform cortex, hippocampus 
and neocortex. 

4. I. Neuromodulation in the piriform cortex 

In modeling research, the piriform cortex has been pro- 
posed to operate as both an auto-associative memory 
[ 14,94,95,100,102,103,105,108,110,241] and as a self- 
organizing network for categorization of odors [ 51. These 
two different views are not incompatible. The former re- 
quires modification of excitatory feedback synapses within 
this region, while the latter requires modification of alfer- 
ent and feedforward synapses. 

If the piriform cortex functions as an associative me- 
mory, this requires different dynamics during learning and 
recall, to prevent synaptic transmission at excitatory feed- 
back synapses from interfering with the storage of new 
patterns. The selective suppression of excitatory intrinsic 
synaptic transmission by substances such as acetylcholine 
[ 1071, norepinephrine [228] and baclofen [218] could 
provide the appropriate dynamics for learning in this net- 
work. The role of this suppression in auto-associative me- 
mory function in piriform cortex is summarized in Fig. 5, 
with discussion of possible feedback regulation of cholin- 
ergic modulation. This selective suppression could allow 
self-organization of atferent input from the olfactory bulb 
to proceed without interference from excitatory intrinsic 
synapses [ 101,103,110]. Previous models of the piriform 
cortex as a self-organizing system have focused on purely 
feedforward connections, without considering possible 
interference due to feedback [ 51. 

4.2. Neuromodulation in the hippocampus 

The hippocampus has been a focus for modeling of 
cortical function, due to the experimental evidence sug- 
gesting a role for this structure in learning of specific epi- 
sodic information [ 2 14,250]. A large number of research- 
ers have focused on this area, but several common themes 
have emerged in actual computational models of this re- 
gion, as summarized in Figs. 6 and 7 and below. 

1. Perforant path synapses in the dentate gyrus have 
been proposed to undergo self-organization to form a 
sparse, distributed representation of atferent input from a 
range of modalities [ 153,161-163,195]. 

2. The mossy fibers-projecting from dentate gyrus to 
region CA3 have been proposed to make the dentate 
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Fig. 5. Theory of cholinergic modulation in piriform cortex. Cholinergic 
modulation arises from the horizontal limb of the diagonal band of Broca 
(HDB). 1. A novel pattern of activity in the olfactory bulb initially does 
not elicit strong activity in the piriform cortex, because it does not match 
the pattern of atTerent or intrinsic connectivity. Choline@ modulation 
remains high. The suppression of synaptic transmission (shaded line) 
ensures that the spread of activity across intrinsic synapses does not 
interfere with learning. The suppression of adaptation enhances the re- 
sponse to afferent synapses, which are not suppressed. 2. As Hebbian 
synaptic modification takes place, aB’erent fiber synapses undergo self- 
organization, strengthening connections to activated cortical neurons 
and weakening connections to inactive neurons. As cortical neurons 
become more active, intrinsic fiber synapses are strengthened between 
the active neurons. Cortical activity increases and cholinergic modula- 
tion starts to decrease. 3. When cortical activity is sufficiently strong, 
choline& modulation is suppressed. This allows recall mediated by 
intrinsic fiber synapses to dominate the activation dynamics. The net- 
work has made the transition from learning to recall. 

activity pattern even more sparse due to low probability 
of connectivity [ 153,161-163,195,221]. However, the 
strength and proximity of these synapses to the cell body 
are proposed to allow them to clamp activity to the desired 
pattern - in some cases these are referred to as ‘detonator’ 
synapses [ 153,161-1631. 

3. Excitatory feedback synapses in stratum radiatum of 
region CA3 have been proposed to mediate auto- 
associative storage of patterns of activity in region CA3 
[73,104,153,162,222]. 

4. SchatTer collaterals from region CA3 to CA1 have 
been proposed to mediate heteroassociative modification, 
storing associations between patterns of activity in region 
CA3 and the associated pattern in region CA1 [ 109,139, 
1611. 

5. Perforant path inputs directly to region CA1 and CA3 
have been proposed to undergo self-organization, storing 

Entorhinal cortex 

Medial septum 

Fig. 6. Proposed function of synaptic connections within existing mod- 
els of the hippocampal formation. Top: anatomical structures. 1. Per- 
forant path synapses in the dentate gyrus undergo self-organization to 
form a sparse, distributed representation of input. 2. Mossy fibers from 
dentate gyrus to region CA3 clamp a sparse pattern of activity for auto- 
associative learning. 3. Excitatory feedback synapses in stratum radia- 
turn of region CA3 mediate auto-associative recall of stored patterns of 
CA3 activity. 4. Schaffer collaterals from region CA3 to CA1 store as- 
sociations between patterns of activity in region CA3 and the associated 
patterns in region CAl, allowing heteroassociative recall. 5. Perforant 
path inputs to region CA1 and CA3 undergo self-organization, storing 
simplified representations of cross-modal sensory input. Bottom: sum- 
mary of function by region. 

simplified representations of cross-modal sensory input 
[ 73,109]. These hypotheses for associative memory func- 
tion and self-organization at particular synaptic con- 
nections in the hippocampus would require different dy- 
namics during learning and recall. Cholinergic neuro- 
modulation might set the appropriate dynamics for 
learning in the hippocampus by allowing activity to be 
dominated by afferent input rather than intrinsic recall. 
Without this modulatory influence, the excitatory synapses 
arising from region CA3 will interfere with auto-associative 
storage in CA3 and heteroassociative storage in the Schaf- 
fer collaterals. Thus, for these standard hypotheses of hip- 
pocampal function to work, the following neuromodula- 
tory mechanisms appear to be necessary: 

4.2.1. Appropriate dynamics for learning are set by the sup- 
pression of synaptic transmission and pyramidal cell adapta- 
tion by acetylcholine 

The suppression of excitatory synaptic transmission in 
stratum radiatum of region CA3 and CA1 by acetylcho- 
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Fig. 7. A simple model of hippocampal function (note that the dentate 
gyrus is not shown). Parallel lines connecting regions represent broadly 
distributed connectivity. 1. Sensory input activates a pattern of activity 
in entorhinal cortex (EC). The input initially does not match the pattern 
of connectivity, and cholinergic modulation remains strong in CA3 and 
CAl. 2. As intrinsic synapses are strengthened in CA3, activity becomes 
stronger, decreasing choline+ modulation and allowing recall to domi- 
nate in CA3. Activity from CA3 reaches CAl, where it is combined with 
the influence of EC input. The influence of CA3 activity on 
self-organization of the connections from EC depends upon the level of 
choline@ modulation. 3. As the pattern of input from CA3 starts to 
match the pattern of input from EC, cholinergic modulation is decreased 
in CA1 and associative recall dominates. The new pattern of activity has 
been learned. 4. After learning, a degraded version of the pattern is 
presented which contains only 2 active input lines. The initial activity in 
CA3 is not as strong as the response to the full pattern. 5. Since the input 
matches the pattern of intrinsic connectivity in CA3, activity increases 
in that region, decreasing choline+ modulation and allowing activity to 
spread to CAl. 6. The activity spreading to CA1 matches the pattern of 
activity coming from EC. This decreases cholinergic modulation, allow- 
ing strong CA1 activity, which spreads across feedback connections to 
EC, where it completes the missing components of the previously learned 
input pattern. 

line [72,109,117,210,227] and norepinephrine [202] could 
play an important role in learning, changing hippocampal 
dynamics from being dominated by intrinsic recall, to being 
dominated by extrinsic stimulation. This would allow the 
self-organization and associative memory function de- 
scribed above. This suggestion is further supported by the 
fact that cholinergic suppression is stronger in stratum 
radiatum than at the synapses of the perforant path 
terminating in stratum lacunosum-moleculare [ 1091. Ef- 
fects mediated by metabotropic, GABAB, adenosine and 
neuropeptide Y receptors might contribute to these dy- 
namics. 

4.2.2. CA1 pe$orms a comparison function allowing se,f- 
regulation of modulation 

Rapid switching between a predominant influence of 
extrinsic stimulation (learning) and intrinsic response (re- 
call) requires some mechanism for the feedback regulation 
of neuromodulation, as shown in Fig. 7. In particular, 
strong activity of a few neurons may reflect an initial re- 
sponse to familiar input, making a switch to recall dynam- 
ics appropriate (e.g. low acetylcholine). In contrast, weak 
or broadly distributed activity might reflect an initial re- 
sponse to unfamiliar input, making a switch to learning 
dynamics appropriate (e.g. high acetylcholine). Simula- 
tions of region CA1 show that it might provide the basis 
for comparing the recall of region CA3 with the afferent 
input from entorhinal cortex [ 73,109]. A comparison func- 
tion has been suggested previously for this region [73,140]. 

Similarly, local neuromodulators might directly respond 
to levels of network activity, without requiring a feedback 
loop. In contrast, the extrinsic neuromodulator norepi- 
nephrine might not be under such immediate control, sug- 
gesting that it provides a means for other state factors, 
such as fear, to determine the level of response to extrin- 
sic stimulation vs. intrinsic recall. For example, imminent 
danger in a familiar environment (such as that elicited by 
fear of attack) might make cortical networks respond to 
the exact details of external stimuli, rather than operating 
on the basis of highly processed responses dominated by 
recall. 

4.3. Neuromodulation in the neocortex 

The ideas described for the hippocampus and piriform 
cortex can be extended to neocortical function as well. 
Most models of the neocortex have focused on the self- 
organization of afferent input to this region, with a primary 
focus on the formation of feature detectors and topo- 
graphic maps in the primary visual cortex [ 1661. While 
these models frequently contain some intrinsic excitatory 
connectivity, they do not effectively account for the fact 
that on the order of 80 percent of excitatory synapses in 
cortical structures arise from within the cortex [66,67]. 
Thus, models of self-organization must account for how 
these intrinsic synapses are prevented from dominating 
the formation of representations. Selective suppression of 
intrinsic synaptic transmission, coupled with an enhanced 
response to atferent input due to suppression of pyrami- 
dal cell adaptation, could account for the predominance 
of external stimulation in determining cortical representa- 
tions, despite the anatomical preponderance of intrinsic 
connectivity. 

Neuromodulatory influences might also set the dynam- 
ics of learning in neocortical structures, allowing afferent 
input and feedforward synapses to predominate, while 
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suppressing recall due to intrinsic and feedback synapses. 
The effects of neuromodulators appear remarkably con- 
sistent across different cortical regions. For example, the 
cholinergic and noradrenergic suppression of pyramidal 
cell adaptation has been described in the hippocampus, 
piriform cortex, somatosensory neocortex and motor neo- 
cortex. The cholinergic suppression of excitatory synaptic 
transmission has been described in the dentate gyrus, hip- 
pocampus, piriform cortex and primary visual cortex. This 
suggests a general framework for the role of neuromodu- 
latory agents in cortical function, as summarized in Fig. 8. 

This general framework for cortical function does not 
construe feedforward as meaning the flow of information 
from sensory to motor cortices. Rather, primary cortical 
regions are considered to be at the input level, and feed- 
forward synapses progress through higher association 
areas toward the hippocampus. As in the models of piri- 
form cortex and hippocampus, modulation can determine 
where cortical dynamics fall on the continuum between 
learning and recall, between a predominant influence of 
external stimulation mediated by afferent input and feed- 
forward synapses, and a predominant influence of intrin- 
sic recall mediated by excitatory feedback and intrinsic 
synapses. The level of modulation can be determined by 
feedback mechanisms (see Fig. 8) which would allow cor- 
tical regions to set individual dynamics of learning and 
recall dependent upon the local interaction of external 
input and the interpretation of this input with regard to 

0 Association cortices 

Entorhinal Cortex 

Fig. 8. Schematic representation of choline& modulation in the neo- 
cortex and hippocampus. In the full range of neocortical regions, the 
feedback regulation of choline+ modulation is proposed to switch 
dynamics between recall and learning. When extrinsic input matches the 
pattern of recall activity within a region, choline@ modulation is de- 
creased and activity is dominated by recall. When extrinsic input does 
not match the pattern of recall, choline+ modulation remains high, and 
input activity continues to dominate, setting appropriate dynamics for 
self-organization of input and feedforward synapses and for associative 
learning at intrinsic and feedback synapses. 

internal representations. For cholinergic modulation, this 
could be mediated at the highest level by the septohippoc- 
ampal system, but also mediated at more primary levels by 
interactions between neocortical structures and the 
nucleus basalis of Meynert. Heterogeneous modulation of 
different cortical regions will allow modalities or cortical 
subregions in which sensory input clearly matches previ- 
ously established representations to guide the establish- 
ment of representations in other regions. 

5. Behavioral data on cholinergic neuromodulation 

Here it has been hypothesized that neuromodulators 
such as acetylcholine may switch cortical dynamics be- 
tween a predominant influence of extrinsic stimulation 
(learning) and a predominant influence of intrinsic 
response (recall). This hypothesis was developed on the 
basis of physiological evidence and computational mod- 
eling, but ultimately it must be tested with regard to be- 
havioral data. 

This approach to understanding cortical function ex- 
plicitly seeks to avoid the use of terms such as learning, 
memory, attention and reinforcement. Terms derived from 
common language are usually ill-defined and biased by the 
introspective and social interpretations of behavior. Be- 
cause terms like memory or attention have been used to 
describe certain aspects of behavior does not mean that 
those terms will map clearly or systematically to the actual 
phenomena of cortical function. A considerable body of 
useful behavioral data has been gathered on various neu- 
romodulators, but the interpretation of this data is ham- 
pered by the lack of a theory accounting for the cellular 
influences of neuromodulators. 

This section provides several examples of how behav- 
ioral data on the effects of neuromodulators can be rein- 
terpreted in the context of computational models which 
incorporate the cellular effects of neuromodulators. In 
particular, we will show that terms like attention and me- 
mory generate spurious controversies within the field. 
Cholinergic modulation of the cortex has traditionally been 
considered to play a role in memory function. However, 
there have been controversies over whether this is a pri- 
mary role in ‘storage’, in ‘consolidation’ or in the manner 
in which ‘attention’ influences memory function. Rather 
than arguing about whether acetylcholine is involved in 
attention or memory, we should find out how the phenom- 
ena categorized by these terms could simply be different 
behavioral manifestations of a common effect of neuro- 
modulation in the cortex - regulating the level of intrinsic 
vs. extrinsic influences. 

This is a broad initial description. Considerable further 
support for these proposed roles of neuromodulation must 
be provided by effective simulation of the behavioral func- 
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tion in more detailed biophysical simulations of cortical 
dynamics. The discussion will focus on how behavioral 
data corresponds to the model presented here, rather than 
providing a comprehensive overview of the available be- 
havioral data. More in-depth discussion of much of the 
earlier behavioral data from animal research is provided 
in Hagan and Morris [97] and of research in humans in 
Kopelman [ 1311. 

Behavioral data will be discussed according to the na- 
ture of the task and the subjects used rather than the 
proposed function being investigated. Some of the terms 
used for the proposed function are provided in quotation 
marks. 

5.1. Free recall by human subjects. ‘Declarative memory’ 

Even at the turn of the century, physicians were aware 
that patients would often show no knowledge of events 
which occurred while they were under the influence of 
muscarinic cholinergic antagonists such as scopolamine 
([219], cited in [97]). Subsequent controlled studies with 
human subjects are consistent with the notion that ace- 
tylcholine sets the appropriate dynamics for learning new 
information. Scopolamine impairs the recall of stimuli first 
learned after administration of scopolamine, while having 
little or no effect on recall of stimuli learned before ad- 
ministration of scopolamine [88,89,190]. After injections 
of scopolamine, impairments are found in the immediate 
and delayed free recall of lists of words [52,53,70,88,89, 
1901 or delayed recall of items from a paragraph [78]. 
Deficits are also observed for learning of other non-verbal 
stimuli. These tests include the following: learning the lo- 
cation of objects in a schematic house [78] (a task simi- 
lar to one tested for rhesus monkeys below [ 17]), detec- 
tion of a novel object or face in a growing list of objects 
or faces [ 781, and memory for the position of chess pieces 
[ 14 1 ] or for pictures of objects [ 1841. Immediate recall, as 
measured by digit span, does not appear to be affected 
[ 70,781. 

In the context of the theory presented here, blockade of 
cholinergic modulation by muscarinic antagonists would 
block the ability to change between the dynamics of recall 
and the dynamics of learning [ 101,109]. Without such a 
change in dynamics, new associations cannot be stored as 
specific new representations, but would instead be lost in 
a multitude of previously recalled associations. With 
blockade of cholinergic modulation by scopolamine, syn- 
aptic transmission in stratum radiatum of region CA3 and 
CA1 is not suppressed, allowing recall of previous asso- 
ciations to interfere with the formation of a new represen- 
tation of an association between a specific word and a 
specific experimental context. In addition, the blockade of 
the cholinergic suppression of neuronal adaptation and 

the enhancement of synaptic modification will contribute 
to poorer performance by slowing the synaptic modifica- 
tion necessary to form new associations. With impair- 
ments in the learning of these specific associations, the 
ability to recall many types of information in a specific 
experimental context will be impaired. 

5.1 .I. Intrusions after scopolamine injections and in 
A Izheimer ‘s disease 

An important prediction of this framework is that by 
blocking the suppression of synaptic transmission during 
learning, muscarinic antagonists would also be expected to 
produce increased intrusions during recall, both from 
stimuli presented in previous trials, and from wrong an- 
swers generated in previous trials. Subjects under the in- 
fluence of scopolamine have been shown to generate in- 
creased numbers of intrusions from previous stimuli and 
from previous wrong answers [30], but in some studies 
these intrusions have not been observed [78]. In a study 
comparing the effects of diazepam and scopolamine 
(hyoscine), scopolamine impaired learning of words at the 
beginning or middle of the lists, suggesting increased pro- 
active interference, but while diazepam caused increased 
intrusions from previous lists, scopolamine primarily in- 
creased confusions related to the current list [82]. Sur- 
prisingly, scopolamine does not induce increases in prior- 
list intrusions in the Brown-Peterson task [ 191, but this 
may be due to a strong decrease in learning in this task 
reflected by the much larger number of omissions. More 
intrusions might appear if subjects are tested on the 
Brown-Peterson task both before and after scopolamine 
administration. The perseveration of wrong answers has 
been demonstrated in Alzheimer’s disease [ 19,841, and the 
absence of this perseveration in some studies of scopola- 
mine has been used to focus on the difference between the 
effects of Alzheimer’s disease and of cholinergic blockade 
[ 19,781. Research has also shown that cholinergic block- 
ade does not cause language deficits [78] and an impair- 
ment of digit span, both of which are associated with 
Alzheimer’s disease. However, this approach to a com- 
parison neglects the fact that Alzheimer’s disease might 
reflect a long-term loss of modulatory influence, and the 
associated long-term result of interference, rather than the 
short-term effect associated with injections of scopola- 
mine. The theoretical framework described here has been 
used to account for how interference effects due to insuf- 
ficient cholinergic modulation could underlie the initiation 
of neuropathology in Alzheimer’s disease, and how this 
breakdown of function could spread between cortical re- 
gions to affect functions such as language [ 1011. 

Tasks in which a subject is required to find the novel 
object or face in a selection of objects or faces would place 
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particular demands on the mechanisms of feedback regu- argument with separate tasks designed to exclusively test 
lation of choline& modulation. The suppression of cho- ‘attention’. Subjects under the influence of scopolamine 
linergic modulation due to a match between sensory input rate themselves as feeling drowsy [ 88,89,182] but show no 
and intrinsic recall could be construed as ‘recognition’ of deficit in detecting alphabetical sequences in series of let- 
familiarity, while the lack of this suppression would reflect ters [52,53] or detecting tones in white noise [33]. How- 
novelty. Blockade of cholinergic modulation would inter- ever, they do show deficits in other attentional tasks 
fere with this shift between dynamics, setting the cortex at [33,232-2341. For example, subjects under the influence 
the normal end-state of this matching process. Without the of scopolamine show reduced accuracy in counting num- 
initial sensitive state induced by cholinergic modulation, ber of tones presented at low rates (0.25 Hz) [30], in 
recognition memory function would be expected to be performance of a 20-min sustained rapid visual process- 
impaired, as shown experimentally [ 171. ing task [234] and in performance of stroop tasks [232]. 

5.1.2. Basal forebrain lesions in humans 
These same experimental paradigms have been used to 

test the effect of lesions damaging cholinergic innervation 
in humans. In particular, surgery which damages the fomix 
will destroy much of the cholinergic innervation of the 
hippocampus arising from the medial septum. In subjects 
with these lesions, impairment on the free recall of words 
and paragraphs have been described [ 112,113,226], again 
suggesting an important role for the cholinergic modula- 
tion of the hippocampus in storing new associations. In 
some cases, no memory deficits are reported, though this 
may be due to preserved septohippocampal innervation 
through ventral pathways not involving the fornix [244]. 

The loss of hippocampal cholinergic innervation might 
be expected to cause considerable interference between 
different stored representations. This phenomenon has 
been suggested by behavioral effects of anterior commu- 
nicating artery aneurysms, which cause damage to the 
septum. Patients with such lesions show behavioral effects 
often described as confabulation. This includes cases of 
subjects demonstrating a difficulty distinguishing events in 
their own life from events about which they have heard, 
and subjects generating answers to questions even when 
they clearly do not have the necessary information. This 
suggests that information is being stored, but is con- 
founded with previous information such that the specific 
defining context cannot be recalled [56,58,59]. In the 
framework presented in Fig. 7, loss of cholinergic modu- 
lation in the hippocampus might also interfere with the 
ability to judge the validity of recalled information in the 
context of the current environment. The Schaffer collat- 
erals might generate recall in response to sensory stimu- 
lation, but without cholinergic modulation this recall is not 
subjected to a comparison with the current input to CA1 
from the entorhinal cortex. 

In the framework presented here, these deficits could 
reflect similar effects of cholinergic blockade in different 
cortical regions. The efficient detection of movement or 
digit sequences in these tasks might require a greater in- 
fluence of stimulus input on the dynamics of neocortical 
regions. The effects of cholinergic modulation could pro- 
vide these dynamics, enhancing the influence of alTerent 
input on the response of cortical neurons by suppressing 
adaptation, while decreasing the influence of recall activ- 
ity through suppression of intrinsic synaptic transmission. 
Terms such as ‘memory’ and ‘attention’ might simply refer 
to the same modulatory influences in different cortical 
regions. The cholinergic influence on cortical dynamics 
could be described as ‘attention’ when the neocortical dy- 
namics dominated by extrinsic stimulation are required for 
detection of highly learned, lower-level features, and as 
‘memory’ when hippocampal dynamics dominated by ex- 
trinsic stimulation are required for forming a clear repre- 
sentation of a specific word stimulus in a specific learning 
context. Theoretical distinctions between ‘memory’ and 
‘attention’ will only be meaningful when they can be de- 
scribed in terms of the dynamics of cortical function. 

5.3. Delayed non-match to sample tasks in monkeys. ‘Work- 
ing memory’ 

5.2. Stimulus detection tasks in humans. ‘Attention’ 

Some researchers have argued that acetylcholine is in- 
volved in ‘attention’ rather than ‘memory’, supporting this 

Studies in non-human primates also demonstrate a 
greater role for acetylcholine in learning than in recall. This 
has been investigated in a delayed non-match to sample 
tasks [2,3] in which 20 trial unique object are presented 
sequentially, followed by sequential presentation of each 
of these objects paired with a novel object. Monkeys re- 
ceive reward for choosing the novel object, and commonly 
perform at about 75 y0 correct for 20 objects. Scopolamine 
injected 20 min before the initial presentation (‘learning’) 
strongly impairs performance at a range of doses, while 
scopolamine injected after the initial presentation, but 
20 min before the paired presentation (‘recall’) had no 
effect on performance. The acetylcholinesterase inhibitor 
physostigmine was shown to improve performance on the 
task. This task has already been shown to be sensitive to 
lesions of the hippocampus. 
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In the framework presented here for hippocampus func- 
tion, this deficit would be attributed to blockade of learn- 
ing dynamics in the hippocampus. In the presence of sco- 
polamine, the initial presentation of the object does not 
form a clear memory independent of previous learning. 
With dynamics dominated by recall, there may be no syn- 
aptic modification, or modification suffering from interfer- 
ence due to similarities between objects. Thus, during re- 
call, the animal has no clear notion of which object is 
novel. Scopolamine or atropine have also been shown to 
impair delayed match to sample performance with repeti- 
tive use of simple stimuli such as colors at a number of 
recall intervals [Z&188]. When learning occurs without 
scopolamine, feedback regulation of cholinergic modula- 
tion allows each novel object to set learning dynamics in 
the hippocampus, forming a new contextual representa- 
tion. Subsequent administration of scopolamine does not 
impair function, since it locks the network into a dynami- 
cal state in which the previous presentation of the famil- 
iar objects can be clearly recalled. 

Impairment of acquisition could manifest itself regard- 
less of delay. Thus, even with very short delays (e.g. 30 s) 
between sample and match, the blockade of learning dy- 
namics during acquisition should alfect recall. Impair- 
ments at shorter intervals have commonly been attributed 
to impaired ‘discrimination’, leading to a focus on delay- 
dependent impairments to show that somehow ‘forgetting’ 
occurs more rapidly. However, the stimuli in many of 
these tasks [ 1881 were simple, easily distinguished color 
stimuli. This use of the term ‘discrimination’ really refers 
to the ability to discriminate the presentation of an object 
in a specific context as a unique episode independent 
of other episodes - a concept akin to forming associa- 
tions. 

5.4. Maze tasks in rats. ‘Spatial vs. non-spatial’, ‘working vs. 
reference memory’ 

5.4.1. Eight-arm radial maze 
Cholinergic antagonists increase the number of errors 

by rats visiting baited arms in this task [149,198,199], 
consistent with the notion that feedback regulation of cho- 
linergic modulation switches hippocampal dynamics be- 
tween recall of previously learned stimuli and learning of 
new stimuli. After retrieving rewards from several arms, 
the rat must be able to observe each arm from the central 
platform and compare the temporal context and sensory 
cues from that arm with the representations formed in the 
hippocampus. If the temporal context and sensory cues do 
not match a hippocampal representation, no recall occurs. 
Cholinergic modulation keeps the hippocampus in a state 
of learning, the rat enters the new arm, and the new stimuli 
and context form new representations. If the context and 

cues match a hippocampal representation, the previous 
visit is recalled, and the rat turns to a different arm. 

Cholinergic blockade interferes with this process, plac- 
ing the hippocampus in constant recall mode. In this case, 
recall of previous trials occurs for each new arm, prevent- 
ing effective learning of a new representation. This pre- 
vents the formation of a representation which allows an 
accurate choice based on sensory cues and temporal con- 
text. However, the state of permanent recall should allow 
the avoidance of arms which are never baited - thus, cho- 
linergic blockade should more strongly influence what is 
referred to as ‘working memory’ than ‘reference memory’. 
The same effect should apply in simpler tasks comparing 
‘working’ and ‘reference’ memory such as the Y maze. 

5.4.2. Morris water maze 
In this general framework, cholinergic blockade should 

not eliminate the recall of a previously learned location for 
a hidden platform in the Morris water maze, but should 
interfere with the learning of a new location. Learning of 
platform location in the water maze is impaired by injec- 
tions of scopolamine [ 160,217], by injections of the Ml 
selective antagonist pirenzepine [96] and by combined 
lesions of the medial septum and vertical limb of the di- 
agonal band of Broca [ 98,154,185] but not by lesions of 
the nucleus basalis magnocellularis [98]. However, in a 
task involving discrimination between two platforms, one 
of which capsizes, injections of atropine block learning of 
both hidden platform location and learning of which of 
two visible platforms is stable [99,187]. This lack of a 
purely spatial deficit supports the notion that cholinergic 
modulation plays a role in a general process of matching 
external stimuli to internal recall, beyond purely spatial 
behavior. 

While loss of modulation between learning and recall 
should slow learning of platform location, it should have 
an even stronger effect when location changes frequently. 
In such a study, the recall of a recent context must be 
distinguished from the recall of previous trials - a type of 
reversal requirement which should be impaired by loss of 
cholinergic modulation. In a study in which platform lo- 
cation changed each day, and recall on the second of a trial 
pair was compared with the first trial, clear impairments 
appear with systemic injections of scopolamine [ 235-2361 
and intrahippocampal injections of scopolamine [ 271. 
Studies using microdialysis for acetylcholine in aging rats 
do not show a correlation between performance on the 
water maze and levels of acetylcholine [77]. However, 
baseline levels of acetylcholine may be less important than 
the ability to make transitions between different levels of 
cholinergic modulation. 

Consistent with other findings, loss of cholinergic 
modulation impairs learning but not recall performance in 
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other maze tasks. Injections of scopolamine impair selec- 
tively learning but not recall on a 16unit T maze [213]. 
In tasks requiring delayed non-match to position, NBM 
lesions have been proposed to cause ‘non-mnemonic’ defi- 
cits, since the effects are delay independent. The require- 
ment for delay dependency assumes some automatically 
decaying store, whereas the framework presented here fo- 
cuses purely on storage and subsequent effects on recall 
due to storage of additional information. Impairments of 
storage processes could affect performance of the task 
even with no delay between learning and recall. 

5.5. Eflects of post-training injections. ‘Consolidation’ 

A considerable amount of work on the behavioral role 
of modulatory substances utilizes post-training injections 
of pharmacological agents ([62], for review see [ 1591). 
These injections are presumed to influence a stage of ‘con- 
solidation’ of the memory trace, but these tasks commonly 
involve much higher doses of agonist or antagonist than 
injections before training, and in some cases, post-training 
injections do not impair performance [99]. In the frame- 
work presented here, these injections would be presumed 
to influence the stored representation of an event not by 
affecting a separate ‘consolidation’ process, but by alter- 
ing the influence of post-trial experience. For example, if 
cholinergic modulation is blocked after learning of a task, 
the persistence of a recall state may cause retroactive in- 
terference with the previously stored event, thereby im- 
pairing subsequent recall of that experience. 

5.6. Passive and active avoidance 

Many studies of the role of choline+ modulation in 
behavior use avoidance tasks in which rats or mice must 
avoid shock by either suppressing their exploration of a 
particular region of the testing chamber, or actively mov- 
ing away from the region in which shock is presented. 
Analysis of behavioral data in these tasks must not neglect 
the role of muscarinic cholinergic modulation in the basal 
ganglia. In particular, cholinergic antagonists frequently 
cause increased activity which might be due to effects in 
this structure, and this increased activity might underlie 
the patterns of effect in many of these tasks (see discus- 
sion in Hagan and Morris [ 971). For example, these effects 
could underlie the tendency for cholinergic agonists to 
enhance ‘memory’ function as shown by shorter escape 
latency in active avoidance tasks using two-way shuttle 
tasks [245], while causing impaired performance in pas- 
sive avoidance tasks (as shown by shorter reentry latency) 
[ 341. In the framework presented here, cholinergic antago- 
nists could impair learning of passive and active avoidance 
by decreasing the influence of sensory features of the test- 

ing apparatus on the rats, thereby preventing effective re- 
call of the shock stimulus when the rat or mouse is next 
placed in the chamber. However, the enhanced perform- 
ance in some circumstances in two-way active avoidance 
tasks seems more likely to be due to increased activity 
simply allowing the rat more rapidly to discover the means 
of escaping shock. One manipulation using this experi- 
mental paradigm has attempted to explore ‘retroactive in- 
terference’, by blocking the learned avoidance behavior 
(tone-shock) through post-training exposure to a similar 
environment with a flashing light [ 1781. This ‘interference’ 
can be prevented by injections of atropine or methylatro- 
pine before the flashing light presentation, suggesting 
that choline+ blockade actually decreases interference, 
rather than increasing it as proposed here. However, this 
makes the assumption that the ‘interference’ effect is only 
retroactive, with the flashing-light stimulation changing the 
representation of the previous learning. In fact, the de- 
creased avoidance response after the flashing light envi- 
ronment could instead reflect an effective separate leam- 
ing of that environment as not being associated with shock. 
Cholinergic blockade could allow recall of the previous 
tone-shock episode to cause proactive interference during 
storage of the flashing light-no shock episode, such that 
the rat continues to associate the environment with shock. 
The fact that a substance which does not cross the blood- 
brain barrier (methylatropine) has a similar effect in this 
task, calls into question whether this effect is cortical at all, 
or reflects peripheral effects of choline@ antagonists. 

5.7. Operant conditioning 

5.7.1. Discrimination tasks ‘Behavioral inhibition’, or 
‘attention’. 

Cholinergic antagonists have been shown to impair per- 
formance on discrimination tasks requiring different re- 
sponses to different stimuli. Cholinergic antagonists more 
strongly impair performance on discrimination tasks when 
stimuli are less discriminable [74]. These types of effects 
of cholinergic antagonists in discrimination tasks have 
been interpreted as being due to effects on ‘sensory pro- 
cesses’ (usually quantified as d’) or ‘attention’ [ 971 rather 
than ‘memory’. However, in the framework presented here, 
the influence of acetylcholine on cortical dynamics will 
play a simultaneous role in all of these parameters. When 
acetylcholine is present, cortical activity will be more di- 
rectly influenced by afferent input (stronger ‘stimulus con- 
trol’) and less influenced by internal interpretations of the 
environment. These exact same effects will simultaneously 
enhance the rate of learning of the pattern of afferent stim- 
ulation and decrease interference from previous learning. 
Thus, this range of different effects can be accounted for 
within the same cortical model. The primary means for 
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distinguishing these factors may be the fact that ‘stimulus 
control’ will depend on the level of cholinergic modulation 
in a number of neocortical regions involved in processing 
of the stimulus, whereas ‘memory’ for the particular task 
may be localized in regions where activity is representative 
of the higher order contingencies which uniquely define the 
task to be performed. The cholinergic antagonist scopol- 
amine has also been shown to increase the number of 
false positives (responses to unrewarded stimuli) in sev- 
eral behavioral tasks [ 511. One interpretation of this 
result which is consistent with the role of acetylcholine 
proposed here is that these false positives reflect a greater 
number of spurious correlations between learned patterns. 
This effect also appears with tasks in which multiple or 
irrelevant cues as opposed to single cues are presented 
[237]. 

5.7.2. Conditional discrimination 
The role of cholinergic modulation has been tested in a 

conditional visual discrimination task requiring left or right 
lever response dependent upon fast or slow flashing visual 
stimuli [ 1941. In the theoretical framework presented here, 
this type of conditional task should be particularly sensi- 
tive to loss of cholinergic modulation, since most of the 
context is similar between the two conditions, thereby al- 
lowing considerable proactive interference. Lesions of the 
basal forebrain impair acquisition of this task [ 751, but the 
level of impairment surprisingly does not correlate with the 
loss of cholinergic markers in the cortex [ 1941. In addi- 
tion, impairments caused by injections of muscimol into 
the basal forebrain are not reversed by physostigmine 
[ 1761 suggesting that the impairment due to lesions or 
muscimol injection may be due to damage to other basal 
forebrain projections, such as the GABAergic projection. 
As described above, activation of GABA, receptors 
causes similar effects on synaptic transmission as activa- 
tion of cholinergic receptors [218], suggesting that this 
innervation may also decrease recall of previously learned 
information. 

5.7.3. Multiple-choice reaction time ‘Attention’ 
Cholinergic and noradrenergic manipulations have been 

investigated in a task requiring responses to brief flashes 
of light in one of five corridors. Impairments on this task 
have been demonstrated after lesions of the nucleus basa- 
lis of Meynert [ 1751 or injections of the GABA, agonist 
muscimol into this region [ 1761. Reflecting similarities 
between the effects of acetylcholine and norepinephrine, 
deficits in this task have also been noted after lesions of 
the dorsal noradrenergic bundle. These deficits have been 
discussed as reflecting attentional impairments. Similar to 
the human data discussed above, this evidence can be 
considered to reflect a decrease in external influence on 

cortical activity causing decreased performance in tasks 
requiring sustained attention to stimulus features. 

5.7.4. Negative patterning ‘ConJigural association learning’ 
A particularly interesting set of experiments concerns 

tests of the role of cholinergic modulation in learning nega- 
tive patterning - that is, learning to respond with a lever 
press to either tone (T)’ or light (L)‘, but not to a com- 
bination of tone and light (L&T)-. This task requires 
more than simple associative memory function between 
existing concepts, instead requiring formation of a new, 
separate representation of the combined stimulus, as a 
‘configural’ cue [ 196,2 161. Note that negative patterning is 
equivalent to the XOR problem discussed extensively in 
the modeling literature. 

Learning and performance of a negative patterning task 
are strongly impaired by lesions of the hippocampal for- 
mation [216], and have been tested after injections of 
scopolamine [ 1691. This provides a useful test of the model 
for hippocampal function presented here. In the frame- 
work presented here, formation of simple associations 
could be performed rapidly in hippocampal regions CA3 
and CAl. Subsequent formation of configural associa- 
tions would depend upon a mismatch between the reward 
expected on the basis of recall at the Schatfer collaterals 
in CAl, and the absence of reward signalled by the input 
from entorhinal cortex to CAl. This would let cholinergic 
modulation remain high, suppressing Schatfer collateral 
input, enhancing response to entorhinal input and allow- 
ing separate formation of a representation of the com- 
pound cue. In contrast, blockade of cholinergic modula- 
tion by scopolamine would prevent the suppression of 
synaptic transmission. With SchalTer collateral synapses 
at full strength, the recall of simple associations would 
dominate, preventing formation of a new representation 
for the compound stimulus. Thus, scopolamine should 
impair performance of this task. 

Injections of scopolamine before each of a large num- 
ber of training sessions did not impair acquisition of nega- 
tive patterning [ 1691. However, in a separate set of ani- 
mals which had already acquired the task, scopolamine 
impaired performance of the task, preventing the decrease 
in response to the compound stimulus (L&T) which nor- 
mally occurs during each session. As discussed in that 
paper, rather than representing impaired recall, this could 
reflect an impairment of the relearning of the task during 
each session. This would more accurately match the evi- 
dence for learning impairments in primates, which involve 
single injections of scopolamine and training on trial 
unique stimuli, rather than repeated injections during 
learning of the same stimuli across several days. If pos- 
sible, the effects of scopolamine on the learning of novel 
negative patterning tasks should be tested. This might be 
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difficult with light and tone stimuli in rats, but may be 
possible with olfactory stimuli. 

5.8. Olfactory memory in rats 

The theoretical description of the function of the olfac- 
tory cortex described above suggested that acetylcholine 
should play an important role in allowing independent 
representations of odor cues to be created. Blockade of 
cholinergic modulation should interfere with performance 
on tasks requiring learning of different odors or odor as- 
sociations in different contexts. In a test using trial unique 
olfactory stimuli, scopolamine causes an impairment in a 
delayed match to sample task in which animals must 
choose which arm of a T-maze contains a previously pre- 
sented odor [ 1921. In addition, previous work showed that 
scopolamine prevented the discrimination between novel 
and familiar odors as measured by time spent sniffing 
[ 1201. Scopolamine also impairs learning to recognize the 
odor of other individual rats [ 189,212]. Thus, scopola- 
mine may interfere with the self-regulation of learning and 
recall dynamics in cortical structures, impairing the for- 
mation of new representations of individual odors. 

6. Conclusion 

The techniques of computational neuroscience are es- 
sential for linking the extensive evidence on the role of 
neuromodulators in behavioral tasks to the physiological 
evidence about effects of neuromodulators within cortical 
structures. As presented here, physiological data is avail- 
able on the cellular effects of a large number of neuro- 
modulatory substances, with many effects in common be- 
tween different neuromodulatory substances. However, 
the functional significance of these cellular effects cannot 
be determined until they are incorporated in network mod- 
els which explicitly simulate cortical function. 

Computational modeling led to development of a theory 
of the functional role of cholinergic modulation presented 
here. Choline& modulation is proposed to change the 
predominant influence on cortical dynamics from recall 
activity dominated by intrinsic fiber synapses to learning 
activity dominated by alIerent input to the cortex. This 
theory provides a general framework for considering 
modulation within a broad range of cortical structures, 
and may ultimately prove useful for linking the apparent 
disparate effects of cholinergic modulation in behavioral 
tasks. A preliminary overview of behavioral evidence sug- 
gests this possibility, but more extensive research is re- 
quired to determine if behavioral data in this broad range 
of tasks can be effectively accounted for in simulations of 
the cholinergic modulation of cortical function. 
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