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It is well known that visual cortical neurons respond vigor- 
ously to a limited range of stimulus orientations, while their 
primary afferent inputs, neurons in the lateral geniculate nu- 
cleus (LGN), respond well to all orientations. Mechanisms 
based on intracortical inhibition and/or converging thala- 
mocottical afferents have previously been suggested to un- 
derlie the generation of cortical orientation selectivity; how- 
ever, these models conflict with experimental data. Here, a 
I:4 scale model of a 1700 pm by 200 pm region of layer IV 
of cat primary visual cortex (area 17) is presented to dem- 
onstrate that local intracortical excitation may provide the 
dominant source of orientation-selective input. In agreement 
with experiment, model cortical cells exhibit sharp orienta- 
tion selectivity despite receiving strong iso-orientation in- 
hibition, weak cross-orientation inhibition, no shunting in- 
hibition, and weakly tuned thalamocortical excitation. Sharp 
tuning is provided by recurrent cortical excitation. As this 
tuning signal arises from the same pool of neurons that it 
excites, orientation selectivity in the model is shown to be 
an emergent property of the cortical feedback circuitry. In 
the model, as in experiment, sharpness of orientation tuning 
is independent of stimulus contrast and persists with si- 
lencing of ON-type subfields. The model also provides a uni- 
fied account of intracellular and extracellular inhibitory 
blockade experiments that had previously appeared to con- 
flict over the role of inhibition. It is suggested that intra- 
cortical inhibition acts nonspecifically and indirectly to 
maintain the selectivity of individual neurons by balancing 
strong intracortical excitation at the columnar level. 

[Key words: visual cortex, orientation selectivity, com- 
putational neuroscience, recurrent excitation, intracortical 
inhibition, cortical circuits] 

Visual cortical orientation selectivity is one of the most thor- 
oughly investigated receptive field properties in all of neocortex; 
however, its underlying neural mechanisms have yet to be fully 
illuminated (see Ferster and Koch, 1987; Martin, 1988). Cur- 
rently favored models rely on either oriented convergence of 
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thalamocortical inputs (feedforward excitation) or a combination 
of intracortical inhibition and thalamocortical convergence. 
However, “feedforward” and “inhibitory” models (see Fig. 1) 
are inconsistent with key pieces of physiological data and ne- 
glect the effects of connections from intracortical excitatory neu- 
rons, which provide the majority of synapses onto cells in all 
cortical layers (LeVay and Gilbert, 1976; Peters and Payne, 
1993; Ahmed et al., 1994). 

Feedforward models suggest that cortical neurons obtain ori- 
entation selectivity from elongated patterns of converging LGN 
inputs (see Fig. la) (Hubel and Wiesel, 1962; Ferster, 1987). Ex- 
periments qualitatively support this idea; on average, cortical sim- 
ple cell subfields are elongated along an axis parallel to the pre- 
ferred response orientation (Jones and Palmer, 1987; Chapman et 
al., 1991). But for many simple cells subfield length-to-width ra- 
tios (aspect ratios) are quantitatively insufficient to account for the 
sharp orientation selectivity exhibited (Watkins and Berkley, 
1974; Jones and Palmer, 1987). Reports of low mean aspect ratios 
(Chapman et al., 1991; Pei et al., 1994) are also inconsistent with 
feedforward models of orientation selectivity. Weakly biased feed- 
forward inputs can be sharpened by using high firing thresholds 
(the “iceberg” effect; Creutzfeldt et al., 1974b), but this mecha- 
nism incorrectly predicts broadening of orientation tuning with 
increasing stimulus contrast (Sclar and Freeman, 1982; Wehmeier 
et al., 1989). Pure feedforward models also cannot account for 
the loss of orientation selectivity observed under iontophoresis of 
bicuculline, a GABA, antagonist, which reduces inhibition over 
a localized population of cortical neurons (Sillito, 1975; Tsumoto 
et al., 1979; Sillito et al., 1980). 

Mechanisms that utilize shunting (“divisive”) inhibition (e.g., 
Koch and Poggio, 1985; Carandini and Heeger, 1994), hyper- 
polarizing (“subtractive”) inhibition at nonpreferred orientations 
(see Fig. lb) (e.g., Wehmeier et al., 1989; Wiirgotter and Koch, 
1991), and/or inhibition between spatially overlapping cells with 
opposite contrast polarity (e.g., ON-OFF) (Heggelund, 1981) 
can sharpen tuning in cells that have mildly oriented thalamo- 
cortical inputs, can produce contrast-invariant orientation tuning, 
and can account for bicuculline-induced tuning loss. However, 
inhibitory models are inconsistent with other experimental data. 
Shunting inhibition plays little role in orientation selectivity 
(Douglas et al., 1988; Berman et al., 1991; Dehay et al., 1991; 
Ferster and Jagadeesh, 1992), and silencing ON-type subfields 
does not disrupt sharp orientation selectivity (Schiller, 1982; 
Sherk and Horton, 1984). Inhibitory postsynaptic potentials 
(IPSPs) are evoked strongly by stimuli presented at the preferred 
orientation, while cross-orientation stimuli evoke weak IPSPs 
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Feedforward Inhibitory Recurrent 

Figure 1. Models of visual cortical orientation selectivity. a, In feedforward models all “first-order” cortical neurons (triangle, excitatory; hexagon, 
inhibitory) receive converging input (gray arrow) from a population of LGN neurons that cover a strongly oriented region of visual space. The 
bandwidth or sharpness of a cortical cell’s orientation tuning is determined by the aspect ratio of its LGN projection. b, Many inhibitory models 
employ a mild feedforward bias to establish the initial orientation preference of cortical neurons and utilize inhibitory inputs (white arrows), from 
cortical neurons preferring different orientations, to suppress nonpreferred responses. Here, we present a model, c, in which recurrent cortical 
excitation (hluck arrows) among cells preferring similar orientations, combined with iso-orientation inhibition from a broader range of orientations, 
integrates and amplifies a weak thalamic orientation bias, which is distributed across the cortical columnar population. 

(Ferster, 1986; Douglas et al., 1991a; for a differing view, see 
Pei et al., 1994). Such inhibitory tuning conflicts with cross- 
orientation inhibitory models (Bishop et al., 1973; Morrone et 
al., 1982), and strong iso-orientation suppression poses problems 
even for models that use other forms of hyperpolarizing inhi- 
bition to sharpen thalamocortical input (e.g., Wiirgotter and 
Koch, 1991). Furthermore, recent results from our laboratory 
conflict with all orientation models that rely heavily on direct 
inhibitory input. Whole-cell, intracellular blockade of inhibition 
had negligible effect on sharpness of orientation tuning of 
blocked cells (Nelson et al., 1994). These results also appear to 
conflict with reports that orientation tuning can be abolished by 
bicuculline-induced extracellular inhibitory blockade (Sillito et 
al., 1980; Nelson, 1991). 

Here, we demonstrate that this apparent paradox can be re- 
solved by considering the effects the two inhibitory blockades 
have on the tuning of cortical excitatory inputs. Our computer 
simulations also demonstrate that local, recurrent cortical exci- 
tation can generate sharp, contrast-invariant orientation tuning 
in circuits that have strong iso-orientation inhibition and weakly 
oriented thalamocortical excitation (see Fig. 1~). This model pri- 
marily addresses the circuitry within a single cortical “hyper- 
column”; effects of adding long-range cortical connections to 
this circuitry are addressed elsewhere (Somers et al., 1994). 

Some of these results have been published in preliminary 
form (Somers et al., 1993, 1995). 

Materials and Methods 
The model 

A model visual cortical circuit was implemented in large- 
scale computer simulations. The model represented cortical 

layer IV circuitry under a 1700 pm by 200 p,m patch of 
cortical surface and was composed of more than 3000 spik- 
ing neurons with over 180,000 synapses. Cortical excitatory 
and inhibitory neurons were modeled separately using intra- 
cellular parameters from regular-spiking and fast-spiking 
neurons (Connors et al., 1982; McCormick et al., 1985). Ret- 
inal and geniculate cell populations spanning a 4” by 4” mo- 
nocular patch of the central visual field were also represent- 
ed. The model was organized as three sequential layers: ON 
and OFF retinal ganglion cells, ON and OFF lateral genic- 
ulate nucleus neurons, and simple cells in layer IV of cortical 
area 17. Oriented flashed bar stimuli were presented to the 
retinal cells and the response properties of cortical cells were 
studied. 

Retinal ganglion cells. Four hundred forty-one ON and 
441 OFF retinal ganglion cells (RGCs) were configured as 
two 21 by 21 arrays of neurons with center-surround recep- 
tive field antagonism. Center fields were 30’ wide and the 
center-to-center spacing between neighboring receptive 
fields was 12’ of visual angle. The ganglion cell model uti- 
lized was developed elsewhere and has been shown to pro- 
duce realistic temporal responses to visual stimuli (Weh- 
meier et al., 1989; Worgotter and Koch, 1991). We con- 
firmed that our implementation yielded responses to flashed 
stimuli that qualitatively matched sustained and transient re- 
sponse components of X-type cells (Rodieck and Stone, 
1965). Average firing rates were generated by subtracting 
surround responses from center responses. Each retinal sub- 
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field response was generated by a spatiotemporal 
tion of the subfield profile with the image 

w, y, 6 = 

f-1 P Cm 

convolu- 

JJ J 
F(x’, y’)G(t’)Z(x - x’, y - y’, t - t’) .dx’ dy’ dt’. 

0 -72 -P (1) 

Center and surround spatial profiles were modeled as two- 
dimensional Gaussians, with a common space constant for 
both dimensions: 

F(x, y) = (K/2a02) exp( -(x2 + y2)/2a2), 

where ucenter = 10.6’, csurround = 31.8’, and KcentejK\,,rraund = 
17/16 (Linsenmeier et al., 1982). This yielded a center width 
of 30’ (Peichl and Wassle, 1979). Beyond 3a the fields were 
set to zero. The temporal profile of each field was given by 

G(t) = (l/7) exp(-t/r), 

where reenter = 10 msec and T,,,,,,,~ = 20 msec (Richter and 
Ullman, 1982). 

ON and OFF retinal ganglion cell responses were given 

by 

ON--G Y> t> = km,,,(X~ Y, t> - Rsurround(x~ Yj t - a)]+ 

and 

OFF@, y, t) = [(2 - baseline) - R,,,,,(x, y, t> + Lou&, 
y, t - S>l’, 

respectively, where [.I+ = max(., 0), and 6 is a 3 msec delay 
between center and surround field responses (Enroth-Cugell 
et al., 1983). Baseline was defined as the response of an ON 
cell to uniform background stimuli. Addition of this term to 
OFF cells ensured that ON and OFF cells exhibited the same 
spontaneous activity levels in response to a uniform field. 

Input stimuli. The stimuli used were oriented dark bars 
flashed onto a uniform light background. At the preferred 
orientation, stimulus dimensions of 1” X 3” optimally excited 
the cortical cell population. In vivo, longer stimuli can yield 
either reduced responses (length tuning) or sharper tuning 
(for non-length-tuned cells); however, the model did not ad- 
dress these longer-range effects. 16 different bar orientations 
spanning 180” (11.25” difference between stimuli) were used 
to construct orientation tuning curves. Note that flashed bars 
which differ in orientation by 180” are identical stimuli. For 
all orientations, stimuli were centered on the RF center of 
the OFF subfields of cells. Stimulus contrast was varied be- 
tween 5% and 100%. Stimulus luminance values were cho- 
sen so that model LGN cells firing rates matched experi- 
mental values for the given contrast (Kaplan et al., 1987; 
Chino and Kaplan, 1988; Bonds, 1993). Each stimulus trial 
consisted of three phases: a short presentation (50-150 
msec) of the uniform background, flashed presentation of the 
bar stimulus on the background for 500 msec or 250 msec, 
and then a return to the uniform background (50-150 msec). 
Only the spikes elicited by the bar stimulus (500 msec or 
250 msec time window) were included in calculation of ori- 
entation tuning curves. As stimulus duration was found to 

have negligible effect on tuning curve properties, short-du- 
ration stimuli were used to construct the final set of orien- 
tation tuning curves due to the computational speed advan- 
tage. 

Lateral geniculate cells. Four hundred forty-one ON and 
441 OFF LGN cells were represented by two 21 by 21 arrays 
of neurons with center-surround antagonism. There was one- 
to-one correspondence between RGCs and LGN cells, so 
that the response of each RGC was uniquely passed on to 
one LGN cell of the same center polarity (center field di- 
ameter, 30’; center-to-center separation, 12’). Experimental 
reports suggest that many LGN neurons exhibit mild orien- 
tation biases (Vidyasagar and Urbas, 1982; Soodak et al., 
1987; Shou and Leventhal, 1989). As the model utilized cir- 
cularly symmetric receptive fields, these biases were not in- 
corporated. However, the effects of LGN receptive field bi- 
ases are likely similar to the effects of oriented converging 
thalamocortical inputs, which were utilized in the model. 
Firing rates of RGCs were used to generate spikes in LGN 
cells using a Poisson process. The probability that an LGN 
neuron would spike in a fixed small (0.25 msec) time inter- 
val, At, was given by 

p(x, y, t) = k . At . RGC(t - Ssyn), 

where k = l/1000 sec/(msec spikes), and ssyn is the synaptic 
delay between the retinal and LGN cell. In this model, the 
term “synaptic delay” refers to the time between somatic 
generation of a presynaptic spike and somatic receipt of a 
postsynaptic potential. Each synaptic delay was chosen 
uniquely from a normal distribution with mean 3.0 msec and 
variance 1.0 msec. 

LGN contrast response functions (Chino and Kaplan, 
1988; Bonds, 1993) were fit by the function 

R(c) = S + 25 log,,(c), 

where S = 15 spikes per second (sp/s) is the spontaneous 
firing rate (Kaplan et al., 1987). Although the retinal model 
provided accurate temporal response properties, the absolute 
response rates it produced did not match this contrast re- 
sponse function. To compensate, stimuli luminance values 
were chosen to yield the appropriate LGN responses. That 
is, the term “stimulus contrast” here refers to the LGN re- 
sponse produced rather than to the bar and background lu- 
minance values used. This permitted generation of realistic 
LGN cell responses without full elaboration of the circuitry 
underlying those responses. As our focus here is on cortical 
circuitry, not thalamic circuitry, this simplification seems 
justified. 

Cortical circuitry. The model addresses the parallel gen- 
eration of orientation selectivity in cortical neurons that re- 
ceive direct thalamic input. Specifically, the circuit repre- 
sents layer IV simple cells that lie under a 1700 pm by 200 
km patch of visual cortical area 17 of the cat. This small 
cortical area contains orientation columns representing a full 
set of preferred orientations (e.g., a hypercolumn), as well 
as neighboring columns. The model implemented 2205 cor- 
tical neurons, of which 20% were inhibitory and the rest 
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excitatory (Gabbott and Somogyi, 1986). In cat area 17, es- 
timates indicate that between 14,000 and 26,000 neurons re- 
side in layer IV under 1 mm2 of cortical surface (Beaulieu 
and Colonnier, 1983; Peters and Yilmaz, 1993). Therefore, 
the model was a 1:2.2 to 1:4 scale representation of this 
cortical volume. This scale was chosen primarily due to 
computational constraints. Synaptic connections and delays 
were fixed for the defined network, and did not vary with 
parameter searches or input stimuli. In total, the network 
contained over 180,000 synapses. 

Cortical neurons were organized into 21 orientation col- 
umns, spanning the length dimension of the cortical patch. 
Each column consisted of 84 excitatory and 21 inhibitory 
neurons. An initial orientation structure was generated in 
cortex by providing orientation-biased converging LGN in- 
put to each cortical column. The preferred orientation varied 
monotonically across columns, with neighboring columns 
differing by 15” in preferred orientation. Twelve columns 
represented a full 180” of preferred orientations. Although 
LGN inputs created a columnar orientation bias, many cor- 
tical cells received poorly oriented or unoriented LGN input 
and no cortical cell obtained sharp tuning (e.g., 20” half- 
width at half-amplitude) solely on the basis of LGN input. 

Cortical neurons received synaptic inputs from lateral ge- 
niculate (excitatory), cortical excitatory, and cortical inhib- 
itory neurons. Cortical simple cell receptive field structure 
was established by segregation of ON and OFF LGN inputs 
into three subfields (ON-OFF-ON). In the model, thalamo- 
cortical connections were defined by a two-stage process. 
First, boundary dimensions of each subfield were estab- 
lished, and then LGN cells were chosen from uniform dis- 
tributions within the boundaries. Mean experimental values 
for simple cell subfield widths in the central 6” of the visual 
field are approximately 1” (Palmer and Davis, 1981; Heg- 
gelund, 1986). In the model, each subfield template was 1” 
wide with center-to-center separation of 1”. Across cortical 
cells, subfield lengths varied uniformly between 1” and 3”, 
with a mean of 2“. Thus, subfield aspect ratios varied be- 
tween 1:l (unoriented) and 3:l (moderately oriented). The 
mean subfield aspect ratio (2:l) used in the model closely 
approximates the mean aspect ratio (1.7: 1) reported from 
intracellular experiments in cats (Pei et al., 1994), and the 
aspect ratio of the combined LGN inputs to a cortical column 
(3:l) matches the experimental value obtained in ferrets 
(Chapman et al., 1991). These aspect ratio values underes- 
timate the range reported from extracellular recordings (Wat- 
kins and Berkley, 1974; Jones and Palmer, 1987). Extracel- 
lular recordings likely overestimate aspect ratios since these 
recordings reflect a cell’s output (after any sharpening from 
the firing threshold and cortical inputs) rather than a cell’s 
input. Nevertheless, it is quite possible that cortex contains 
some neurons that receive thalamic input sufficient to sup- 
port sharp orientation tuning. Such cells were excluded from 
the present model to make clearer the demonstration of a 
cortical tuning mechanism. 

In the cat, layer IV cortical excitatory neurons receive a 

total of between 3000 (Peters and Payne, 1993) and 6000 
(Beaulieu and Colonnier, 1985; Anderson et al., 1994b) syn- 
apses. Cortical inhibitory neurons, due to their lower cell 
surface areas, are likely to receive substantially fewer syn- 
apses. Anatomical estimates suggest that thalamocortical 
synapses comprise between 4% (Garey and Powell, 1971; 
Hornung and Garey, 1981; Winfield and Powell, 1983; 
LeVay, 1986; Peters and Payne, 1993; Ahmed et al., 1994). 
and 24% (LeVay and Gilbert, 1976; Einstein et al., 1987) of 
all synapses received by layer IV neurons. In the model, 
cortical excitatory and inhibitory neurons received 24 and 
16 LGN synapses, respectively, each receiving an equal 
number of ON and OFF inputs. This value was chosen for 
computational efficiency. Thus, the model represents be- 
tween 1/5th (Peters and Payne, 1993) and 1/60th of the tha- 
lamic synapses onto layer IV cortical neurons. Since the 
model explores a cortical excitatory tuning mechanism, it is 
more conservative to choose a higher estimate for the pro- 
portion of total synapses provided by LGN inputs. In defin- 
ing the remaining synapses, the model assumes LGN inputs 
contribute 20% of all synapses. 

Cortical inhibitory synapses comprise approximately 16- 
21% of total cortical synapses (Beaulieu and Colonnier, 
1985; Anderson et al., 1994b). An estimated 8-13% of GA- 
BAergic synapses target other GABAergic neurons (Beau- 
lieu and Somogyi, 1990; Kisvkday et al., 1993). The model 
assumed that cortical excitatory and inhibitory neurons re- 
spectively receive 20% and 10% of their synapses from cor- 
tical inhibitory neurons. Scaling relative to the number of 
LGN inputs in the model yields 24 and 8 inhibitory synapses 
onto excitatory and inhibitory cells, respectively. Model cor- 
tical excitatory cells provided 36 and 56 synapses onto each 
excitatory and inhibitory neuron, respectively. Thus, in 
agreement with anatomical estimates, model cortical excit- 
atory cells contributed the largest number of synaptic inputs 
to layer IV neurons (Martin, 1988; Peters and Payne, 1993; 
Ahmed et al., 1994). The 36 excitatory-excitatory synapses 
represent half of the scaled number suggested by anatomy. 
This reduction was done to mitigate the effects of positive 
feedback (see Discussion); with this reduced number of syn- 
apses, cortical inputs still contributed the largest component 
of the excitatory postsynaptic potentials (EPSPs) at the pre- 
ferred orientation. 

To generate iso-orientation excitation and inhibition, cor- 
tical excitatory and inhibitory inputs were chosen from nor- 
mal distributions, each with maximal connectivity probabil- 
ity within the cortical column of the postsynaptic cell. In- 
hibitory inputs were drawn from a broader range of orien- 
tations than the excitatory inputs uINHIB = 60”, uEXCIT = 7.5”. 
The gaussian distributions were clipped so that cortical cells 
differed by no more than 60” in preferred orientation from 
that of its postsynaptic targets. Thus, inhibitory inputs had 
a range of +60” (- ?350 km) while excitatory inputs had 
an effective range of 215” (-2100 km), with approxi- 
mately 32% of excitatory inputs coming from neighboring 
columns. These orientation ranges are similar to values re- 
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ported from cross-correlation studies (Michalski et al., 1983; 
Hata et al., 1988). Cells received no more than one synapse 
from any single cell. Although many cortical neurons have 
axons that travel several millimeters horizontally across cor- 
tex (Gilbert and Wiesel, 1983), cortical neurons appear to 
synapse most densely very near their cell bodies (Szenta- 
gothai, 1965; Gilbert and Wiesel, 1983; Kisvarday et al., 
1985; White, 1989; Anderson et al., 1994a). In this article, 
we addressed only local, short-range (<500 pm) intracorti- 
cal connections. Effects of long-range connections are ad- 
dressed elsewhere (Somers et al., 1994). 

In the model both intracortical and thalamocortical excit- 
atory synapses had maximal synaptic conductances of 3 nS. 
Between rest and threshold voltages, single EPSP amplitudes 
were approximately 0.8 mV. In vitro recordings suggest sin- 
gle EPSP amplitude values of 0.14 2 0.09 mV (Komatsu et 
al., 1988), 0.05-2.0 mV (Mason et al., 1991), and 0.19-3.6 
mV (Smetters and Nelson, 1993). Thus, single EPSPs in the 
model are consistent with the higher end of experimental 
values. Since the model was forced to underrepresent the 
total number of synapses (due to computational constraints), 
utilizing the higher range of unitary PSP amplitudes seems 
reasonable. Visual cortical inhibitory synaptic conductances 
have been suggested to be stronger than excitatory conduc- 
tances (Komatsu et al., 1988). Model inhibitory synapses 
had maximal synaptic conductances of 5 nS. At rest, unitary 
IPSP amplitudes in the model were 0.2 mV, while near 
threshold unitary IPSP amplitudes were 0.58 mV. Komatsu 
et al. (1988) report at rest, IPSP amplitudes were 0.09 + 
0.05 mV, while with depolarizing current amplitudes could 
reach a few mV. The effects of other maximal conductance 
values were also explored (see Fig. 7). 

Each synapse had a randomly chosen synaptic delay, 
which represents the total soma-to-soma time delay for 
spike-evoked PSPs. Synaptic delays were chosen from zero- 
bounded normal distributions. Intracortical (excitatory and 
inhibitory) synapses had mean delays of 3 msec with a vari- 
ance of 1 msec. These values may slightly overestimate ex- 
perimental estimates. Since the tuning mechanism investi- 
gated here depends on activation of cortical feedback, we 
chose to “err” on the side of longer delays. No ill effects 
were observed with shorter delays. Thalamocortical synap- 
ses onto cortical excitatory and inhibitory cells had mean 
delays of 10 msec and 5 msec with variances of 5 msec and 
3 msec, respectively. The differences in thalamocortical tim- 
ing were introduced in light of earlier reports that relative 
timing of feedforward excitation and inhibition had a sig- 
nificant effect on net (feedforward plus feedback) inhibitory 
and excitatory responses evoked (Douglas and Martin, 
1991). Freund et al. (1985) reported highly myelinated LGN 
axonal projections that preferentially targeted the somas of 
inhibitory visual cortical neurons. Douglas and Martin 
(1991) suggested that this input may provide fast, feedfor- 
ward inhibition. In the model these synaptic delay values 
were not varied systematically, but sharp orientation tuning 
persisted when the relative timing difference was eliminated 

(see Results and Discussion). The primary utility of the tim- 
ing difference was to reduce the net inhibition required for 
sharp tuning. 

Cortical cell model. Excitatory and inhibitory cortical 
neurons were modeled separately using experimentally re- 
ported input resistances, membrane time constants, and firing 
characteristics of regular-spiking (RS) and fast-spiking (FS) 
neurons (Connors et al., 1982; McCormick et al., 1985). 
Each cortical neuron was modeled as a single voltage com- 
partment in which the membrane potential, Vi, was given by 

p&l= 

m dt - g g,;(t - Mvi(t> - &c,*) 

k+l 

- gLEAKwi(t) - -Km,) 

- gmdt - tsm&Vi(t) - E,,,), (8) 

where the synaptic conductances generated at each postsyn- 
aptic cell i by the spiking of each presynaptic cell j were 
given by 

(9) 

t,; and gji describe the delay and maximal conductance 
change produced for the synapse between cell j and cell i 
(see above). Spike-evoked conductance changes reached 
their maximal values at rpEAK, which was 1 msec for excit- 
atory synapses, 2 msec for inhibitory synapses, and 2 msec 
for afterhyperpolarization. tp represented the time of each 
spike (described by the set S,) of presynaptic cell j. Na+- 
mediated spike dynamics were replaced by a time-varying 
firing threshold. When the membrane potential exceeded 
threshold, a spike was recorded, the spike threshold was el- 
evated, and a hyperpolarizing conductance was activated. 
Baseline spike threshold value was -55 mV. This compu- 
tational level of neuronal representation permits realistic 
consideration of both intracellular and network phenomena. 

The numbers of excitatory and inhibitory synapses received 
by cell i were k and I, respectively. Excitatory synaptic effects 
were implemented as linear conductance changes, neglecting 
the effects of NMDA receptor-mediated conductances. The 
effective reversal potential, EEXCIT, was 0 mV. GABA,-type 
inhibitory effects were modeled as linear conductance 
changes at Cl- channels (E,,,,, = -70 mV). Slower GABA, 
inhibition was not incorporated. Afterhyperpolarization effects 
were spike triggered (with delay tsprKE = 1 msec) and K+- 
mediated (EAHP = -90 mV). The leak reversal potential, 
E LEAK, was -65 mV. Parameters C,,,, g,,,,, and g,,, were 
membrane capacitance, leakage conductance, and after hy- 
perpolarization conductance. Regular spiking (excitatory) 
neurons had parameter values of C, = 0.5 nF, g,,,, = 25 nS, 
and g,,, = 40 nS. Fast-spiking (inhibitory) neurons had pa- 
rameter values of C, = 0.2 nE g,,,, = 20 nS, and g,,, = 
20 nS. These values correspond to membrane time constants, 
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T,~, of 20 msec for excitatory neurons and 10 msec for inhib- 
itory neurons. Absolute refractory periods were 3.0 msec and 
1.6 msec for RS and FS neurons. Relative refractory periods 
were generated by time-varying thresholds that pulsed up 10 
mV on a spike and exponentially decayed to baseline with a 
10 msec time constant. This roughly approximates the refrac- 
tory effects of Na+ channel inactivation. These parameters 
yielded approximate fits to experimental frequency versus 
current plots for cortical neurons (McCormick et al., 1985). 
With strong injected current RS neurons can fire in excess of 
300 Hz; FS neurons in excess of 600 Hz. The above param- 
eters were fixed and their effects on network performance 
were not explored. Adaptation properties of regular spiking 
neurons were not addressed. 

Pharmacological blockade simulations 
2-Amino-4-phosphonobutyrate (APB), a glutamate analog, when 
injected into the retina of cats or monkeys silences activity of ON 
retina1 bipolar cells and of the subsequent ON pathway of ON 
retinal ganglion cells, ON LGN cells, and ON subfields of cortical 
simple cells (Schiller, 1982; Horton and Sherk, 1984; Sherk and 
Horton, 1984). OFF-channel cells exhibit normal center-surround 
antagonism. Significantly, APB injection does not disrupt cortical 
orientation tuning. The effects of APB on the model circuit were 
addressed by silencing activity of all ON-center retinal ganglion 
and LGN cells in the model. This was achieved by setting all ON 
retinal ganglion responses to zero. OFF cell activity was not altered. 

Iontophoresis of bicuculline methiodide, a GABA, antagonist, 
has been shown to disrupt and, at high dosage, abolish orien- 
tation selectivity (Sillito, 1975; Tsumoto et al., 1979; Sillito et 
al., 1980; Nelson, 1991). In most cases long ejection times are 
required, implying that bicuculline must diffuse across a local 
population of neurons before selectivity is lost. In the model, 
the effects of bicuculline have been explored by reducing the 
maximal synaptic inhibitory conductances onto all cells within 
a single cortical column (n = 84 excitatory cells and 21 inhib- 
itory cells). High bicuculline doses were represented by 50% 
reduction of gCTX.rN. 

In recent experiments, our laboratory has silenced Cll- and 
K+-mediated inhibition in single visual cortical neurons in vivo 
by whole-cell administration of cesium fluoride (CsF) and 4,4’- 
diisothiocyanatostilbene-2,2’-disulfonic acid (DIDS) (or picro- 
toxin) with no ATP and no GTP (Nelson et al., 1994). The 
blockade was often accompanied by injection of a mild hyper- 
polarizing current to compensate for the increased spontaneous 
firing rates that occurred as a side effect of the blockade. The 
current level was held fixed for all stimulus orientations. In the 
model, the effects of CsF-DIDS were addressed by setting max- 
imal inhibitory synaptic conductances, gCTX.,N, to 0, and by re- 
ducing maximal afterhyperpolarizing conductances by 80%. g,,, 
values were not varied systematically, but a residual, nonzero 
g,,, was deemed desirable as a means of providing a degree of 
repolarization after a spike. This was performed on only a single 
cell per simulation. The effects of the hyperpolarizing current 
were explored in the model; empirically a -0.3 nA current was 
chosen for the full orientation studies. DIDS cells were also 
tested without current injection. 

Data collection and analysis 

Stimulus evoked spikes were collected over a time window 
equal to the stimulus duration, At,,,.,,,, (window delay 20 msec). 

Orientation response curves were generated by summing each 
cell’s response over several (10-18) presentations of each of 16 
stimulus orientations (11.25” resolution). Sharpness of orienta- 
tion tuning was quantified by measuring the half-width of the 
tuning curve at half of its peak amplitude. Half-width at half- 
amplitude (HW) measures of tuning were computed by inter- 
polation between data points on the orientation tuning curves. 
HW measures were computed for all cells in the 0” column. For 
the extensive parameter search used to construct Figure 7, re- 
sponses of all excitatory neurons were summed to generate a 
mean orientation response curve. 

Synaptic conductance values were computed by summing 
Equation 9 for all spikes received. These values were summed 
with the leak conductance to obtain the net conductance. Levels 
of summed postsynaptic potentials received by a cell were com- 
puted by 

oz 

g(t)(~, - Lame,) dt 1 
(10) 

where (v, - EChanne, ) represents the average driving force on a 
synaptic channel class (i.e., inhibitory). vi was approximated by 
the baseline spike threshold (-55 mV>. This approximation is 
reasonably accurate for preferred stimulus orientations; however, 
it overestimates IPSP levels for nonpreferred orientations. Since 
low experimental values of cross-orientation IPSP levels repre- 
sent an important mode1 constraint (Ferster, 1986; Douglas et 
al., 1991 a), we made the conservative decision to err on the side 
of overestimation of these values. 

Simulation software 

Numerical simulations of the cortical circuit were implemented 
in the SPIKETIME neural simulation package (Somers, unpub- 
lished observations) and run on the CM-S Connection Machine 
(Thinking Machines, Inc.). SPIKETIME incorporates published 
computer code (Press et al., 1992) for fourth-order, Runge-Kutta 
numerical integration of systems of ordinary differential equa- 
tions. Integration time step was 0.25 msec, which provided ac- 
curacy to 0.125 msec. 

Results 
Normal response properties 
Cortical cells exhibited low spontaneous firing rates of 0.5 
spikes/set (sp/s) for excitatory cells and 4 sp/s for inhibitory 
cells, due to spontaneous LGN firing rates (e.g., responses to 
uniform background stimuli). Orientation tuning properties were 
thoroughly investigated for neurons in the central 0” cortical 
column. Both excitatory and inhibitory neurons were sharply 
selective for stimuli oriented at 0”. Mean half-width at half-am- 
plitude (HW) of the orientation tuning curves for all cells in the 
column was 17.7” (n = 105). Mean HW tuning of excitatory 
cells (n = 84) was 17.1” ? 0.6” (*SD), and mean HW tuning 
of inhibitory cells (n = 21) was 20.5” + 0.7” (LSD). The sharp- 
ness of tuning is consistent with typical physiological values for 
cortical simple cells (Watkins and Berkley, 1974; Orban, 1984). 
Neurons in other columns exhibited similarly sharp tuning for 
other stimulus orientations. Figure 2a displays an intracellular 
trace of a typical model cortical excitatory cell in response to 
flashed bar stimuli oriented at o”, 22.5”, 45”, and 90”. As is true 
for all cells in the column, this cell is sharply selective for the 
0” stimulus. 
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Figure 2. Response of a cell selective for 0” stimuli. a, Simulated intracellular trace from one cell in the model network in response to flashed 
dark bars oriented at 0”, 22.5”, 45”, and 90”. Horizontal bars on time nxis indicate 500 msec stimulus presentation. b and c, Thalamic (b) and 
cortical (c) input fields of this cell. ON (white) and OFF (black) thalamic subfields exhibited only a mild orientation bias for 0” stimuli. Cortical 
excitatory (triangles) and inhibitory (circles) inputs arose most densely from cells within the 0” column. Cortical connection probabilities fell off 
with distance, and no connections were permitted beyond the 60” column. Inhibitory distribution was broader than the excitatory distribution. 

Sharp orientation selectivity was observed across a broad 
range of stimulus contrasts. Mean HW tuning (n = 105) for 5%, 
15%, and 100% contrast stimuli were 18.3” 2 0.6” SD, 17.4“ -t 
0.7” SD, and 17.7” + 0.6” SD, respectively. As stimulus contrast 
increased from 5% to 100% average peak responses of excitato- 
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Figure 3. Figure 3. Sharpness of orientation selectivity remained approximately Sharpness of orientation selectivity remained approximately 
constant across stimulus contrast values. As contrast increased, peak constant across stimulus contrast values. As contrast increased, peak 
response increased but selectivity did not broaden. response increased but selectivity did not broaden. 

ry neurons increased by 122% [22.1 t- 4.8 sp/s (&SD) vs 49.1 
? 17.1 sp/s]. This contrast invariance of orientation tuning in 
the model replicates experimental findings (Sclar and Freeman, 
1982). Figure 3 displays orientation response curves at three 
different contrasts for an example cell. 

The mechanisms underlying orientation tuning of the model 
were investigated by measuring the postsynaptic potentials 
(PSPs) contributed by different synaptic input sources. Both ex- 
citatory and inhibitory PSPs were strongest at the preferred ori- 
entation (see Fig. 4a,b). Notably, stimulus-evoked IPSPs (in ex- 
cess of spontaneous levels) were, on average, 8.3 times as strong 
for the preferred orientation as for the orthogonal or cross-ori- 
entation (90”) stimulus. These PSP tuning properties of the mod- 
el are consistent with intracellular reports of weak cross-orien- 
tation IPSPs and strong iso-orientation IPSPs (Ferster, 1986; 
Douglas et al., 1991a). 

In the model, the EPSP tuning resulted from a combination 
of broadly tuned thalamocortical input and sharply tuned corti- 
cocortical excitation. Broad tuning of thalamocortical input re- 
sulted from the low length-to-width ratios of the (regions of 
thalamic convergence onto) cortical subfields (see Fig. 2~). 
Sharp tuning of cortical EPSPs reflected input from well-tuned 
cortical excitatory cells with similar orientation preferences. 
Cortical inhibitory inputs were also drawn most heavily from 
within the preferred orientation column (see Fig. 2b) and these 
cells were also well tuned. Cortical inhibitory inputs were drawn 
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Figure 4. Orientation tuning of postsynaptic potentials. a, Postsynaptic potentials evoked in the example cell by thalamic excitatory, cortical 
excitatory, and cortical inhibitory synaptic inputs. LGN EPSPs were very broadly tuned. IPSPs were strongest at the preferred orientation (0”) and 
weakest at the cross-orientation (90”). Cortical EPSPs provided the strongest orientation-selective input. Net EPSPs were, therefore, well-tuned for 
0” stimuli. b, Averaged EPSP and IPSP inputs for all excitatory (n = 84) cells in the 0” column. Both EPSPs and IPSPs were largest in response 
to stimuli of the ureferred orientation. Cross-orientation stimuli evoked IPSPs that were only mildly stronger than spontaneously evoked (no stimulus) 
IPSPs. All PSPs*were scaled by g,,,,/(lOOO C,,,). 

from a broader range of orientations than cortical excitatory in- 
puts; therefore, cortical inhibition was more broadly tuned than 
cortical excitation. The relative broadness of cortical inhibition 
to cortical excitation was observed to be a critical property for 
the sharp orientation tuning of the model. This issue is analyzed 
below in Figure 6. The distinction between cortical EPSPs and 
net EPSPs is also important. As thalamocortical EPSPs were 
quite broadly tuned, the net EPSPs and IPSPs were evoked over 
a similar range of orientations. Here, the EPSP and IPSP tuning 
curves differed primarily in their slope at oblique orientations. 

The PSP records revealed that cortical excitatory inputs were 
the source of the largest and best-tuned orientation signal (see 
Fig. 4). Therefore, cortical excitation was the leading cause of 
sharp orientation selectivity. This finding may appear paradox- 
ical as sharp tuning of cortical neurons was both the “effect” 
and the “cause” of the effect; however, in a feedback circuit 
such an explanation is not tautological. Rather, it implies that 
the effect is an emergent property of the recurrent circuitry. 

Because sharp orientation selectivity resulted from cortical 
feedback, rapid sharpening of EPSP tuning can be observed in 
the model’s intracellular records at the beginning of a response. 
Broadly tuned thalamocortical EPSPs are quickly joined by 
sharply tuned intracortical EPSPs. Pei et al. (1994) have recently 
reported a similar sharpening in PSP tuning in vivo. However, 
the temporal evolution of tuning is less apparent in the model’s 
extracellular traces. For nearly all model cells, sharp orientation 
selectivity emerged before or just after the first spike of the 
response. That is, there is little or no unoriented transient com- 
ponent to model extracellular responses. This is consistent with 
experimental reports (e.g., Vogels and Orban, 1991). Due to the 
integrative properties of membranes, response latencies were 
generally shortest for preferred stimuli (cf. Dean and Tolhurst, 
1986). This “head start” for preferred orientations likely con- 
tributed to the rapid emergence of sharp tuning. 

Tuning contributions of feedforward and inhibitory circuit 
components 
To further investigate the mechanisms underlying orientation se- 
lectivity in the model, the maximal synaptic conductances 

(strengths) for all cortical inhibitory and/or cortical excitatory 
synapses were manipulated (Fig. 5). The precise set of network 
connections, however, was otherwise unaltered. Inactivation of 
cortical excitatory and cortical inhibitory synapses (&TX.EX = 
LkTX.IN = 0) revealed tuning effects of the converging thalamo- 
cortical inputs. LGN inputs alone generated broad tuning with 
a large variance in tuning across the population of cortical neu- 
rons. Mean excitatory cell HW tuning was 53.3” +- 19.3” SD (n 
= 84). Mean inhibitory cell HW tuning was 63.6” % 20.5” SD 
(n = 21). Thirteen of 84 excitatory neurons were unoriented 
(responses to all orientations above half-maximal response), 
while only two neurons exhibited tuning better than 30” HW 
(28.0”, 29.8”). The most sharply tuned neuron in the feedforward 
circuit was more broadly tuned than the most broadly tuned cell 
in the full network. This demonstrates that the role of intracort- 
ical excitation was not simply to “convey” sharp tuning from a 
few cells, which receive highly oriented thalamocortical inputs, 
to other neurons. 

Response rates were moderate in the feedforward network. 
Mean peak response of excitatory neurons was 25.3 2 1.7 SD 
spikes per second (sp/s) and thus was substantially lower than 
the mean peak response in the full network [49.1 2 7.2 spls 
(+SD)]. Manipulations that raised the firing rate of the thala- 
mocortical (feedforward only) network without altering the rel- 
ative tuning of PSPs due to LGN input, such as increasing gLGN, 
consistently caused a broadening of tuning. It is well known 
(e.g., Creutzfeldt et al., 1974b) that the existence of the spike 
threshold serves to enhance the output response tuning relative 
to the input PSP tuning. Subtracting a fixed quantity from all 
orientations enhances their relative differences. This is known 
as the “iceberg” effect, and is strongest when the threshold lies 
just below the peak input value. Proportionally increasing all 
input values reduces the iceberg effect and yields broader tuning. 
Therefore, the feedforward model exhibits a tradeoff between 
response amplitude and selectivity. 

Simulations were also performed on a variation of the model 
with normal intracortical inhibition, normal thalamocortical ex- 
citation, but inactivated intracortical excitation (8 cm EX = 0). 
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Figure 5. Recurrent network tuning properties compared to those of 
the network components (see Results). The thalamocortical connections 
of the network alone (feedforward) generated broad orientation tuning 
and moderate responses. Intracortical inhibitory connections enhanced 
orientation tuning, but did so at the cost of reduced responsiveness. 
Without cortical excitation the (Inhib 1) network failed to achieve mean 
physiological values for orientation selectivity. Doubling the strength of 
inhibition (Inhib 2), further reduced responses but provided only a mod- 
est sharpening of orientation tuning. In contrast, the full recurrent net- 
work exhibited both physiologically sharp orientation tuning and robust 
responses. n = 84 cells; error bars indicate SD. 

This network (“inhib 1”) exhibited tuning sharper than that of 
the feedforward network, but significantly broader than that of 
the full feedback network. Mean excitatory cell HW tuning was 
38.4” +- 22.7” SD (n = 84). Mean inhibitory cell HW tuning 
was 60.7” ? 20.3” SD (n = 21). Only 9 of 84 excitatory cells 
exhibited HW tuning < 20”, while 12 excitatory neurons were 
classified as unoriented. This network also exhibited lower re- 
sponse rates than either the full network or the feedforward net- 
work. Mean peak response of excitatory neurons was 9.8 spls 
2 2.3 spls SD. Due to broad tuning of inhibitory neurons in the 
“inhib 1” network, the IPSP tuning was nearly flat across ori- 
entations with a mild bias for the preferred orientation. The tun- 
ing advantage that this inhibitory network enjoys over the feed- 
forward network therefore can be attributed to an “iceberg” 
effect, providing “flat,” hyperpolarizing inhibition is equivalent 
to raising the spike threshold. 

To further investigate iceberg-type effects in this model, the 
maximal inhibitory synaptic conductances were doubled (g~-~.r~ 
= 10 nS) and cortical excitation remained off (&TX.EX = 0 nS). 
This (“inhib 2”) network exhibited only a mild improvement in 
orientation tuning over the “inhib 1” network. Mean excitatory 
cell HW tuning was 35.2” +- 24.2“ SD. Mean inhibitory cell HW 
tuning was 57.5” +- 20.7” SD. The increase in inhibition pref- 
erentially enhanced the tuning of cells that received more strong- 
ly oriented thalamocortical input. Cells receiving unoriented 
thalamocortical input remained unoriented. The HW tuning of 
25% (21/84) of excitatory neurons and none of the inhibitory 
neurons was less than 20”, while the tuning of 14% (12/84) of 
excitatory and 24% (5121) of inhibitory neurons was classified 
as unoriented. The increase in inhibition also resulted in a further 
reduction of response rates. The mean peak response of cortical 
excitatory neurons was 4.0 sp/s + 2.0 spls SD. 

The results of these network simulations are summarized in 
Figure 5. Thalamocortical inputs alone yielded broad tuning with 
a large variance in tuning. Addition of intracortical inhibition 
enhanced tuning, but did so at the cost of substantially reducing 

responsiveness. The spatial pattern of inhibition used in the 
model enhanced thalamocortical orientation biases, but could 
not, de nova, create orientation tuning. This inhibition mildly 
increased the variance in orientation tuning across cells. The full 
network (with corticocortical excitation) overcame the limita- 
tions of the feedforward and inhibitory networks. All neurons, 
even those with unoriented patterns of thalamocortical input, 
exhibited sharp orientation tuning. Unlike in the inhibitory net- 
works, this tuning enhancement was accompanied by amplifi- 
cation of the peak response. Strikingly, the strong inhibitory 
(“inhib 2”) network exhibited a peak response only 8.1% as 
strong as that of the full network, yet generated HW tuning that 
was still twice as broad as the full network. These results dem- 
onstrate that the orientation tuning properties of the model can- 
not be accounted for by either the thalamocortical or intracortical 
inhibitory connections it utilized. Thus, these results demonstrate 
the utility of local, recurrent, cortical excitatory connections in 
the generation of sharp orientation selectivity by the model. 

Analysis of orientation tuning requirements 

To further illuminate the mechanism by which this model 
achieved sharp orientation tuning and robust responses (despite 
utilizing poorly oriented thalamocortical inputs and iso-orienta- 
tion inhibition), additional analysis was performed. Figure 6a 
displays the mean orientation response curve for cells in the 
thalamocortical network and an example of a “desired” orien- 
tation response curve with HW tuning of 20” (typical tuning for 
simple cells; Orban, 1984). The desired tuning curve was scaled 
so that the peak responses of the two curves were equal. For 
cells to achieve 20” HW tuning, the difference between the de- 
sired orientation tuning response and the thalamocortical re- 
sponse must be provided by cortical inputs. Therefore, the dif- 
ference curve (see Fig. 6~2) reveals the shape of orientation tun- 
ing of the net cortical contribution required to achieve sharp 
orientation selectivity. This curve indicates that net cortical in- 
hibition should be strongest at approximately 20-40” from the 
preferred orientation. Mild net cortical inhibition is required at 
the cross-orientation. Since the desired response is roughly zero 
at the cross-orientation, increased levels of cross-orientation cor- 
tical inhibition are also consistent with these curves; however, 
additional cross-orientation inhibition is not required to achieve 
physiological tuning values. 

The net cortical tuning curve indicates that little or no iso- 
orientation inhibition is required; an iso-orientation-specific in- 
crease in inhibition would both reduce responsiveness and 
broaden tuning. Since experimental intracellular recordings in- 
dicate that cortical inhibition is actually strongest at the iso- 
orientation (Ferster, 1986; Douglas et al., 1991a; but see Pei et 
al., 1994), the net cortical orientation tuning curve cannot be 
accounted for solely by the cortical inhibitory inputs. However, 
the net cortical curve can be matched by combination of rela- 
tively broad iso-orientation cortical inhibition and relatively nar- 
row iso-orientation cortical excitation. Such a “center-surround” 
structure is functionally similar to difference of gaussian (DOG) 
operators that are commonly used in computer vision models 
(e.g., Marr and Hildreth, 1980; Grossberg, 1983; Grossberg and 
Mingolla, 1987). Figure 6b displays the average cortical excit- 
atory and inhibitory inputs (PSPs) to excitatory cortical cells (n 
= 84) in the full model. The net cortical orientation tuning curve 
produced by their sum exhibits the same center-surround struc- 
ture displayed in the difference curve of Figure 6~. These curves 
differ primarily in the presence of net cortical iso-orientation 
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excitation within the model. This excitation was reflected in the 
higher peak response rates of the full network as compared to 
the thalamocortical network. 

This analysis demonstrates that narrowly tuned cortical exci- 
tation can provide the “missing link” between the combination 
of broadly tuned thalamocortical excitatory inputs and iso-ori- 
entation inhibitory inputs on the one hand, and sharply tuned 
orientation output responses on the other hand. The “center- 
surround” orientation tuning mechanism described here can be 
generated by any of a family of pairs of excitatory and inhibitory 
cortical inputs in which excitation and inhibition are approxi- 
mately balanced and inhibition is more broadly tuned than ex- 
citation. Such a family of balanced excitatory and inhibitory 
cortical inputs was generated in the model as stimulus contrast 
was varied (not shown). In addition, simulations of networks 
with spatial connectivity distributions that differed by 20% or 
less from the values of either cExcIT or uINHIB than that used in 
this model also exhibited the necessary balanced, “center-sur- 
round” structure, and produced emergent, sharp orientation se- 
lectivity. The critical property was the orientation bandwidth of 
the net cortical center-surround structure (see Fig. 6). Cortical 
amplification could occur within approximately 20” of the pre- 
ferred orientation, but net cortical inhibition was required at 
more oblique orientations. As cortical excitatory inputs were 
more broadly distributed, cortical inhibition needed to be stron- 
ger. Sharper thalamocortical orientation bias eased the restric- 
tions on center-surround structures; however, net excitation in 
the surround disrupted even very sharp thalamocortical tuning. 

To further explore the robustness of the model, orientation 
behavior was explored for a broad range of cortical excitatory 
and inhibitory synaptic strengths. Mean response and orientation 
tuning of the summed responses of all excitatory neurons (n = 
84) in the 0” column were measured for each parameter set (see 
Fig. 7). Several trends were apparent. Most importantly, there 
was a robust region of “balanced” excitatory and inhibitory 
strengths for which sharp tuning and vigorous responses were 
observed. Not surprisingly, increasing inhibitory strengths had 
the effect of decreasing responses, while increasing excitatory 
strengths produced higher responses. Increasing inhibition also 
generally sharpened tuning. In contrast, increasing excitation had 
a consistent, biphasic effect on orientation tuning. At low cor- 
tical excitation levels, increasing excitation sharpened tuning, 
while at higher levels further increases broadened tuning. This 
effect is most apparent in the ifihibition = 5 nS column of Figure 
7. The turning point for this biphasic effect increased as inhib- 
itory strength increased. This relationship was reflected in the 
diagonal band of “balanced” excitatory and inhibitory strengths 
that yield both sharp tuning and robust responses. In the region 
below this diagonal inhibition dominated, causing reduction of 
response. In the region above the diagonal band excitation dom- 
inated, causing nonselective amplification of all responses and 
thus a broadening of tuning. Explorations of networks with dif- 
ferent spatial spreads of cortical connections also revealed sim- 
ilar (but shifted) diagonal bands of “balanced” excitation and 
inhibition for which sharp tuning was observed. 

It is also important to report on the form of the inhibition 
utilized in the model, since experimental evidence suggests that 
shunting or divisive inhibition can contribute only modestly to 
orientation tuning (Douglas et al., 1988; Berman et al., 1991; 
Dehay et al., 1991; Ferster and Jagadeesh, 1992). By construc- 
tion, the model utilized only hyperpolarizing inhibition and not 
shunting inhibition. The current contributed by excitatory syn- 
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Figure 6. Cortical requirements for sharp orientation selectivity. u, 
Comparison of orientation responses produced by thalamocortical inputs 
alone (FF Tuning) with typical physiological tuning (20 deg HW Tun- 
ing). The difference between these curves must be contributed by in- 
tracortical inputs. Note that net inhibition is most strongly required ap- 
proximately 20-40” from the preferred orientation. b, Average cortical 
PSPs received by excitatory cells in the 0” column. Narrow iso-orien- 
tation excitation and broader iso-orientation inhibition combined to 
yield “center-surround” cortical orientation tuning with net excitation 
in response to preferred stimulus orientations and net inhibition for non- 
preferred stimuli. Net cortical tuning satisfied inhibitory requirements 
of the difference curve (in a) and amplified preferred responses. PSPs 
scaled as in Figure 4. 

apses was independent of synaptic inhibitory conductances, per 
se. In the model, Cl--mediated inhibition has a hyperpolarizing 
effect due to the driving force produced when a postsynaptic 
neuron is depolarized to near threshold (-55 mV). A more bi- 
ophysically detailed implementation in which modest shunting 
was permitted would have reduced the amount of inhibition re- 
quired to achieve sharp tuning (Bush and Sejnowski, 1994); 
however, shunting was not required. For the sake of thorough- 
ness, we report that cross-orientation stimuli increased the av- 
erage inhibitory conductance from a rest value of 5.4 nS (due 
to spontaneous firing of inhibitory neurons) to 11.5 nS. The 
average net (leak plus synaptic) conductance increased by 20.5% 
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Figure 7. Sensitivity of the model to cortical excitatory and inhibitory strengths: average peak response (indicated by symbol shading) and 
orientation tuning bandwidth (indicated by symbol shape) of averaged responses of cortical excitatory neurons (n = 84) in 0” column, for different 
cortical synaptic strengths (&~x.Ex, $C.X.,N in nS). The model exhibited sharp orientation tuning and strong responses provided that cortical excitation 
and inhibition were approximately balanced. The region between the nyo dashed lines defines the region of parameter space that satisfied this 
“balance” requirement. Where inhibition dominated, response rates fell; where excitation dominated, tuning broadened. Note that increasing 
excitatory strength had biphasic effects. At low excitation levels, increasing excitation amplified preferred responses and thus sharpened tuning. At 
high excitation levels, increasing excitation amplified all responses and therefore broadened tuning. 

from 33.6 nS to 40.5 nS. Experimental reports suggest net con- 
ductance changes of 20% or less (Douglas et al., 1988; Berman 
et al., 1991; Ferster and Jagadeesh, 1992). As model neurons 
were comprised of only a single compartment, the average net 
conductance value measured here likely overestimated the con- 
ductance change that would be recorded at the soma of a real 
neuron. Synaptically evoked conductance changes measured at 
the soma decrease with synaptic distance from the soma (Koch 
et al., 1990). 

The model also made use of fast, feedforward inhibition; how- 
ever, this property was not critical to generation of sharp ori- 
entation tuning. Elimination of the relative timing difference be- 

tween thalamocortical inputs produced tuning that was as sharp 
(in some cases sharper) than the results presented above. How- 
ever, fast feedforward inhibition reduced the net inhibitory re- 
sponses by 50% or more. Elimination of timing differences led 
to higher recurrent excitatory amplitudes. Feedback inhibition 
compensated to produce sharp tuning, but net inhibitory ampli- 
tudes increased to match excitatory amplitudes. All orientations 
were effected, so the orientation tuning width of inhibition was 
similar for both forms of inhibition. Elimination of timing dif- 
ferences also had an effect on the temporal emergence of tuning; 
with slower inhibition a higher percentage of cells gave off a 
“transient” response spike before settling into their tuned re- 
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sponses. But these transient periods were modest compared to 
the 50-100 msec transient periods observed during simulations 
(data not shown) in which feedforward inhibition was complete- 
ly eliminated (no thalamocortical excitation of inhibitory cells). 
Thus, in the model, rapid feedforward inhibition contributed to 
the fast emergence of sharp orientation selectivity. 

Pharmacological blockade studies 

Pharmacological blockade studies provide additional methods of 
revealing neural circuitry properties. Three such pharmacologi- 
cal blockades were addressed in simulations: silencing of ON- 
center retinal and thalamic cells by injection of APB in retina; 
reduction of intracortical inhibition across a small, localized 
population of neurons by iontophoresis of bicuculline; and in- 
tracellular blockade of inhibition in single cortical neurons. 

Experiments in cat and monkey have demonstrated that injec- 
tion of the glutamate agonist 2-amino-4-phosphonobutyrate 
(APB) into the retina reversibly silences activity of ON-center 
retinal bipolar, retinal ganglion, and lateral geniculate cells, but 
has no effect on the center surround antagonism of OFF-center 
cells (Schiller, 1982; Horton and Sherk, 1984). Similarly the ON 
subfields of cortical simple cells disappear, while the OFF sub- 
fields persist. Under these conditions orientation selectivity re- 
mains sharp; however, response rates fall dramatically (Schiller, 
1982; Sherk and Horton, 1984). These experiments effectively 
invalidate orientation selectivity models that rely on strong in- 
teractions between ON and OFF subfield types (e.g., Heggelund, 
1981). 

APB injection experiments were simulated by silencing ON- 
center retinal and thalamic cells, while leaving OFF-center re- 
sponses unchanged. Model cortical cells retained their sharp ori- 
entation tuning. Mean excitatory cell HW tuning was 14.5” +- 
1.3” SD. Mean inhibitory cell HW tuning was 17.7” + 0.8” SD 
(see Fig. 8). In further agreement with experiment, response 
rates dropped dramatically. Mean peak response rate of excit- 
atory cells dropped by 67.6% to 15.9 spls. The reduction in 
response rates was caused by the silencing of LGN ON cells. 
Thalamocortical input was reduced at all orientations. Mean 
thalamocortical input dropped by 40.2% at the preferred orien- 
tation and by 37.7% at the cross-orientation. The withdrawal of 
ON excitation had a mild iceberg effect and accounted for the 
slight tuning enhancement observed. Thus, in the model, inter- 
actions between ON and OFF subfields were not critical to the 
generation of sharp orientation selectivity. In a prior version of 
the model (Somers et al., 1995), in which separate ON- and 
OFF-center inputs were not explicitly modeled, a similar cortical 
architecture also yielded sharp tuning. This further supports the 
idea that interactions between ON and OFF channels are not 
necessary for the generation of orientation selectivity. 

The most direct paradox in the experimental literature on ori- 
entation selectivity lies in the dramatic effects observed under 
different forms of intracortical inhibitory blockade. Extracellular 
iontophoretic application of the GABA, antagonist bicuculline 
methiodide reduced inhibitory synaptic transmission across a lo- 
cal population of cells and disrupted orientation tuning. Suffi- 
ciently large bicuculline doses abolished orientation selectivity. 
Bicuculline application also substantially increased response 
rates. These results argue for a critical role for intracortical in- 
hibition in orientation selectivity (e.g., Sillito et al., 1980). In 
contrast, our laboratory recently reported that intracellular block- 
ade of inhibition had negligible effect on orientation tuning. In 
these experiments whole-cell pipettes were used to deliver CsF- 

0 
-90 -67.5 -45 -22.5 0 22.5 45 67.5 ! 

Orientation (deg) 

Figure 8. Cortical response under APB blockade of ON channel in- 
puts (shown for same cell as earlier figures). Orientation tuning re- 
mained sharp and the peak response fell dramatically. This indicates 
that sharp orientation tuning did not rely on interactions between ON 
and OFF subfields. 

DIDS solution intracellularly to silence inhibitory voltage con- 
ductances (Cl-, K+). A mild, fixed hyperpolarizing current was 
injected to compensate for the increase in spontaneous firing 
rate. The critical difference between the two sets of inhibitory 
blockade experiments appears to be the number of cells that lost 
inhibitory inputs. Disruption of orientation selectivity requires 
long bicuculline ejection times (Sillito et al., 1980; Nelson, 
1991). This suggests that the drug effects spread across a local 
population of neurons. In contrast, intracellular blockade affects 
only the recorded neuron. This issue was explored in the model. 
Bicuculline application was simulated by a 50% reduction in 
gCTX.rN for all neurons (n = 105) in the 0” column; synaptic 
connections onto neurons in other columns were unaffected. 
CsF-DIDS application was simulated by a 100% reduction in 
&x.rN (Cl- channels) and an 80% reduction in gAHp (K+ chan- 
nels) in a single neuron. The DIDS cell was either injected with 
a fixed (for all orientations) -0.3 nA hyperpolarizing current or 
received no injected current. 

A simulated bicuculline intracellular response trace (for the 
same cell shown in Fig. 2~) is shown in Figure 9~. Under bi- 
cuculline application, all cells in the 0” column (n = 105) be- 
came unoriented and peak excitatory responses increased by 
87.4% to 92.0 + 6.9 sp/s. Both effects are consistent with ex- 
perimental reports (Sillito et al., 1980; Nelson, 1991). With in- 
hibitory efficacy reduced, the columnar population amplified re- 
sponses to all stimuli and thus disrupted tuning. Cellular effects 
also contributed modestly to tuning loss; high input levels (pro- 
duced by network amplification) drive cell responses to levels 
at which they are less sensitive to input differences. Bicuculline 
firing rates were higher than the normal firing rates, but they 
were far below full saturation levels (maximum firing rate > 
300 sp/s). In agreement with experiment (Sillito et al., 1980; 
Nelson, 1991), response rates and tuning disruption effects var- 
ied with bicuculline dosage. These simulations restricted bicu- 
culline effects to a single cortical column. In vitro, wider spatial 
spreads of bicuculline, which occur even at low dosage, permit 
excitatory activity to propagate across columns (Chagnac-Amitai 
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Figure 9. Cortical response under two forms of intracortical inhibitory blockade: a, simulated intracellular trace (same cell shown in Fig. 2a), 
with bicuculline application, and b, with CsF-DIDS application (with -0.3 nA current injected; 6) in response to flashed bars oriented at 0”, 22.5”, 
45”, and 90”. Orientation tuning was disrupted only for the bicuculline case. The critical difference between the two forms of inhibitory blockade 
was the effect on the tuning of cortical EPSPs. c, Reduction of inhibition across the column resulted in a loss of cortical EPSP tuning. Thus, 
bicuculline disrupted both net EPSP tuning and response tuning. Strong inhibition was evoked with the reduction in inhibitory synaptic strength 
due to cortical excitation of inhibitory neurons; however, this inhibition was insufficient to rebalance cortical excitation. Note that cross-orientation 
IPSP levels exceeded that of the normal case (see Fig. 4~). In contrast, silencing of inhibition in a single cell (d) had negligible effect on the tuning 
of other cells. Therefore, cortical EPSPs and net EPSPs retained their orientation selectivity under CsF-DIDS. PSPs scaled as in Figure 4. 

and Connors, 1989). Propagation of excitation across orientation 
columns would further disrupt tuning. 

Figure 9b shows an intracellular trace from the same cell un- 
der simulated DIDS application. This cell retains its sharp ori- 
entation tuning. DIDS simulations were performed individually 
for 10 neurons (all excitatory) both with and without injected 
current. With injected current the 10 cells exhibiied mean HW 

tuning of 17.4” t 0.9” SD. In the normal network these cells 
exhibited mean HW tuning of 17.2”. ? 0.7” SD. Under DIDS 
application and without current injection these 10 cells exhibited 
mean HW tuning of 25.4” ? 1.7” SD. Thus, the simulations, like 
experiment, indicate little loss of orientation selectivity with 
blockade of direct inhibitory inputs. 

In the model, DIDS cells were sharply orientation selective 
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because they received sharply tuned cortical excitatory input. 
The iceberg effect due to the hyperpolarizing current contrib- 
uted only mildly to the DIDS tuning. The hyperpolarizing cur- 
rent injected was -0.3 nA which is only 31% as strong as the 
net hyperpolarizing current (synaptic plus afterhyperpolarizing) 
evoked by the preferred stimulus in the normal network. Cur- 
rent injection provided a mild iceberg effect relative to the no- 
current DIDS case, but DIDS cells with injected current exhib- 
ited 87% higher peak response on average than they did in the 
normal network. The high response reflects the relative weak- 
ness of the injected hyperpolarizing current as compared to the 
normal, stimulus-evoked hyperpolarization. Limitations of the 
cortical cellular model may also be responsible. It is likely that 
during actual experiments increased spike durations limit peak 
firing rates. In our simulations, spike durations were not 
changed. 

In the model the fundamental difference between the two in- 
hibitory blockade paradigms was the tuning of the intracortical 
excitatory inputs (see Fig. 9c,d). Blockade of inhibition in a 
single cell had a negligible effect on the tuning of other cells in 
the network. Therefore, the cortical excitatory inputs to the 
blocked cell retained their sharp orientation tuning and the net 
input was well tuned (see Fig. 9d). Even in the absence of in- 
jected current, DIDS cells exhibited sharp tuning. In contrast, 
the reduction in inhibition across the local population that occurs 
with bicuculline dramatically altered the tuning of intracortical 
excitatory inputs. With insufficient “balancing” inhibition, the 
recurrent orientation tuning mechanism failed to “emerge” and 
instead became disruptive. The columnar population amplified 
responses to all orientations and cortical excitatory cells lost 
their sharp tuning (see Fig. SC). Thalamocortical inputs were 
unchanged, so net EPSP tuning broadened substantially with 
only a residual orientation bias. Interestingly, strong IPSPs were 
evoked in bicuculline simulations. Bicuculline condition cross- 
orientation IPSPs were, on average, 35% stronger than normal 
cross-orientation IPSPs; however, the resulting IPSPs were in- 
sufficient to adequately balance the strong, broadly tuned EPSPs. 

The inhibitory blockade simulation results are summarized in 
Figure 10. DIDS blockade of inhibition in single cells yielded a 
slight broadening of orientation tuning. Even with no inhibition 
and no injected current, the orientation tuning of these cells was 
much closer to their normal tuning than to their thalamocortical 
tuning. Injection of a moderate hyperpolarizing current fully re- 
stored the tuning of DIDS cells without substantially attenuating 
their peak responses. The sharp tuning of DIDS cells resulted 
primarily from the sharp tuning of their intracortical excitatory 
inputs. In contrast, simulated extracellular bicuculline blockade 
abolished orientation tuning. With insufficient balancing inhibi- 
tion, intracortical excitation disrupted tuning by nonselective 
(but nonsaturating) amplification of responses. Note that bicu- 
culline tuning was substantially worse than the thalamocortical 
tuning. In comparison, inhibitory models predict that bicuculline 
tuning should be no worse than the thalamocortical tuning. Thus, 
consideration of intracortical excitation not only provides a 
mechanism for the persistence of tuning under direct inhibitory 
blockade of single cells, but also provides a more complete ex- 
planation than do inhibitory models for the abolition of tuning 
under extracellular inhibitory blockade. 

Discussion 

Despite over 30 years of experimental and theoretical work, no 
single model of visual cortical orientation selectivity has been 

FF only Normal Dids Dids Bit 
w/o current w/current 

Figure 10. Summary of inhibitory blockade effects: mean orientation 
selectivity of excitatory neurons in the cortical column (error bars in- 
dicate SD for population). CsF-DIDS blockade of inhibition in single 
cells (n = 10) without injected current produced only a mild broadening 
of orientation selectivity-as compared to the normai response (n = 84). 
Iniection of a -0.3 nA hvnernolarizine current returned CsF-DIDS tun- 
ing (n = 10) to normal levels. Bicuc&ine reduction of inhibition over 
the (0”) columnar population caused all cells (n = 84) to lose orientation 
selectivity. Note that bicuculline tuning was worse than thalamocortical 
(FF) tuning alone (n = 84). 

able to account for even the majority of experimental data. Here 
we have presented a model with modest assumptions which ac- 
counts for the results of most intracellular, extracellular, and 
pharmacological studies of orientation selectivity. Sharp orien- 
tation selectivity was achieved in all neurons without requiring 
that any neuron receive well-tuned thalamocortical inputs. The 
model relied neither on interactions between ON and OFF sub- 
fields nor on strong inhibition from nonpreferred orientations. 
Shunting inhibition was not required, inhibitory conductances 
were modest, and inhibitory neurons exhibited the same tuning 
properties as their neighboring excitatory neurons. Direct inhib- 
itory inputs contributed only modestly to the tuning of any single 
neuron, but inhibition was critical at a population level. This 
apparent paradox was resolved in the model by utilizing local 
cortical excitation to provide strong, orientation-selective input. 
Since the tuning of cortical excitatory neurons was both the 
“effect” and the “cause” of the effect, sharp orientation selec- 
tivity was seen as an emergent property of the recurrent cortical 
circuit. The orientation selectivity exhibited by this circuit also 
was shown to be insensitive to stimulus contrast. 

Key assumptions of the model 

Although the model incorporated significant biological detail, 
only three assumptions were critical to this model. First, con- 
verging LGN inputs must provide some orientation bias at the 
columnar population level. Consistent with experiment (Creutz- 
feldt et al., 1974a; Watkins and Berkley, 1974; Jones and Palmer, 
1987; Chapman et al., 1991; Pei et al., 1994), this bias may be 
weak and distributed across a population with many cells that 
receive unoriented input. The second assumption of the model, 
that local (cl mm horizontal distance) intracortical inhibitory 
connections must arise from cells with a broader distribution of 
orientation preferences than do intracortical excitatory connec- 
tions, differs from prior inhibitory models in that it is consistent 
with experimental evidence for strong iso-orientation inhibition 
(Ferster, 1986; Douglas et al., 1991a). Narrowly tuned iso-ori- 
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entation excitation and more broadly tuned iso-orientation inhi- 
bition can be realized by a simple difference-of-gaussians-like 
structure in the orientation domain. This idea is supported by 
cross-correlation data (Michalski et al., 1983; Hata et al., 1988) 
and is consistent with a key hypothesis of many models of the 
development of orientation selectivity (e.g., Rojer and Schwartz, 
1990; Miller, 1992, 1994; Swindale, 1992; Grossberg and Olson, 
1994). The final assumption is that cortical inhibition must ap- 
proximately balance cortical excitation. Too much inhibition 
produced low response rates, and too little inhibition permitted 
nonselective amplification of all stimulus responses. However, 
many sets of parameters satisfied the “balance” requirement. 
This hypothesis is consistent with reports that EPSP and IPSP 
strengths roughly covary across orientations (Ferster, 1986; 
Douglas et al., 1991a; but see Pei et al., 1994, for a differing 
view). Balanced cortical excitation and inhibition has also been 
invoked recently by computational models of cortical response 
variability (Softky and Koch, 1993; Shadlen and Newsome, 
1994; Tsodyks et al., 1994; Usher et al., 1994; Bell et al., 1995). 

Model cells in a column displayed a tighter distribution of 
orientation tuning widths than has typically been observed ex- 
perimentally (e.g., Orban, 1984). Due to computational con- 
straints many synapses were lumped together in the model, pro- 
ducing artificially high connection probabilities between excit- 
atory neurons in a column. The relative uniformity of responses 
results from these high connection probabilities; the average path 
length of recurrent feedback loops is quite short and short loops 
lead to “consensus” responses. In networks with lower connec- 
tion densities, greater diversity is exhibited. Despite the popu- 
lation uniformity, significant trial to trial response variability was 
observed. 

Other parameter choices deserve mention. The efficacy of the 
model was demonstrated for a conservative estimate of the rel- 
ative number of thalamocortical and corticocortical excitatory 
synapses. However, networks that included substantially higher 
(yet anatomically plausible) percentages of cortical excitatory 
synapses sometimes exhibited less desirable properties. Al- 
though sharp orientation tuning could be achieved, trial-to-trial 
response variability was often high. For some parameters runa- 
way excitation, similar to effects in models of epilepsy (e.g., 
Traub and Miles, 1991), was observed. These problems were 
eliminated by reducing the number of excitatory synapses. Cor- 
tex appears to employ several different strategies for attenuating 
overly strong positive feedback. Cortical excitatory but not in- 
hibitory cells rapidly adapt their firing rates (Connors et al., 
1982; McCormick et al., 1985). Also EPSP amplitudes decline 
over the course of a single presynaptic spike train, perhaps due 
to presynaptic depression of transmitter release (Nelson and 
Smetters, 1993; Thomson and Deuchars, 1994) or to postsyn- 
aptic desensitization of glutamate receptors (Hestrin, 1992). 
These mechanisms presumably provide the cortex with impor- 
tant temporal gain control, but are beyond the present scope of 
the model. One temporal-based gain control mechanism was im- 
plemented in the model by providing faster thalamocortical ex- 
citation to cortical inhibitory cells than to cortical excitatory 
cells (Freund et al., 1985). This temporal offset was not required 
for sharp tuning; however, it substantially reduced the net levels 
of inhibition required. Modest feedforward inhibition can be as 
effective as stronger feedback inhibition in the control of recur- 
rent excitation (Douglas and Martin, 1991). The model is not 
wedded to this particular temporal gain control mechanism; any 

of those listed above and possibly others may have equivalent 
effects. 

Experimental predictions 

The model has several experimental implications. It predicts that 
bicuculline application yields substantial broadening of EPSP 
tuning; feedforward and inhibitory models predict no change. 
The emergent model predicts that cells with moderately orien- 
tation-biased LGN inputs can exhibit unoriented responses with 
bicuculline. Inhibitory models predict only broadening to tha- 
lamic tuning levels. Thus, the emergent model may account 
more accurately for bicuculline effects than do inhibitory mod- 
els, several of which were proposed on the basis of this data 
(e.g., Sillito et al., 1980). Additionally, the model suggests that 
strong IPSP levels may be observed in cells whose tuning has 
been abolished by bicuculline. Such a result, if found experi- 
mentally, would be inconsistent with inhibitory models. The 
model also predicts that under intracellular inhibitory blockade, 
a modest broadening of output response tuning will occur when 
no hyperpolarizing current is applied. This broadening is subtle 
in the model and experimental detection would require sampling 
stimulus orientations at higher resolution than has been done 
(Nelson et al., 1994). Pure inhibitory models would predict ei- 
ther substantial broadening (to the levels exhibited under bicu- 
culline) or substantial response attenuation (since sharp tuning 
in these models would require that the hyperpolarizing current 
be quite strong); neither effect is consistent with experiment. 

An ideal experiment to test the model would seem to be to 
silence intracortical excitation and look for a broadening of ori- 
entation selectivity. Should this experiment prove feasible, it will 
be critical to properly control for response amplitude to avoid 
“iceberg” effects. Specifically, the model predicts that silencing 
of intracortical excitation will produce greater attenuation of pre- 
ferred responses than nonpreferred responses. Sharp orientation 
tuning emerged quite rapidly within simulated response traces 
(cf. Vogels and Orban, 1991); however, the model does predict 
some, fast temporal evolution of tuning. A recent intracellular 
study showing sharpening of orientation selectivity in the first 
tens of milliseconds of responses confirms this prediction (Pei 
et al., 1994; Volgushev et al., 1995). 

Other models and phenomena 

Cross-orientation inhibition has frequently been proposed as a 
key mechanism in the generation of cortical orientation selectiv- 
ity (Bishop et al., 1973; Sillito, 1979; Morrone et al., 1982; 
Matsubara et al., 1987; Eysel et al., 1990; Crook and Eysel, 
1992). In contrast, the model presented here specifically exclud- 
ed direct inputs from neurons preferring cross-orientations, to 
demonstrate that these connections are not necessary. Inclusion 
of cross-orientation inhibitory inputs into our model would have 
little effect on orientation selectivity; the inhibition would only 
further suppress the already weak responses to orthogonal stim- 
uli. In the model, IPSPs were strongest at the preferred orien- 
tation. At greater orientation differences cortical IPSPs became 
progressively weaker, but the withdrawal of thalamocortical ex- 
citation from opposite polarity subfields grew stronger. Consis- 
tent with intracellular recordings (Ferster, 1986; Douglas et al., 
1991a; Ferster and Jagadeesh, 1992; see Pei et al., 1994, for a 
differing view), the model required little cross-orientation inhi- 
bition, because little cross-orientation excitation was evoked. 
This view appears to differ from recent extracellular recordings 
that suggest “flat” or orientation nonspecific inhibition, possibly 
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combined with inhibitory peaks just beyond the excitatory range generated by any of several “simpler” mechanisms. The dem- 
(Hess and Murata, 1974; Ramoa et al., 1986; Bonds, 1989; onstration here that a recurrent excitatory mechanism provides 
DeAngelis et al., 1992). We suggest that these views can be the best account of a broad range of experimental data leads one 
reconciled by considering excitatory masking effects. At pre- to speculate that positive feedback may be a central feature of 
ferred orientations, strong excitation obscures detection of in- the computational style of the neocortex. Positive feedback am- 
hibition, while at orthogonal orientations withdrawal of excita- plification, in an architecture that features mildly biased afferent 
tion may be mistaken for inhibition. Although our model does inputs and adaptive inhibitory levels, appears well suited to yield 
not argue directly against the existence of cross-orientation in- robust signal extraction, responsiveness to multiple stimulus di- 
hibition, it suggests such inhibition is not necessary for orien- mensions, and context-dependent dynamic responses-all of 
tation selectivity and may be of little utility. which are typical of cortical neurons. 

The degree and forms of linearity exhibited by visual cortical 
neurons has been debated by many authors (e.g., Poggio and 
Reichardt, 1976; Movshon et al., 1978; Reid et al., 1987; Tol- 
hurst and Dean, 1987, 1990; Albrecht and Geisler, 1991; Swin- 
dale, 1993; Ferster, 1994). Although these issues were not di- 
rectly addressed in our simulations, several points are worth not- 
ing. In the emergent model synaptic potentials add and subtract 
linearly. This may prove consistent with a recent report that 
linear PSP summation underlies direction selectivity (Jagadeesh 
et al., 1993; see Suarez et al., 1995, for a related nonlinear mod- 
el). The model also contains at least three sources of nonlinear- 
ity: action potential thresholds, voltage-dependent driving forces 
on synaptic potentials, and cortical amplification of responses. 
The emergent model is distinctly nonlinear, yet achieved func- 
tional properties (i.e., contrast-invariant orientation selectivity) 
similar to a recent “linear” model. The “normalization” model 
of Heeger (1992; Carandini and Heeger, 1994) employs strongly 
oriented LGN inputs with no cortical excitation. However, it also 
contains three forms of nonlinearity: rectifying thresholds; nor- 
malizing, divisive (or shunting) inhibition; and squaring of out- 
put responses (for other normalization models, see Grossberg, 
1973; Albrecht and Geisler, 1991). Although the normalization 
model can account for a broad range of extracellular recording 
results, it is inconsistent with intracellular reports that cross- 
orientation stimuli evoke only modest conductance changes and 
little net inhibition. The emergent model avoids shunting inhi- 
bition and the implausible response squaring function by imple- 
menting a nonlinear cortical gain control mechanism. Further 
research will be required to determine if this nonlinear mecha- 
nism can account for other forms of apparent linearity. 
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