Anti-phase solutions in relaxation oscillators coupled through excitatory interactions
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Abstract. Relaxation oscillators interacting via models of excitatory chemical synapses with sharp thresholds can have stable anti-phase as well as in-phase solutions. The mechanism for anti-phase demonstrated in this paper relies on the fact that, in a large class of neural models, excitatory input slows down the receiving oscillator over a portion of its trajectory. We analyze the effect of this "virtual delay" in an abstract model, and then show that the hypotheses of that model hold for widely used descriptions of bursting neurons.
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1 Introduction

Neural oscillators are often described by equations with more than one time scale [4, 19, 24, 34]. Such oscillators can be voltage-gated conductance equations qualitatively similar to the Hodgkin-Huxley equations [11], or ensemble equations describing firing rates of excitatory and inhibitory neurons. In both cases, widely used models of interactions between cells are nonlinear, saturating at high and low values of the input. The input can be either excitatory or inhibitory. We show in this paper that even with excitatory interactions alone, a pair of such oscillators can have stable anti-phase solutions as well as stable in-phase solutions. The mechanism for approach to locking for the anti-phase model is very different from that of the approach to synchronous locking, and is also much slower.
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We shall be interested in equations of the form
\begin{align}
\varepsilon x' &= F(x, y) \tag{1} \\
y' &= G(x, y) \tag{2}
\end{align}

having a stable limit cycle and \( \varepsilon \ll 1 \). The nullcline \( F(x, y) = 0 \) should be cubic shaped as in the van der Pol oscillator and other equations associated with descriptions of neurons and assemblages of neurons. (See Fig 1.) When \( \varepsilon \) is very small, the resulting limit cycle then has four pieces, two of which are traversed much faster than the other two. The two slow pieces stay close to the outer branches of the cubic \( F(x, y) = 0 \). (See Fig 1.)

We now consider a coupled pair of oscillators. The coupling we consider changes (1) to
\[ \varepsilon x' = F(x, y, I[\hat{x}]), \tag{3} \]

where \( \hat{x} \) denotes the \( x \)-variable of the other oscillator, and \( I[\hat{x}] \) is the coupling signal. We assume that \( I[\hat{x}] \) is a saturating sigmoidal function having a ramp that lies entirely in the middle branch of each of the cubic curves \( F(x, y, I) = 0 \) for all values of \( I \) in the range of the function \( I[\hat{x}] \). (See Fig 2a, b.) In particular, we assume that \( I \) is a constant on each of the two outer branches, \( I = I^+ \) or \( I = I^- \), depending on whether \( \hat{x} \) lies on the right or left branch. In the relaxation limit, this is equivalent to assuming that \( I \) is a step function, with threshold that lies in the middle branch of each of the relevant cubics. In [28], we referred to such coupling as "Heaviside Coupling." We also assume about the coupling signal that if \( F(x, y, I) = 0 \) is solved for \( y = f(x, I) \), then \( \partial f/\partial I > 0 \). Thus, increasing \( I \) lifts the graph of \( y \) vs. \( x \), possibly with a change of shape. (See Fig 2b.) Such an assumption corresponds to excitatory input for neural oscillators, either in single neuron conductance based models such as Hodgkin–Huxley [11] and Morris–Lecar [19] or ensemble descriptions such as Ellias–Grossberg [4] or Wilson–Cowan [34].
Fig. 2a, b. Heaviside Coupling. a shows a sigmoidal coupling function, $I(x)$, for which the non-constant ranges of the function lie in the middle branch of the cubic nullcline. Since the phase-plane trajectory hugs the outer branches and rapidly jumps between the branches, the coupling function assumes one of two constant values, $I^-$ or $I^+$, determined by the branch on which the input oscillator lies. $I^-$ or $I^+$ define different cubic nullclines with the $I^+$ nullcline shifted upward, possibly with a change of shape as shown in b. The trajectory of a coupled pair of identical oscillators can be described by these two cubics and the rapid transitions between them. The local extremum or “knees”, $k_L^-$, $k_L^+$, $k_U^-$, and $k_U^+$, are important transition points.

In a previous paper [28] we showed that under the above assumptions there is a stable in-phase solution to a pair of coupled oscillators. That paper focuses on the determinants of the rate at which the in-phase solution is approached, and describes a mechanism of approach to synchrony that has properties quite different from those associated with equations coupled through phase differences. It also discusses the consequences of this mechanism for the rate of approach to synchrony in a long array of oscillators.

In the current paper, we are concerned with anti-phase solutions to (2)-(3) describing a pair of neural-like oscillators still interacting via excitatory coupling. As we will show, the existence of such solutions for these equations requires further hypotheses; the essential hypothesis is one on the “duty cycle” of the oscillators, i.e., that the time spent along the two branches are significantly unequal. The mechanism of approach to phase-locking in the anti-phase configuration is more subtle than that of approach to synchrony. It uses the existence of regions of initial conditions in which one oscillator stays on the longer (in time) branch during the entire excursion of the other on the
shorter branch. During that time, the first oscillator is displaced from the orbit it would have had, and travels along the displaced branch at an altered speed. This leads to a "virtual delay" for the first oscillator due to the excursion of the second (even though the coupling is excitatory, and leads to advances in other regions of initial conditions). If this delay function satisfies a convexity condition reminiscent of pulse coupling models of Peskin [22] and Mirollo and Strogatz [18], we show that there is a stable anti-phase solution. Furthermore, we show that this mechanism holds for large classes of neural-like oscillators. We demonstrate that in some parameter ranges of those classes, both the in-phase and anti-phase solutions are stable.

It is well-known that a pair of oscillators weakly or moderately coupled can sometimes have both in-phase and anti-phase trajectories as stable solutions [10, 23, 26]. Provided that the coupling is not too strong, the behavior is approximated by the phase models in which the coupling can be described in terms of a periodic function \( H \) of the phase difference between the oscillators. If the function \( [H(\phi) + H(-\phi)]/2 \equiv f(\phi) \) has zeros at \( \phi = 0 \) and \( \phi = \pi \), and \( f'(0) > 0 \), \( f'(-\pi) > 0 \), both in-phase and anti-phase solutions are stable [6]. Such phase models are not appropriate for relaxation oscillators coupled at moderate to strong strengths, since the movement in phase space is not then restricted to a neighborhood of the limit cycle.

In-phase and anti-phase solutions have also been investigated for relaxation oscillators interacting through linear coupling [1, 21, 30], and bistability has been found. The nonlinear coupling used in this paper, appropriate for the description of interacting neurons, allows the oscillators to be treated as if they were partially uncoupled, reducing the dimensions of the spaces in which the calculations must be made. In particular, unlike [1, 21, 30], our proof of existence and stability of the anti-phase solution reduces to the proof that a certain map in one dimension has a stable critical point. Another paper that reports stable anti-phase solutions with linear coupling (diffusion in one variable) is [27]. In that case, the coupling is not strong and the mechanism appears to be closely related to that of phase models. The work here and in [28] also contrasts with [33], who report bistability in oscillators coupled via inhibition. In [33], the in-phase solution depends critically on slowly changing synaptic inputs, while we use interactions that do not introduce another slow variable. Other related literature on a pair of coupled oscillators includes [5, 13, 14, 20, 32] (For other related references see [3, 7, 12].)

The existence of simultaneous in-phase and anti-phase solutions for (2), (3) allows new behavior for an array of oscillators, such as a long chain (or circular array) pairwise coupled as above. The new behavior is "fractured synchrony", in which domains of oscillators are in synchrony, but are anti-phase with neighbor domains. In [15] we shall explain why such behavior can be achieved by oscillators of the form (2)–(3), but not generally by oscillators coupled through phase differences, even those which pairwise have stable in-phase and anti-phase solutions.
2 A pulse coupling model of anti-phase behavior

We shall first analyze the behavior of (2), (3) in the singular limit, and reduce
the existence of the anti-phase solution to that of a fixed point of a 1-D map.
The structurally stable behavior of that 1-D map is then used to achieve the
anti-phase result for $\varepsilon > 0$.

The key feature of Heaviside coupling [28] is that the coupling term in the
equation for oscillator 1 depends on whether oscillator 2 is at a value above or
below the threshold for the function $I(\hat{x})$. With that threshold chosen to be on
the middle branch of each of the cubics $F(x, y, I) = 0$, the coupling gives
information only about which of the two outer branches of a cubic oscillator
2 is on. Thus, oscillator 1 is governed by (2) and one of the two equations

$$\varepsilon x' = F(x, y, I^+)$$

In the limit of $\varepsilon$ small, this implies that the solution to the coupled system
is made up of pieces of the outer branches of the cubics $F(x, y, I^+) = 0$ plus the
rapid transitions between these pieces. These cubics are sketched in Fig 2b. Of
particular importance will be the local minimum of each of these curves,
labeled $k_L^-$ and $k_L^+$ and the local maximum of each, labeled $k_U$ and $k_U^+$.

Jumps between pieces of the branches occur when one of the oscillators
reaches its branch minimum or maximum. The jump changes the coupling
input to the other oscillator, which must then travel along a piece of the other
cubic. Depending on initial conditions, this may or may not induce a jump of
the second oscillator to a branch at the other side of the threshold. (See
Fig 3a.) We denote by $j^+(p)$ the image of a point $p$ after a jump to the $I^+$ cubic,
and similarly denote by $j^-(p)$ jumps to the $I^-$ cubic.

The singular trajectory corresponding to in-phase behavior is sketched in
Fig. 3b. Note that since $x = \hat{x}$ for the synchronous solution, the coupling
function has input $I^+$ when $x$ is on a right branch and $I^-$ when $x$ is on a left
branch. Thus the trajectory lies on the upper cubic on the right and the lower
cubic on the left. The anti-phase solution we shall construct will have a more
complicated singular trajectory, using the right branch of the lower cubic and
parts of the left branches of both cubics.

The in-phase solution occurs very stably under very robust circumstances
described in Somers and Kopell [28]. To get the anti-phase solution in the
relaxation regime, we require similar hypotheses plus an additional restric-
tion. This restriction is that the relative amount of time needed to traverse
right and left branches of the cubics be unequal, so that there is some range of
initial conditions for which only one oscillator at a time traverses one of the
branches. For definiteness, we assume that the right hand branch is the
shorter one. The following condition then spells out the restriction.

Condition D. The time $\tau$ to traverse the right branch of $F(x, y, I^-) = 0$ from
the rightward jump point $j^-(k_L^-)$ to the branch maximum point at $k_U$ is less
than the time $\hat{\tau}$ on the left branch of $F(x, y, I^+) = 0$ from the leftward jump
point $j^+(k_U^+)$ to the branch minimum at $k_L^+$. (See Fig 3c.)
**Fig. 3.** a demonstrates the effects of Heaviside coupling on a trailing oscillator (*dashed line*) when the leading oscillator (*dotted line*) reaches its local extremum, \( k_L^- \). The lead oscillator jumps to the right branch of the \( I^- \) cubic, thus increasing the coupling to the trailing oscillator and causing it to jump to the \( I^+ \) cubic. If the trailing oscillator lies below the knee of the raised nullcline, as for point \( q \), the trailing oscillator will jump immediately to right branch. However, if the oscillator trails by a greater amount, as does point \( p \), the jump is to the left branch of \( I^+ \). b: The limiting synchronous solution is composed of the left branch of the \( I^- \) and the right branch of the \( I^+ \) cubics. c illustrates Condition D. The anti-phase solution requires that the time required to traverse the right branch of the \( I^- \) cubic, from the point \( j^-(k_L^-) \) reached on a jump from \( k_L^- \) to the branch maximum point \( k_0^- \), be less than the time required to traverse the left branch of the \( I^+ \) cubic, from the point \( j^+(k_0^+) \) reached on a jump from \( k_0^+ \) to the branch minimum point \( k_L^+ \).

**Remark 2.1.** Condition D is related, but not equivalent, to a condition on the “duty cycle” (or ratio of time on the right hand branch \( \tau \) to time on the both branches) of the uncoupled oscillators. In general, Condition D is expected to hold whenever the duty cycle of the uncoupled oscillator is significantly less than \( 1/2 \) and the coupling is not too strong. Increasing the coupling strength (i.e., increasing the difference between \( I^+ \) and \( I^- \)) increases the difference between the two cubics. This makes the leftward jump point \( j^+(k_0^-) \) closer to...
the minimum $k_L^*$ of $F(x, y, l^+)$; therefore, it can decrease the time $\hat{\tau}$ on the left hand (longer) branch of the $l = l^+$ cubic, and thus make the times in Condition D more equal. For large enough coupling, the leftward jump point $j^*(k_L)$ is equal to $k_L^*$, and so $\hat{\tau} = 0$; it follows that at some smaller coupling strength, Condition D ceases to hold.

We shall now show that, in the presence of Condition D, we can analyze the trajectories for some class of initial conditions in terms of "fictive pulses". The input from the Heaviside coupling we are employing determines the cubic along which a given oscillator is constrained to move. Furthermore, the rate of change of $y$ along the left branch (or right branch) is different for the two cubics. Thus the excursion of one oscillator to the right hand branch affects the rate of speed of the vertical motion of the other in a manner that depends on the position of the second oscillator. We shall first analyze these changes in particularly well-suited coordinates. We give hypotheses in these coordinates that are sufficient to produce the anti-phase behavior. Later we shall show that these hypotheses actually hold for a large collection of neural-like oscillators.

2.1 The pulse model

We consider the left hand branch of $F(x, y, l^-) = 0$, and parameterize it so that the motion along it is uniform in time. That is, we replace $y$ by $z(y)$ such that $dz/dt$ is constant and positive. Thus, $z$ is a measure of phase. We may assume that $z = 0$ corresponds to the position on that branch just after the leftward jump from $k^-_L$, and $z = 1$ to the position just before the rightward jump from $k^+_L$. (See Fig 4a.) Furthermore, by rescaling, we may assume that $dz/dt \equiv 1$. Under that rescaling, let $\tilde{\tau}$ be the time corresponding to time $\tau$ in the old time scale.

We are interested in a subset of trajectories for which oscillator 1 starts at $k_L$ and oscillator 2 starts with a value of $z$ in $[0, 1]$. Oscillator 1 jumps immediately to the right hand branch of $F(x, y, l^-) = 0$, causing oscillator 2 to jump to the left hand branch of $F(x, y, l^+) = 0$. We restrict ourselves to the subinterval $J$ of $[0, 1]$ consisting of those $z$ small enough that oscillator 2 does not reach $k^*_L$ in the time $\tilde{\tau}$ it takes oscillator 1 to reach $k^-_L$. By Condition D, there are such points.

After time $\tilde{\tau}$, oscillator 1 jumps back to the left hand branch of $F(x, y, l^-) = 0$, causing oscillator 2 to return to this branch. Thus, for each $z$ in $J$, we have a map $z \mapsto E(z)$, the new position of oscillator 2 when oscillator 1 returns to the left branch $\tilde{\tau}$ units later (see Fig 4b). Since oscillator 2 does not change its direction during the excursion of oscillator 1 to the right hand branch, we have $E(z) > z$; it follows from the uniqueness theorem of ordinary differential equations that $E$ is monotone increasing and hence $E'(z) \equiv 0$. The domain of $E$ is $J$. Note that $J \equiv [0, z]$, where $z$ is defined as follows: Let $p^+$ be the point on the left hand branch of the $l = l^+$ cubic such that the (scaled) time
Fig. 4a–c. Pulse coupling model. a: The left branch of the $l^-$ cubic is parameterized by $z$, such that $0$ represents the point $j^-(k_U)$ reached on a jump from $k_U$, $1$ represents $k_L$, and time moves uniformly for $z$. b: Provided that Condition D is met, initial conditions exist for which the leading oscillator may traverse the right branch and return to the left, while the trailing oscillator remains on the left branches. For the duration of the excursion the trailing oscillator is "pulsed" to the left branch of the $l^-$ cubic. For $z$ the value of the trailing oscillator at the start of an excursion, the map $E(z)$ gives the position at the end of the excursion. The map $T(z)$ describes where the trailing oscillator would have gone in the same amount of time had the excursion not occurred. c: $\bar{z}$ is the upper bound of the domain of the map $E$. $p^+$ and $p^-$ are the corresponding points on the $l^-$ and $l^+$ cubic (see text). For $z > \bar{z}$, the trailing oscillator jumps to the right branch before the excursion of the lead oscillator is completed.

from $p^+$ to $k_L^+$ is $\bar{z}$. (Such a point is guaranteed to exist because of Condition D.) Let $p^-$ be the point on the $l^-$ cubic with the same $y$ value, and $\bar{z}$ be the $z$-coordinate value of this point (see Fig 4c).

We also have the map $z \mapsto T(z) = z + \bar{z}$, the new position of $z$ after the same amount of time in the absence of excitation. For the class of oscillators
we are concerned with, including the Morris–Lecar oscillator and the Ellias Grossberg network oscillator, it will be shown below that \( E(z) < T(z) \). Hence we refer to the map \( A(z) \equiv T(z) - E(z) \) as the "virtual delay map"; \( A \) measure the disparity between where oscillator 2 actually is at the end of the excitation vs. where it would have been in the absence of excitation. We now give conditions on \( E(z) \), or equivalently \( A(z) \), that guarantee the existence of a locally unique stable anti-phase solution.

**Proposition 2.1.** Suppose that Condition D holds and

(i) \( E(0) > 0 \).

(ii) \( E \) is monotone increasing with \( 0 \leq E'(z) < 1 \) (the last inequality is equivalent to \( A'(z) > 0 \).

(iii) \( E(\bar{z}) > 1 - \bar{z} \).

Then there is a stable anti-phase solution. This solution corresponds to a stable fixed point of the map \( M(z) \equiv 1 - E(z) \). Its domain of stability includes \( J \) if \( E(0) \geq 1 - \bar{z} \) and a subset of \( J \) otherwise.

**Proof of Proposition 2.1.** To see that a fixed point of the map \( M(z) \) corresponds to an anti-phase solution, we note that \( M \) is the map whose input is the initial position \( z \) of oscillator 2 when oscillator 1 is at \( z = 1 \), and whose output is the position of oscillator 1 when oscillator 2 reaches \( z = 1 \). (If oscillator 1 is initially at \( z = 1 \) when oscillator 2 is at \( 0 < z < \bar{z} \), then \( \tilde{r} \) units later, oscillator 1 is at \( z = 0 \) (the end of its excursion) and oscillator 2 is at \( E(z) \). See Fig 4b. By hypotheses i) and ii) \( E(z) > 0 \), so oscillator 2 now leads oscillator 1. It takes \( 1 - E(z) \) units more for oscillator 2 to reach \( z = 1 \); at that time, oscillator 1 is at position \( 1 - E(z) \). It follows from this characterization that a fixed point, \( z_f \), of \( M \) lies on a periodic anti-phase solution with period (in scaled time) twice the time \((\bar{r} + 1 - E(z_f))\) it takes from \( z_f \) to the jump point \( z = 1 \).

To show that \( M(z) \) has a stable fixed point, we show that there is a subset of \([0, \bar{z}]\) that maps into itself, and that \( |M'(z)| < 1 \). If \( E(0) \geq 1 - \bar{z} \), then by the monotonicity of \( E \) we have \( E([0, \bar{z}]) \subset [1 - \bar{z}, 1] \), so \( M \) maps \([0, \bar{z}]\) into itself. From hypothesis ii) and the definition of \( M, 1 - M'(z) \leq 0 \). (Note that since \( E \) is order preserving on \( z \), \( M \) is order reversing.) If \( E(0) \leq 1 - \bar{z} \), then \( M(0) = 1 - E(0) \geq \bar{z} \). Also by hypothesis iii) \( M(\bar{z}) = 1 - E(\bar{z}) < \bar{z} \). Using the monotonicity of \( E \) from hypothesis ii) there is a unique point \( 0 \leq z < \bar{z} \) such that \( M(z) = \bar{z} \). \( M \) is order reversing so points below \( \bar{z} \) map to points above \( \bar{z} \); Since \( |M'(z)| < 1 \), it follows that the interval \([\bar{z}, \bar{z}]\) maps strictly into itself with \( M(\bar{z}) > \bar{z} \). Thus, we are done. \( \square \)

**Remarks**

2.2. In their pulse coupling model, Mirollo and Strogatz [18] required the phase speedup caused by a pulse to increase as threshold is approached. That condition is equivalent to requiring that the phase response function be convex. Under that condition, a positive pulse leads to a stable in-phase solution. Our condition \( A'(z) > 0 \) requires that the size of the virtual delay (the
existence of which will be demonstrated for our examples in Sects. 2.2 and 3
increase as threshold is approached; thus it resembles a negative-pulse convex-
ity condition. However, the oscillators treated here differ from the "integrate-
and-fire" model in that the excursion time is non-zero and thus the trailing
oscillator not only is pulsed backward but also advances during the excursion.

2.3. The convexity condition \( A'(z) > 0 \) implies that the fixed point is locally
unique. In its absence, it may be possible to get a whole interval of fixed points,
Corresponding to a continuum of anti-phase solutions with different frequen-
cies. Such a family of solutions appear to be in a related model of Krinskii et
al. [16], which uses a condition like our Condition D. The computer simula-
tions in that paper, of which their model is a caricature, show the character-
istic indentation of Fig 4b, though the caricature assumes that the trajectories
stay on the branches of the cubic, thus ignoring the effects of virtual delay.

2.4. Hypothesis iii) is stronger than Condition D. The latter requires that
there is an interval \( J = [0, \bar{z}] \) of initial conditions for oscillator 2 such that
oscillator 2 remains on the left branch during the excursion of oscillator 1. By
contrast, hypothesis iii) requires the stronger condition that for some subset of
\([0, \bar{z}]\) oscillator 1 also stays on the left branch during the subsequent excu-
ision of oscillator 2. To see this we note that hypothesis iii) can be rewritten as
\( M(\bar{z}) \equiv 1 - E(\bar{z}) < \bar{z} \). If this holds, then there is a subinterval of \( z \) near \( \bar{z} \) for
which \( M(z) < \bar{z} \). Since \( M(\bar{z}) \) is the position of oscillator 1 when oscillator
2 reaches its jump point \( z = 1 \), by definition of \( \bar{z} \), \( M(z) < \bar{z} \) means that oscillator
1 stays on the left branch during the excursion of oscillator 2. Hypothesis iii)
can easily be verified in computer simulations by observing the jumps in the
time course of the fast variables, \( x_i \), for (less than) the first two cycles.

2.5. The rate of attraction of the anti-phase solution depends on
\( A'(z) \equiv T'(z) - E'(z) \equiv 1 - E'(z) \) over the domain of attraction. Below in
Proposition 2.2 and in Sect. 3 we show that the delay conditions
\( z < E(z) < T(z) \equiv z + \bar{r} \) are satisfied for broad classes of neural oscillators
including our specific examples. Provided that \( z < E(z) < T(z) \), it follows that
as \( \bar{r} \) decreases so does \( [E'(z) - 1] \). Thus the rate of attraction of the anti-phase
state also decreases. However, the domain of attraction of this state does not
necessarily shrink with decreasing \( \bar{r} \). As stated in Proposition 2.1, the size of
the domain is governed by \( E(0) \), and this domain can remain \( O(1) \) even
if \( \bar{r} \to 0 \).

The approach to the in-phase mode, as described in [28], is much faster
than the approach to the anti-phase mode. As shown in [28], the geometric
rate of approach to the in-phase solution depends on the "compression" in
time differences that occurs across jumps; this can be as much as a factor of 10
in some examples. See Remark 2.9 for more details about compression.

2.6. Measured in scaled time, the period of the uncoupled oscillator is
\( 1 + \bar{r} \), where 1 and \( \bar{r} \) are the times on the left hand branch and right hand branch
respectively. Provided that \( E(z) < T(z) \), the anti-phase solution has a longer
period because the time on the left branch is increased by \( A(z_f) > 0 \), where \( z_f \) is
the fixed point. The in-phase solution may have either a longer or shorter period than the uncoupled oscillator, but without further hypotheses on the relative speeds along the two right branches we cannot say which.

2.7. The above analysis describes the case in which the time to traverse the excited branch of the cubic is shorter than that for the unexcited one. In the opposite case, for nerve-like equations, traversal of the short branch still creates virtual delays on the longer branch. The essential reason for the delay is that the excursion of one oscillator constrains the other oscillator to move onto a branch of a cubic that is closer to the y-nullcline, along which \(|y'| is smaller.

Proposition 2.1 deals with the singular limit \( \epsilon \rightarrow 0 \). It turns out the same hypotheses suffice to conclude the existence of a stable antiphase solution for \( 0 < \epsilon \ll 1 \). The proof of this statement uses deeper ideas from dynamical systems and will be done in the appendix as Proposition A.1.

2.2 Physical models and the pulse description

The abstract conditions shown above (and in the appendix) to be sufficient for the stable existence of anti-phase solutions are satisfied for large classes of neural oscillators. In order to show this, we now translate the conditions of Proposition 2.1 to hypotheses on the functions \( F \) and \( G \) in the original variables. We also give conditions on \( F \) and \( G \) to show that \( E(z) < T(z) \). This will be used in Sect. 3 to show that, for the class of examples we consider, excitatory coupling creates delays. In Sect. 3, we show how these conditions apply to a pair of specific classes of equations.

Let \( x = h^+(y) \) be the solution to \( F(x, y, I^+) = 0 \) along the left hand branch of the latter, and \( x = h^-(y) \) be the solution to \( F(x, y, I^-) = 0 \), also along the left hand branch.

**Proposition 2.2.** Provided that Condition D holds
(i) Sufficient conditions for \( z < E(z) < T(z) \) are
\[
G(x, y) < 0 \quad \text{along } F(x, y, I^+) = 0 ,
\]
and
\[
\frac{\partial}{\partial x}[G(x, y)] > 0 ,
\]
over the region between the left branches of the two cubics.

(ii) Sufficient conditions for \( \Delta'(z) > 0 \) are
\[
\frac{d}{dy}[G(h^-(y), y) - G(h^+(y), y)] > 0 ,
\]
along the left branches of the two cubics, and
\[
\frac{d}{dy} G(h^-(y), y) < 0 ,
\]
along the left branch.
Remark 2.8. Proposition 2.2 does not give conditions for hypothesis iii) of Proposition 2.1. Unlike hypothesis ii) which gives conditions on the oscillator equations, hypothesis iii) applies primarily to the existence of initial conditions with certain properties. As discussed in Remark 2.4, it is easy to directly verify hypothesis iii) for a system of equations. This hypothesis does hold for the specific examples to be discussed in Sect. 3. As mentioned before the statement of Proposition 2.1, the hypotheses of monotonicity and $0 \leq E'(z)$ follow from general properties of differential equations.

Proof of Proposition 2.2. (i) Since $G(x, y) < 0$ along the left branches, (2) implies that $y' < 0$. Since $z$ increases as $y$ decreases, this implies that $z < E(z)$ (and in particular, $E(0) > 0$). The inequality $E(z) < T(z)$ says that the distance traversed by one oscillator during the excursion of the other on the right hand branch is less than the distance that would have been traveled in the absence of the excursion. This holds provided the rate of (downward) movement on the $I = I^+$ cubic is smaller than the rate at the same value of $y$ on the $I = I^-$ cubic, or equivalently (using $G(x, y) < 0$), $G(h^+(y), y) G(h^-(y), y) < 0$. Since $h^+(y) > h^-(y)$, the latter condition holds provided that (5) holds.

(ii) In unscaled time, starting from a point $y$ on either the $I^+$ or $I^-$ cubic, a trajectory moves to $y^\pm = \int_0^1 G(h^\pm(y), y) dt$ in $\tau$ time units, where $y = y(t; y)$ satisfies $y(0) = y$. We denote these functions by $y^\pm = Y^\pm(y)$. Let $z = Z(y)$ be the transformation between the $y$ coordinates and the $z$ coordinates. In terms of $z$, the functions $Y^\pm(y)$ are $Z(Y^\pm(Z^{-1}(z)))$. $T(z) - z$ is the distance covered on the $I^-$ cubic in time $\tau$, while $E(z) - z$ is the distance covered in the same time on the $I^+$ cubic. Thus

$$
\Delta(z) \equiv T(z) - E(z) = [Z(Y^-(Z^{-1}(z))) - z] - [Z(Y^+(Z^{-1}(z))) - z].
$$

Therefore,

$$
d'(z) = [Z'(y^-)][(Y^-)'(Z^{-1}(z))][Z^{-1}(z)]
- \frac{d}{dt}[Z'(y^+)][(Y^+(Z^{-1}(z)))](Z^{-1}(z)]
- [Z'(y^-)][(Y^-(Z^{-1}(z)))](Z^{-1}(z)]
+ [Z'(y^-)][(Y^+(Z^{-1}(z)))](Z^{-1}(z)]
- [Z'(y^+)][(Y^+(Z^{-1}(z)))](Z^{-1}(z)].
$$

This simplifies to

$$
d'(z) = [Z'(y^-)][(Z^{-1}(z))][(Y^-)'(Z^{-1}(z)) - (Y^+)'(Z^{-1}(z))]
+ [Z'(y^-) - Z'(y^+)][(Y^+(Z^{-1}(z)))][(Z^{-1}(z)].
$$

(8)
\( A'(z) > 0 \) is satisfied if both terms of (8) are positive. Since \( Z \) is direction reversing, \( Z'(y^+) < 0 \) and \( (Z^{-1})'(z) < 0 \). Since \( Z^{-1}(z) = y \),

\[
[(Y^-)'(Z^{-1}(z)) - (Y^+)'(Z^{-1}(z))] = \frac{d}{dy} \left[ Y^-(y) - Y^+(y) \right]
\]

\[
= \frac{d}{dy} \int_0^t G(h^-(\tilde{y}), \tilde{y}) - G(h^+(\tilde{y}), \tilde{y}) dt
\]

\[
= \int_0^t \frac{d}{dy} \left[ G(h^-(\tilde{y}), \tilde{y}) - G(h^+(\tilde{y}), \tilde{y}) \right] dt .
\]

Thus the hypothesis that \( \frac{d}{dy} \left[ G(h^-(\tilde{y}), \tilde{y}) - G(h^+(\tilde{y}), \tilde{y}) \right] > 0 \) is sufficient to guarantee that the first term of the right hand side of (8) is positive.

From the definition it is clear that \( (Y^+)'(y) > 0 \). Therefore, it is sufficient to show that \( Z'(y^-) - Z'(y^+) < 0 \) in order to show that the second term of the right hand side of (8) is positive. Since \( y^- < y^+ \), it is sufficient to show that \( Z'(y) > 0 \). We have a formula for \( Z(y) \); up to a positive constant factor, \( Z(y) \) is the time it takes to go from \( j^-(k_{\tilde{y}}) \) to \( y \) along the left branch of \( l = l^- \). Let \( cZ(y) \), \( c > 0 \) be that time. Then

\[
y - y_0 = \int_0^{cZ(y)} G(h^-(\tilde{y}(t)), \tilde{y}(t)) dt ,
\]

where \( y_0 = h^- (\tilde{y}(0)) = \) the \( y \) value at \( j^- (k_{\tilde{y}}) \). Differentiating both sides with respect to \( y \) yields,

\[
l = cZ'(y)G(h^-(y), y) .
\]

Differentiating again yields

\[
0 = Z'(y)G(h^-(y), y) + Z'(y) \frac{d}{dy} G(h^-(y), y) .
\]

Since \( Z'(y) < 0 \) and \( G(h^- (y), y) < 0 \), it follows that \( \frac{d}{dy} G(h^- (y), y) < 0 \) is sufficient to guarantee that \( Z''(y) > 0 \), and thus that the second term of the right hand side of (8) is positive.

\[ \square \]

**Remark 2.9.** Condition (7) is closely related to the central condition needed for stability of the in-phase solution. That requirement, called “Condition C” in [28], concerns initial conditions for which one oscillator is at a jump point \( k_L \) or \( k_H^- \) and the other at a point, \( q \), is sufficiently close (on the same branch) that the change in nullcline due to the change in coupling will cause it to jump immediately thereafter. (See Fig 3a.) The condition is that the amount of time needed to go from \( q \) to \( k_L^- \) is greater than the time between their images \( j^+(k_L^-) \) and \( j^+(q) \) on the other branch. As shown in Somers and Kopell [28], the difference in time creates a compression in phase difference across the jump, which in turn suffices to produce stability for the synchronous solution in the singular limit.
Fig. 5. Slow variable time course for the Morris–Lecar oscillator. The time required to traverse a y interval increases as threshold (a "knee") is approached. This "scalloped" shape of the time course $y(\cdot) < 0$ satisfies both Condition C for the in-phase solution and condition (7) for anti-phase

Condition C holds whenever the time course of $y(t)$ in the synchronized solution has a "scalloped" shape as in Fig. 5. The ratio of the slopes of $y$ just before to just after a local maximum or minimum is a measure of the compression. (See [28] for more details.) Since $G(h^{-}(y), y)$ is the rate of $y$ along the left hand branch of the $I^{-}$ cubic, condition (7) holds exactly when the graph of $y(t)$ along this branch is concave up as in the decreasing parts of the graph in Fig. 5.

3 Specific examples

We now introduce the equations for model neural oscillators and show how the theory of Sect. 2 applies to these equations. We also discuss the in-phase and anti-phase solutions to equations for pairs of these oscillators. We shall use two types of models of nerve cells, one a cellular-level description that is a standard simplification of one-compartment Hodgkin–Huxley models; the second in an ensemble description.

The Morris–Lecar system [19] is an example of voltage-gated conductance equations. These equations are used as a simplified description of an action potential, or as the envelope of a burst [25]. The equations for a single oscillator are

$$\frac{dx}{dt} = -g_{Ca}m_{\infty}(x)(x - 1) - g_{K}y(x - x_{b}) - g_{L}(x - x_{L}) + I_{\text{ext}} \quad (9)$$

$$\frac{dy}{dt} = \lambda[y_{\infty}(x) - y]/\tau_{y}(x) \quad (10)$$

where

$$m_{\infty}(x) = 0.5[1 + \tanh\{(x - x_{1})/x_{2}\}] ,$$

$$y_{\infty}(x) = 0.5[1 + \tanh\{(x - x_{3})/x_{4}\}] ,$$

$$\tau_{y}(x) = 1/\cosh\{(x - x_{3})/(2x_{4})\} .$$

The nullclines for these equations, and singular limit cycle, are drawn in Fig. 1. The parameter values are $x_{1} = -0.01, x_{2} = 0.15, x_{3} = 0.1, x_{4} = 0.145, x_{5} = 0.29, g_{Ca} = 1.0, g_{L} = 0.5, g_{K} = 2.0, x_{L} = -0.4, x_{b} = -0.7, \lambda = 0.005, I_{\text{ext}}$ ranged from 0.05 to 0.15 in different trials. For these parameters, the duty
cycle is less than one-half. The coupling between a pair of such oscillators is given, as described in Sect. 2, by adding the term

$$ -\alpha g_{cm} m_a(\hat{x})(x - 1) $$

(11)
to (9), where $\hat{x}$ denotes the voltage of the other oscillator and $\alpha$ represents the coupling strength. $\alpha$ was varied between 0.0 and 0.2 in different trials.

The ensemble equations that we use are the Ellias–Grossberg equations [4]. For a single oscillator, these equations are

$$ \frac{dx}{dt} = -Ax + (B - x) \{C[x - \Gamma]^+ + I_{ext}\} - Dx[y - \Gamma]^+ $$

(12)

$$ \frac{dy}{dt} = E(x - y) $$

(13)

where $[s]^+ \equiv \max(s, 0)$. The variable $x$ represents the potential of an excitatory cell governed by a nonlinear, shunting equation (Grossberg [8, 9]; Sperling and Sondhi [29]); $y$ represents the potential of an inhibitory cell governed by a linear equation. The parameters for (12)–(13) are $A = 1$, $B = 1$, $C = 20$, $D = 33.3$, $E = 0.02$, $\Gamma = 0.4$. $I_{ext}$ ranged from 1.0 to 2.0 in different trials. The nullclines for (12)–(13) and the oscillation in the singular limit are given in Fig. 6a. Two such systems are coupled by adding

$$ \alpha(B - x)[\hat{x} - \Gamma]^+ $$

to (12). The coupling strength, $\alpha$, was varied between 0.0 and 0.2 in different trials.
We now discuss conditions (5)–(7) for the above equations. Condition (5) is easy to check for both kinds of equations. For the Ellias–Grossberg equation \( G(x, y) = c[k(x) - y] \), with \( c > 0 \) and \( k'(x) > 0 \). Thus \( \partial G(x, y) / \partial x > 0 \). For the Morris–Lecar equations \( G(x, y) = m(x)[k(x) - y] \), with \( m(x) > 0 \), and \( k'(x) > 0 \). Over the region between the left branches of the two cubics \( [k(x) - y] < 0 \), and \( m'(x) < 0 \). Therefore, we again have \( \partial G(x, y) / \partial x > 0 \).

Condition (7) has been shown in Remark 2.9 to be related to the shape of the time course of the slow variable. In Figs. 5 and 6b, we give plots of \( y(t) \) for the Morris–Lecar and Ellias–Grossberg oscillators, respectively, for the synchronous solution, in which the decreasing portion takes place along the branch in question for condition (7). Note the appropriate concave shape.

Condition (6) is harder in general to verify, but can be done if \( G(x, y) \) has the form \( c[k(x) - y] \), provided \( c > 0 \), \( k' > 0 \) and \( k'' \geq 0 \) as in Ellias–Grossberg. We now show how to reduce (6) in this case to a simpler system that can be checked visually. Using the chain rule, condition (6) is

\[
c \left[ k'(h^-(y)) \frac{dh^-(y)}{dy} - k'(h^+(y)) \frac{dh^+(y)}{dy} \right] > 0
\]

or

\[
c \left[ k'(h^-(y)) \frac{dh^-(y)}{dy} - k'(h^-(y)) \frac{dh^+(y)}{dy} \right] + \left[ k'(h^-(y)) \frac{dh^+(y)}{dy} - k'(h^+(y)) \frac{dh^+(y)}{dy} \right] > 0 .
\]

Equivalently,

\[
c \left( k'(h^-) \frac{dh^-(y)}{dy} - \frac{dh^+(y)}{dy} \right) + [k'(h^-(y)) - k'(h^+(y))] \frac{dh^+(y)}{dy} > 0 .
\]

We know from the shape of the cubic that \( \frac{dh^+(y)}{dy} < 0 \) on the left branches. Provided that \( c > 0 \), \( k' > 0 \), and \( k'' \geq 0 \), Condition (6) holds if \( \frac{d}{dy} [h^+(y) - h^-(y)] < 0 \), which can be checked by visual inspection of the \( I^- \) and \( I^+ \) nullclines. Fig. 7 shows that (6) holds for the Ellias–Grossberg oscillator.
Fig. 8a–d. Bistability demonstration. a, b show the approach to the anti-phase and in-phase solutions, respectively, for a coupled pair of Morris–Lecar oscillators. c, d show anti-phase and in-phase solutions, respectively, for Elias–Grossberg. In each bistability demonstration, only the initial conditions were varied between the in-phase and anti-phase trials. The domain of the in-phase solution was, in each case, larger than that of the anti-phase; the initial conditions for b and d start further from steady state than do those of a and c.

Condition (6) also holds for the Morris–Lecar oscillator with the parameters stated above.

In Sect. 2, we gave hypotheses on a pair of coupled relaxation oscillators sufficient to insure the existence and stability of an anti-phase solution. In a previous paper [28], we gave other hypotheses on the same equations which are sufficient to insure that the in-phase solution is stable. The essential condition, which we called Condition C, was discussed in Remark 2.9. We argued in [28] why this condition should be expected to hold for a wide variety of relaxation oscillators, including equations that represent voltage-gated conduction models of nerve cells, such as Morris–Lecar [19] or network based models of nerve cells, such as Elias–Grossberg [4] or Wilson–Cowan [34]. If Condition D and the stronger condition hypothesis iii) of Proposition 2.1 also hold, then the Morris–Lecar and Elias–Grossberg equations exhibit bistability of in-phase and anti-phase solutions, as shown in Fig. 8. Circular arrays of these bistable oscillators with coupling between
nearest neighbors are capable of producing "fractured synchrony", a state in which there are domains of approximate synchrony with neighboring domains having oscillators in approximate anti-phase. Fractured synchrony was observed both for the Ellias–Grossberg and Morris–Lecar oscillators and the array behavior is discussed in detail in [15].

Appendix

**Proposition A.1.** Suppose that the hypotheses of Proposition 2.1 hold for the singular limit of (2), (3). Then there is a stable anti-phase solution to (2), (3) for $0 < \varepsilon \ll 1$.

**Proof.** The statement follows from the theorems of Mishchenko and Rozov [17] and Bonet [2], built on the work of Tikhonov [31]. The theorems are technical, and we shall not give a full precise statement here. Roughly, the theorems hypothesize a singular periodic orbit whose slow portions lie on attracting slow manifolds, as we constructed in Sect. 2. They further require that a certain "singular Poincaré map" have the singular orbit as an attracting fixed point. The conclusion of these theorems is that there is a nearby stable anti-phase solution.

Rather than define the singular Poincaré map for general singularly perturbed equations, we shall explain what it is in the context of our equations and show why it has the required properties. The four-dimensional equations (2), (3) have two-dimensional attracting "slow manifolds" for the $\varepsilon = 0$ equations, corresponding to each oscillator lying on one of the outer branches of the $I = I^-$ or $I = I^+$ cubics. There are many pieces of the slow manifold corresponding to the choice of branch and cubic for each oscillator. The points at which one of the oscillators is at a knee lie on co-dimension one submanifolds (or curves) in these manifolds; it is at these curves that the singular solution can jump to another piece of the slow manifold. (One such "jump curve" consists of points with oscillator 1 at $k_{\varepsilon}^-$ and oscillator 2 on the left hand branch of $I = I^-$.) The singular solution constructed in Proposition 2.1 can be visualized in four-space as traveling among two pieces of the slow manifold in each half of its trajectory. For example, in the first half of the trajectory, oscillator 1 starts on the right hand branch of the $I^-$ cubic, while oscillator 2 is on the left hand branch of $I^+$, then both oscillators switch to the left hand branch of $I^-$; in the other half the oscillator indices are reversed.

The $\varepsilon = 0$ limit of (2), (3) induces a flow on these slow manifolds known as the "singular flow", with instantaneous jumps between the pieces. The jumps are governed by the "fast flow", in which $\dot{y}$ is constant and $x$, $\dot{x}$ satisfy $dx/d\xi = f(x, y, I(\dot{x}))$, $d\dot{x}/d\xi = f(\dot{x}, \dot{y}, I(x))$, where $\xi = \varepsilon t$ is fast time. From the singular flow and the fast jumps, a singular Poincaré map $P_0$ can be defined starting on a piece of a slow manifold near the singular solution: oscillator 1 starts at $k_{\varepsilon}^-$, and oscillator 2 starts near the singular fixed point on the left.
hand branch of the $I = I^-$ cubic. Let $q$ be the position of oscillator 2 on the lefthand branch of $I = I^-$ when oscillator 1 reaches $k_L^-$. The image under $P_0$ of
the point in 4-space for which oscillator 2 is at $k_L^-$ and oscillator 1 is at $q$. Note
that $P_0$ is exactly the map $M(\varepsilon)$ described before, but now considered as
operating on submanifolds in 4-space. Proposition 2.1 shows that $P_0$ has
a stable fixed point corresponding to a singular periodic orbit in 4-space. Now the
theorems in [17] and [2] may be applied.
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