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Poverty Impact of Microfinance

The Miracle of Microfinance?

Success of microfinance: showed that it is possible to lend to the poor
in a self-sustaining manner (i.e., with high repayment rates, enabling
MFIs to break even)

What impact does it have on the lives of the borrowers — does it
enable them to improve their living standards, increase incomes and
assets, and break out of poverty?

This is harder to assess, without careful econometric research:
problems in identifying causal impact of access to MFI loans on
income

Debates concerning impact of Grameen bank loans between Pitt and
Khandker (JPE, 1998) and Morduch (working papers,
Roodman-Morduch (JDS 2013)) using household survey data,
involving technical econometric issues (robustness to outliers,
estimators and error distribution assumptions)
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Poverty Impact of Microfinance

Excerpt from Center for Global Development blogsite

9/7/2018 New Challenge to Studies Saying Microcredit Cuts Poverty | Center For Global Development

https://www.cgdev.org/blog/new-challenge-studies-saying-microcredit-cuts-poverty 2/8

Seemingly, lending to women makes families poorer.. .but I just told you how
much credence we put on such claims about cause and effect.

Bottom line: the academic evidence that microcredit reduces poverty is really
weak.

[issuu layout=http%3A%2F%2Fskin.issuu.com%2Fv%2Flight%2Flayout.xml
showflipbtn=true pagenumber=15 documentid=090619153219-
f6d60b4059794b32a65ea09401d454ec
docname=roodman_and_morduch_2009 username=droodman
loadinginfotext=Roodman%20and%20Morduch%202009 showhtmllink=false
width=600 height=388 unit=px]

From my point of view, the story goes like this:

1991--92. With funding from the World Bank, and in cooperation with the
Bangladesh Institute for Development Studies, economists Mark Pitt and
Shahidur Khandker field a survey of some 1,800 households in Bangladeshi
villages, visiting each three times, in three successive seasons.

1996. Pitt and Khandker (PK) circulate a World Bank working paper analyzing
this data using complex mathematics and concluding that microcredit
increases household spending, especially when given to women.

1998. The study appears in the prestigious Journal of Political Economy and
becomes the leading analysis of the impact of microcredit. "[A]nnual household
consumption expenditure increases 18 taka for every 100 additional taka
borrowed by women…compared with 11 taka for men.” But a young economist
named Jonathan Morduch circulates a draft paper that applies much simpler
methods to the data and reaches different conclusions. Microcredit does not
seem to increase spending, but it does appear to smooth it out from season to
season. Morduch questions key assumptions in PK.

1999. Pitt retorts, seeming to rebut Morduch's criticisms one by one. Neither
Pitt nor Morduch uses the other's methods, so no direct confrontation between
the seemingly contradictory results occurs. For interested bystanders, the
exchange is as enlightening as two nuclear engineers arguing over obscure
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Poverty Impact of Microfinance

Enter Randomized Controlled Trials (RCTs)

AEJ:Applied January 2015 symposium issue: six related RCTs in
different countries (Bosnia, Ethiopia, India, Mexico, Mongolia,
Morocco) on effectiveness of MF in reducing poverty

Similar (but not identical) designs

Some with IL loans (Bosnia, Mongolia, featuring selection by loan
officers and use of collateral)

Mixture of rural/urban settings

Below market interest rates (ranging 12-25% APR)
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Poverty Impact of Microfinance

Range of Treatments in AEJ App 2015 symposium6 AmEriCAn EConomiC JournAL: AppLiEd EConomiCS JAnuAry 2015

In each case the lending function—the provision of liquidity—is performed by the 
lender (i.e., these are not ROSCAs). The seven lenders across these studies include 
a mix of for-profits (India, Mexico, and Mongolia) and nonprofits. Most of the 

Table 1—Country, Lender, and Loan Information (Continued )

Study:
Bosnia and 

Herzegovina Ethiopia India Mexico Mongolia Morocco

(1) (2) (3) (4) (5) (6)

Loan term length Average 14 
months

12 months 12 months 4 months 3–12 months 
group (average 

6 months); 
2–24 months 

individual 
(average 

8 months)

3–18 months 
(average 16 

months) 

Repayment frequency Monthly Borrowers were 
expected to 

make regular 
deposits and 
repayments

Weekly Weekly Monthly Weekly, twice 
monthly, or 

monthly

Interest ratec 22 percent 
APR 

12 percent 
APR

24 percent APR 
(12 percent 

nondeclining) 

110 percent 
APR 

26.8 percent 
APR

14.5 percent 
APR

Market interest rateb 27.3 percent 
APR

24.7 percent 
APR

15.9 percent 
APR

145.0 percent 
APR

42.5 percent 
APR

46.3 percent 
APR

Liability Individual 
lending

Group (joint 
liability)

Group (joint 
liability)

Group (joint 
liability)

Two treatment 
arms: group 

(joint liability) 
and individual

Group (joint 
liability)

Group size No data No data 6–10 people 10–50 people 7–15 people 3–4 people

Collateralized Yes (77 percent) Yes (majority 
asked to 
provide)

No No Yes (100 
percent) for 
group loans, 

often for 
individual loans

No (yes for 
few individual 

loans)

Loan loss rate 
 at baselineb

No data 0.3 percent 
(Oromiya), 
0.0 percent 
(Amhara)

2.0 percent 3.2 percent 0.1 percent 0.5 percent

Initial treatment loan 
 size (local currency)

Average 1,653, 
median 1,500 
(2009 BAM)

Median 1,200 
(2006 birr)

10,000 (2007 
Rs)

Average 3,946 
(2010 peso)

Average group: 
320,850 (per 
borrower), 

average 
individual: 

472,650 
(2008 MNT)

Average 5,920 
(2007 MAD)

Initial treatment loan 
 size (PPP USD)

Average $1,816, 
median $1,648

Median ~$500 $603 Average $451 Average $696 
(group), 

average $472 
(individual) 

Average $1,082

Loan size as a 
 proportion of 
  income

Average 
9 percent, 
median 

8 percent

118 percent 22 percent 6 percent 43 percent 
(group), 

29 percent 
(individual)

21 percent

Better terms (greater 
 amount and/or 
  lower interest 
   rate) on 
    subsequent 
     loans

No data No data Yes Yes Yes No data

a Source: World Bank 
b Source: MIX Market
c APR calculated using the upper bound of the interest rate ranges reported for each study (when applicable).
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Poverty Impact of Microfinance

AEJApp Symposium: Summary of Findings

Impacts are modest, ‘not transformative’

Low take-up of loans (15-30%), lowering statistical precision; difficult
to predict take-up, treatment estimates are intent-to-treat (ITT)

Insignificant (positive but statistically insignificant, even at 10%) ITT
effects on household income, consumption, child schooling, measures
of female empowerment

Some effects are statistically significant: on investment, occupational
pattern (towards entrepreneurship away from wage employment)

Reduction of spending on ‘temptation’ goods (recreation,
entertainment, celebrations..)
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Poverty Impact of Microfinance

Explanation?

Investment/consumption effects: borrowers used loans to increase
spending on durables (consumer/business investment), co-financed by
lowering discretionary consumption; so effects on consumption are
ambiguous

Lack of income effects: no clear explanation

So a puzzle remains: if MFI loans reduced underinvestment (marginal
product of capital exceeded interest rate), income should have
increased

Evidence from a number of other studies regarding high marginal
product of capital among micro-entrepreneurs (de Mel, McKenzie and
Woodruff (QJE 2007) RCT capital grants to Sri Lanka entrepreneurs
showing marginal product of male entrepreneurs in excess of 100%)
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Poverty Impact of Microfinance

Possible Reasons for Limited Income Impact of Traditional
Micro-Finance

High Repayment Frequency: limits capacity of borrowers to invest in
projects with gestation lags longer than a week or a month

Limits on Risk-Taking: Intense peer pressure and from MFI loan
officials to avoid any risk, implies borrowers cannot invest in
high-mean-high-risk projects (Fischer (Econometrica, 2013))

Corroborated in our interviews of MFI clients in West Bengal:

they wanted to (but could not) invest in cash crops with high mean
returns
one reason: minimum lag of 3 months between planting and harvest
other reason: cash crops are risky, discouraged by peers and MFI
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New Approaches

RCT on Effects of Extending Loan Duration

RCT on extending loan grace period to 2 months in an urban area of
WB (Field, Pande, Papp and Rigol (AER 2013))

significantly increased investment (6%), business profits (41%) and
income (19%) after three years, monthly 11% return

but loan default rates tripled, raising breakeven interest rate for MFI
from 17 to 37%

This helps explain reluctance of MFIs to extend loan duration, which
in turn restricts its impact on borrowers incomes

DM (BU) 2019 9 / 33



New Approaches

TRAIL: An Alternative Approach (Maitra et al 2017)

This paper focuses on adverse selection as an explanation for low
impacts on borrower incomes (in conjunction with loan inflexibility)

Contrary to Ghatak-Tassel theory, JL loans attract both high
productivity and low productivity borrowers, resulting in low average
impact

The problem is compounded by joint liability tax and loan inflexibility

Experiment with TRAIL (Trader Agent Intermediated Individual
Liability Loans), an alternative approach to utilizing local ‘social
capital’ in improving selection of good borrowers
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New Approaches

TRAIL: An Alternative Approach (Maitra et al 2017),
contd.

The paper reports on results of an RCT comparing TRAIL and
traditional JL based micro-credit (GBL) in 48 villages of West Bengal,
India

Both TRAIL and GBL give loans of 4 month duration, and crop-risk
insurance, to facilitate cash crop financing

Main hypothesis is that TRAIL achieves better selection of borrowers,
and this is an important reason for superior performance of TRAIL in
raising borrower incomes (while maintaining low default rates)

RCT is designed to separate selection from treatment effects, and
identify the quantitative role of selection in explaining differences in
ATEs
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New Approaches

TRAIL: Idea and Design

Borrowers selection delegated to an agent: local lender/trader with
extensive experience in (informal) lending within the village

Agent is incentivized by being paid a commission equal to x% of
interest repayments of the clients they recommend, plus forfeit an
initial deposit posted by the agent in the event of default

Idea:

the agent knows distribution of productivity across farmers within the
village
High productivity farmers are less likely to default
Agent will recommend high productivity farmers
Mechanism is collusion-proof if x is high enough

We set x = 75%, to be on the ‘safe’ side
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New Approaches

TRAIL Loans

Individual liability loans (eliminate joint liability tax), no group
meetings (eliminate peer or loan officer monitoring)

Loan duration: 4 months, timed to coincide with crop cycles

Facilitation of lending for cultivation of potato, main cash crop
(income/acre three times higher than paddy or sesame, but also
riskier): insurance against price or local yield shocks, allow loans for
storage (repayment in the form of storage receipts)

Interest rate of 18% (market rate 21-30%, average 26%)

Dynamic repayment incentives: start with small loans ($40), but
credit limit set at 133% of loan repaid in previous cycle; repayment
below 50% results in termination (above 50%: increase debt carry
over)
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New Approaches

Control: GBL (Group Based Loans) Design

Joint Liability loans: 5 person groups self-form and apply for JL loan

Monthly group meetings and savings requirements

MFI receives 75% commission on interest repaid (same as TRAIL
agent)

All other loan terms same as TRAIL, including duration, interest rate,
timing, crop insurance, dynamic repayment incentives

In particular, GBL loans have 4 month duration, as against 2 month
grace period in Field et al (2013), and carry crop insurance, so they
are just as flexible and suited for high risk cash crop cultivation as
TRAIL
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New Approaches

Experiment Setting and Details

Two potato-growing districts of West Bengal

48 villages (randomly chosen locations), divided randomly between
TRAIL and GBL (24 villages each)

Agent chosen in TRAIL villages randomly from list of established
traders/lenders, recommend 30 borrowers

From those recommended, 10 chosen randomly to receive TRAIL loan
offers — Treated group

Two control groups within TRAIL: Control 1 (recommended, not
offered the loan), Control 2 (not recommended)

Enables separation of selection (difference between control 1 and 2)
and treatment effects (difference between treated and control 1)
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New Approaches

Experiment Setting and Details, continued

Similarly, in GBL villages, 5-person borrower groups self-form, group
meetings and savings targets for 6 months, then apply for JL loan

Of those applying, two groups are randomly chosen to receive GBL
loan offer — GBL Treated

Those applying but not offered loans constitute GBL Control 1
borrowers; those that never applied are GBL Control 2 subjects

Estimate selection (Control 1 - Control 2) and treatment (Treated -
Control 1) effects in GBL; then compare these with corresponding
TRAIL selection and treatment effects

Household surveys in each village: random sample of 50 households
per village (10 treated, 10 Control 1, 30 Control 2), baseline Fall
2010, eight cycles (Oct 2010-Aug 2013)
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New Approaches

Experimental Results: ATEs on Potato Cultivation and
Incomes

incomes from, potatoes are in Panel A of Table 5, effects on cultivation
of and incomes from other crops are in Panel B of Table 5, and effects
on total farm income are in Table 6.

Since we analyze a large number of outcome variables, the null
hypothesis of no treatment effect could be rejected by mere chance, even if
it were actually true. To correct for this, in each table we follow Hochberg

(1988) and report a conservative p-value for an index of variables in a
family of outcomes taken together (see Kling et al., 2007).28

Table 5
Program impacts: treatment effects in agriculture.

Panel A: Potatoes

Cultivate Land planted Harvested
quantity

Cost of Production Revenue Value Added Imputed Profita Index of dependent
variablesb

(%) (Acres) (Kg) ( ) ( ) ( ) ( )

(1) (2) (3) (4) (5) (6) (7) (8)

TRAIL Treatment 0.047 0.095*** 975.371 1909.738*** 4011.624*** 2109.242*** 1939.494*** 0.198***
(0.032) (0.028) (301.124) (718.799) (1186.538) (621.037) (591.339) (0.057)

Hochberg p-value 0.003

Mean TRAIL Control 1 0.715 0.333 3646.124 8474.628 14285.467 5739.479 4740.893
% Effect TRAIL 6.56 28.46 26.75 22.53 28.08 36.75 40.91

GBL Treatment 0.053 0.052 514.435 1601.298* 2343.964 714.137 553.708 0.111
(0.044) (0.035) (395.082) (877.219) (1729.723) (918.671) (866.430) (0.081)

Hochberg p-value 0.861

Mean GBL Control 1 0.620 0.251 2761.127 5992.080 11014.286 4997.446 4018.796
% Effect GBL 8.59 20.79 18.63 26.72 21.28 14.29 13.78

Sample Size 6210 6210 6210 6210 6210 6210 6210

Panel B: Other Major Crops

Sesame Paddy Vegetables

Land
planted

Value Added Index of
dependent

Land
planted

Value Added Index of
dependent

Land
planted

Value Added Index of dependent
variablesc

(Acres) ( ) variablesc (Acres) ( ) variablesc (Acres) ( )

(1) (2) (3) (4) (5) (6) (7) (8) (9)

TRAIL Treatment 0.044* 278.223* 0.096 0.036* 267.790 0.045 0.011 51.952 0.044
(0.023) (142.192) (0.058) (0.020) (241.457) (0.030) (0.007) (321.736) (0.080)

Hochberg p-value 0.302 0.269 0.580

Mean TRAIL
Control 1

0.266 1519.558 0.470 2556.755 0.015 889.229

% Effect TRAIL 16.39 18.31 7.66 10.47 72.13 5.84

GBL Treatment 0.003 −204.084 −0.041 0.011 213.527 −0.004 0.000 −323.404 −0.031
(0.031) (229.475) (0.084) (0.029) (271.907) (0.053) (0.009) (676.455) (0.150)

Hochberg p-value >0.999 0.943 >0.999

Mean GBL Control
1

0.193 1252.850 0.456 2336.837 0.022 1142.350

% Effect GBL 1.46 −16.29 2.39 9.14 0.80 −28.31

Sample Size 6210 6210 6210 6210 6210 6210

Notes: Treatment effects are computed from regressions that follow Eq. (30) in the text and are run on household-year level data for all sample households with at most 1.5 acres of
land. Regressions also control for the gender and educational attainment, caste and religion of the household head, household's landholding, a set of year dummies and an information
village dummy. ***: p < 0.01, **: p < 0.05, *: p < 0.1.

a Imputed profit=Value Added – shadow cost of labour. % Effect: Treatment effect as a percentage of the Mean of Control 1 group.
b Panel A: In column 8, the dependent variable is an index of z-scores of the outcome variables in the panel; the p-values for treatment effects in this column are computed according

to Hochberg (1988)'s step-up method to control for the family-weighted error rate across all index outcomes. The complete regression results are in Table A-6. Standard errors in
parentheses are clustered at the hamlet level.

c Panel B: In columns 3, 6 & 9, the dependent variables are indices of z-scores of the outcome variables related to that crop; the p-values for treatment effects in these columns are
computed according to Hochberg (1988)'s step-up method to control for the family-weighted error rate across all index outcomes. The complete regression results corresponding to
columns 1–2 are in Table A-7, to columns 4–5 are in Table A-8, and to columns 7–8 are in Table A-9. Standard errors in parentheses are clustered at the hamlet level.

28 The variables are normalized by subtracting the mean in the control group and
dividing by the standard deviation in the control group; the index is the simple average of
the normalized variables. To adjust the p-value of the treatment effect for an index, the p-

P. Maitra et al. Journal of Development Economics 127 (2017) 306–337
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New Approaches

Experimental Results: ATEs on Farm Incomes and
Estimated Rates of Return

4.1.1.1. Effects on agricultural borrowing. In column 1 of Table 4 we
see that participation in the TRAIL scheme increased the overall
agricultural borrowing of Treatment households by 7568, which is
a 135% increase over the 5590 mean borrowing by TRAIL Control 1
households. The overall borrowing of Treatment households in the GBL
scheme also increased by a statistically significant 5465, which is a
134% increase over the mean for GBL Control 1 households.

In column 2 of Table 4 we examine if program loans crowded out
agricultural loans from other sources. There is no evidence that this
happened in either scheme: the treatment effects on non-program loans
are small and statistically insignificant.

When we consider an index of both borrowing outcomes together in
column 3, we find that TRAIL loans caused a 0.36 standard deviation
increase in agricultural borrowing, which is significant according to the
more conservative Hochberg test (p-value=0.000). The effect of the
GBL treatment is also statistically significant (effect=0.27 sd, Hochberg
p-value=0.003).29

4.1.1.2. Effects on cultivation and farm incomes. We now check if the
increase in agricultural borrowing led to increased agricultural activity,

Table 6
Program impacts: effects on farm value added and rates of return.

Farm Value Added Non-Agricultural Income Index of dependent variablesb Rate of Returna

Potato Cultivation Farm Value Added

( ) ( )

(1) (2) (3) (4) (5)

TRAIL Treatment 2239.22*** −608.000 0.095** 1.10c 1.01c

(717.75) (4153.557) (0.043) (0.02) (0.02)

Hochberg p-value 0.113

Mean TRAIL Control 1 10142.06 40115.81
% Effect TRAIL 22.1 −1.52

GBL Treatment −105.2 −6092.631 −0.032 0.45 −0.07
(1037.82)) (4959.88) (0.046) (1.10) (0.58)

Hochberg p-value >0.999

Mean GBL Control 1 9387.6 45645.10
% Effect GBL −1.1 −13.35

TRAIL vs GBL p-value 0.064 0.393
TRAIL vs GBL (90% CI) [−1.410, 1.418] [−3.40, 2.56]

Sample Size 6204 6210

Notes: Treatment effects are computed from regressions that follow Eq. (30) in the text and are run on household-year level data for all sample households with at most 1.5 acres of
land. Regressions also control for the gender and educational attainment, caste and religion of the household head, household's landholding, a set of year dummies and an information
village dummy. The full set of results corresponding to columns 1 and 2 are in Table A-10. ***: p < 0.01, **: p < 0.05, *p < 0.1.

a The rate of return is the ratio of the treatment effect on value-added to the treatment effect on cost.
b In column 3 the dependent variable is an index of z-scores of the outcome variables in the panel following Kling et al. (2007); p-values for this regression are reported using

Hochberg (1988)'s step-up method to control the FWER across all index outcomes. In columns 1 and 2, the standard errors in parentheses are clustered at the hamlet level. In columns 4
and 5, the numbers in parentheses are the averages of cluster bootstrapped standard errors with 2000 replications.

c Indicates that the 90 percent confidence interval of bootstrapped estimates constructed according to Hall's percentile method does not include zero. The numbers in square brackets
denote the 90 percent confidence interval of the TRAIL–GBL difference in rate of return, computed using Hall's percentile method with 2000 replications.

Table 7
Loan performance.

Repayment Take up Continuation
(1) (2) (3)

Panel A: Sample Means
TRAIL 0.954 0.856 0.805

(0.006) (0.008) (0.009)

GBL 0.950 0.746 0.691
(0.007) (0.011) (0.011)

Difference 0.004 0.110*** 0.114***
(0.009) (0.014) (0.014)

Panel B: Regression Results
TRAIL 0.009 0.117* 0.116*

(0.009) (0.067) (0.067)

Constant 1.002*** 0.838*** 0.827***
(0.0006) (0.053) (0.053)

Mean GBL 0.950 0.747 0.694
Sample Size 2406 3226 3512

Notes: The sample consists of household-cycle level observations of Treatment house-
holds in TRAIL and GBL villages. The dependent variable in column 1 takes value 1 if a
borrowing household fully repaid the amount due on a loan taken in the cycle within 30
days of the due date, and that in columns 2 and 3 takes value 1 if the household took the
program loan. In column 1 the sample consists of households that had taken a program
loan in that cycle, in column 2 it consists of households that were eligible to take the
program loan in that cycle, and in column 3 it consists of all households that were eligible
to receive program loans in Cycle 1. In Panel B, treatment effects are computed from
regressions that follow Eq. (31) in the text. Standard errors in parentheses are clustered
at the hamlet level. †: Difference between mean in TRAIL and mean in GBL. ***p < 0.01,
**p < 0.05, *p < 0.1.

(footnote continued)
values for all indices are ranked in increasing order, and then each original p-value is
multiplied by m k( − 1 + ), where m is the number of indices and k is the rank of the
original p-value. If the resulting value is greater than 1, we assign an adjusted p-value of
>0.999.

29 As columns 5 and 6 in Table A-1 in the Appendix show, both schemes also had
statistically significant treatment effects on total borrowing, which includes all loans
taken by the household, whether for agricultural or non-agricultural purposes. Thus,
there is no evidence that the schemes crowded out non-agricultural borrowing.

P. Maitra et al. Journal of Development Economics 127 (2017) 306–337
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New Approaches

Experimental Results: Loan Take-up and Repayment Rates

4.1.1.1. Effects on agricultural borrowing. In column 1 of Table 4 we
see that participation in the TRAIL scheme increased the overall
agricultural borrowing of Treatment households by 7568, which is
a 135% increase over the 5590 mean borrowing by TRAIL Control 1
households. The overall borrowing of Treatment households in the GBL
scheme also increased by a statistically significant 5465, which is a
134% increase over the mean for GBL Control 1 households.

In column 2 of Table 4 we examine if program loans crowded out
agricultural loans from other sources. There is no evidence that this
happened in either scheme: the treatment effects on non-program loans
are small and statistically insignificant.

When we consider an index of both borrowing outcomes together in
column 3, we find that TRAIL loans caused a 0.36 standard deviation
increase in agricultural borrowing, which is significant according to the
more conservative Hochberg test (p-value=0.000). The effect of the
GBL treatment is also statistically significant (effect=0.27 sd, Hochberg
p-value=0.003).29

4.1.1.2. Effects on cultivation and farm incomes. We now check if the
increase in agricultural borrowing led to increased agricultural activity,

Table 6
Program impacts: effects on farm value added and rates of return.

Farm Value Added Non-Agricultural Income Index of dependent variablesb Rate of Returna

Potato Cultivation Farm Value Added

( ) ( )

(1) (2) (3) (4) (5)

TRAIL Treatment 2239.22*** −608.000 0.095** 1.10c 1.01c

(717.75) (4153.557) (0.043) (0.02) (0.02)

Hochberg p-value 0.113

Mean TRAIL Control 1 10142.06 40115.81
% Effect TRAIL 22.1 −1.52

GBL Treatment −105.2 −6092.631 −0.032 0.45 −0.07
(1037.82)) (4959.88) (0.046) (1.10) (0.58)

Hochberg p-value >0.999

Mean GBL Control 1 9387.6 45645.10
% Effect GBL −1.1 −13.35

TRAIL vs GBL p-value 0.064 0.393
TRAIL vs GBL (90% CI) [−1.410, 1.418] [−3.40, 2.56]

Sample Size 6204 6210

Notes: Treatment effects are computed from regressions that follow Eq. (30) in the text and are run on household-year level data for all sample households with at most 1.5 acres of
land. Regressions also control for the gender and educational attainment, caste and religion of the household head, household's landholding, a set of year dummies and an information
village dummy. The full set of results corresponding to columns 1 and 2 are in Table A-10. ***: p < 0.01, **: p < 0.05, *p < 0.1.

a The rate of return is the ratio of the treatment effect on value-added to the treatment effect on cost.
b In column 3 the dependent variable is an index of z-scores of the outcome variables in the panel following Kling et al. (2007); p-values for this regression are reported using

Hochberg (1988)'s step-up method to control the FWER across all index outcomes. In columns 1 and 2, the standard errors in parentheses are clustered at the hamlet level. In columns 4
and 5, the numbers in parentheses are the averages of cluster bootstrapped standard errors with 2000 replications.

c Indicates that the 90 percent confidence interval of bootstrapped estimates constructed according to Hall's percentile method does not include zero. The numbers in square brackets
denote the 90 percent confidence interval of the TRAIL–GBL difference in rate of return, computed using Hall's percentile method with 2000 replications.

Table 7
Loan performance.

Repayment Take up Continuation
(1) (2) (3)

Panel A: Sample Means
TRAIL 0.954 0.856 0.805

(0.006) (0.008) (0.009)

GBL 0.950 0.746 0.691
(0.007) (0.011) (0.011)

Difference 0.004 0.110*** 0.114***
(0.009) (0.014) (0.014)

Panel B: Regression Results
TRAIL 0.009 0.117* 0.116*

(0.009) (0.067) (0.067)

Constant 1.002*** 0.838*** 0.827***
(0.0006) (0.053) (0.053)

Mean GBL 0.950 0.747 0.694
Sample Size 2406 3226 3512

Notes: The sample consists of household-cycle level observations of Treatment house-
holds in TRAIL and GBL villages. The dependent variable in column 1 takes value 1 if a
borrowing household fully repaid the amount due on a loan taken in the cycle within 30
days of the due date, and that in columns 2 and 3 takes value 1 if the household took the
program loan. In column 1 the sample consists of households that had taken a program
loan in that cycle, in column 2 it consists of households that were eligible to take the
program loan in that cycle, and in column 3 it consists of all households that were eligible
to receive program loans in Cycle 1. In Panel B, treatment effects are computed from
regressions that follow Eq. (31) in the text. Standard errors in parentheses are clustered
at the hamlet level. †: Difference between mean in TRAIL and mean in GBL. ***p < 0.01,
**p < 0.05, *p < 0.1.

(footnote continued)
values for all indices are ranked in increasing order, and then each original p-value is
multiplied by m k( − 1 + ), where m is the number of indices and k is the rank of the
original p-value. If the resulting value is greater than 1, we assign an adjusted p-value of
>0.999.

29 As columns 5 and 6 in Table A-1 in the Appendix show, both schemes also had
statistically significant treatment effects on total borrowing, which includes all loans
taken by the household, whether for agricultural or non-agricultural purposes. Thus,
there is no evidence that the schemes crowded out non-agricultural borrowing.
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New Approaches

Explaining ATE Differences: Theory

TRAIL and GBL differ with respect to both selection and incentives:
develop model and estimate it to separate their respective roles

Theoretical model extends Ghatak (2000) to incorporate informal
lenders and variable scale of cultivation

Farmer type i = H, L, pi probability of success (1 > pH > pL),
production function θi f (l) where TFP θH > θL, l ≥ 0 is chosen scale
of cultivation

Local informal lenders are fully informed about borrower type, engage
in Bertrand competition (but have high lending costs ρ)

MFI has lower cost of capital than ρ, offers loans at rate rT < ρ
which supplement informal loans

Comparative advantage of local lenders: information; of MFI: access
to capital at lower rates
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New Approaches

Model Predictions: Selection and Incentive Differences

Superior selection in TRAIL (returns to cultivation higher)

Because TRAIL agent commissions motivate the agent to select H
type farmers (high productivity, lower risk)

On the other hand, GBL may not achieve selection of H types for
following reasons:

GBL is a single loan product, not a menu designed to induce
self-selection of H and L types
Single GBL loan product at below market interest rate, attracts both H
and L types
With variable scale of cultivation, assortative matching need not
happen
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New Approaches

Model Predictions: Selection and Incentive Differences,
contd.

Superior selection in TRAIL: TRAIL selection biased in favor of high
productivity borrowers; GBL attracts borrowers of both types

Superior incentive effect in TRAIL: higher treatment effect on scale of
cultivation, because it avoids joint liability tax (interest obligation on
TRAIL loan is rT , of GBL loan is rT (1 + (1 − pj))
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New Approaches

Testing and Estimating Role of Selection and Incentive
Effects

Use farm panel data (8 cycles, 3 years) to estimate TFP of each
farmer, wide dispersion within villages (TFP top to bottom ratio is
10:1)

Estimated Selection Difference: TFP distribution in TRAIL first
order stochastically dominates GRAIL distribution

Heterogenous treatment effects estimated, used to decompose ATE
difference into Selection and Incentive Effects

Lower bound estimate of role of Selection: 30-40%
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New Approaches

Testing Prediction on Selection Differences

Given this finding, and the finding in Table 11 that TRAIL treatment
effects increase in ability, Prediction 5 states that the Selection Effect is
positive and that the average treatment effect of the TRAIL loans is larger
than that of the GBL loans. We have already shown evidence that both of
the conditions for this prediction are met. We also saw in Table 6 that the
average TRAIL treatment effect on farm value-added is significantly
larger than the average GBL treatment effect.

Finally, we can use Eq. (29) to estimate the Selection Effect, as shown in
Table 12. Our decomposition indicates that the Selection Effect is indeed
positive, and accounts for 30–41% of the overall difference in average
TRAIL treatment effects on farm value-added, depending on which ability
estimate we use.38

4.4. Ancillary issues

4.4.1. Impact of TRAIL on transactions with agents
A frequent concern about intermediary-based schemes is that they

may promote corruption and distort the allocation of benefits between
the intermediary and intended beneficiaries. For instance, the TRAIL
agent may have extracted undue benefits from the borrowers, either by
requiring bribes before he recommended them, demanding side-
payments, or by manipulating other transactions with them, such as
by charging higher input prices or paying lower output prices. Although
it is naturally difficult to collect data on bribes or side-payments, we do
have detailed data about sample households' input purchases from,
output sales to, and borrowing from the TRAIL agent.

In Table 13 we analyse input, output and credit transactions
between sample households in TRAIL villages and the TRAIL agent.
In each panel, the third row shows the mean incidence of such
transactions for the Control 1 households. Note first that there is no
evidence that recommended households interacted exclusively with the
TRAIL agent in these markets. As can be seen in Panel A, over the 3
years, Control 1 households conducted only about 8% of their input
transactions with the agent, accounting for less than 6% of the value of

Fig. 5. Year-Specific Effects on Potato Acreage and Aggregate Rates of Return. Notes: The values represent the estimated treatment effects from regressions following Eq.
(30) in the text. In the left panel, the vertical axis measures the treatment effect on acres devoted to potato cultivation. In the right panel the vertical axis measures the rate of return on
value-added aggregated across all four crop categories, computed as the ratio of the treatment effect on value-added to the treatment effect on the cost of cultivation. The dashed lines
show the 90% confidence intervals. In the right panel, standard errors are cluster bootstrapped with 2000 replications, and the confidence intervals are constructed according to Hall's
percentile method.

Fig. 4. Cumulative Distribution Functions of Estimated Ability for Selected Households in TRAIL and GBL villages. Notes: Ability estimates for each household in TRAIL villages and
Control 1 and Control 2 households in GBL villages are constructed from the household fixed effects from regressions shown in Table 8 columns 3 and 6. The ability index is not
estimated for GBL treated households because their effective cost of borrowing depends on the pattern of assortative matching within groups, so that the formula for estimating ability
does not have a closed-form solution. See the discussion in Section 3.5.

38 In unreported results we also construct an alternative ability measure using a
household random effects regression of output/acreage on household observable
characteristics. When we use this ability index in the decomposition exercise, we find
that the Selection Effect explains less than 15% of the overall difference in average TRAIL
treatment effects on farm value-added. That the selection effect computed using our
preferred total ability estimates is more than twice as large suggests that unobserved
characteristics constitute an important component of ability.
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New Approaches

Decomposition of ATE Difference: Role of Selection

he did not recommend. Borrowers can be classified into four groups:
recommended from own segment (RS), not recommended from own
segment (NS), recommended from out-of-segment (RO), and not
recommended from out-of-segment (NO). To distinguish between the
abilities of the four groups, we run the following regression on sample
households in TRAIL villages that owned at most 1.5 acres of land:

ζ δ δ δ
δ X u

= + Recommended + Own Segment
+ (Recommended × Own Segment ) + +

hv hv hv

hv hv v hv

0 1 2
3 (33)

where ζhv denotes the estimated ability of household h in village v, and
Xv denotes a village dummy. The variable Recommendedhv indicates
whether the household was recommended by the agent for a TRAIL
loan. We define the agent's segment as made up of households that
borrow from him; so the variable Own Segmenthv indicates whether
household h in village v had borrowed from the agent in the three years
before the project began. By including village dummies, we ensure that
the coefficients reflect within-village comparisons of ability, which is
appropriate because the agent was restricted to recommending bor-
rowers from within a single village. The results are reported in Table 9.
In column 1 we use as the dependent variable the estimates of ability
derived from the household fixed effects regression on potato output.
In column 2 we use instead the household fixed estimates from the
potato acreage regression.

In the panel titled “Total Effects” it is clear that among the four
groups described above, those whom the agent recommended from his
own segment (group RS) had the highest ability. The difference
between the ability of the RS and the NS groups is also positive,
although statistically insignificant. This provides weak evidence in
favor of Prediction 1.

As explained in Section 3.2, it is difficult to compare the ability of
own-segment borrowers and out-of-segment recommended borrowers.
This is because the agent draws randomly from outside his segment, and
the number of borrowers he recommends from this group may be too
small for the law of large numbers to hold. As it turns out the difference
between groups RS and RO is positive and statistically significant at the

1% level. On the other hand, the point estimate of ability of group RO is
lower than that of group NS, although the difference is not statistically
significant. These results are consistent with the model, where borrowers
recommended by the agent from outside his own segment turned out to
be less able than the agent expected.

4.3.3. Test of Prediction 2
Next we test the prediction that more able borrowers paid lower

interest rates on informal loans. Since we were unable to conduct a
baseline survey before the study began, we restrict this analysis to Cycle
1 loans, which were likely to have been negotiated before our
intervention began. To further guard against the concern that the
intervention might have affected households' borrowing behavior, we
restrict attention to Control 1 and Control 2 households only, since
none of these households received the program loans. Under the
assumption of no general equilibrium effects, this effectively allows
us to estimate the relationship between borrower ability and the
informal interest rates that they paid. For this test, we focus on the
sample of 661 Control 1 and Control 2 households with no more than
1.5 acres of land who reported at least one informal agricultural loan
with a non-zero interest rate in Cycle 1.

In Fig. 2 we present non-parametric regressions of the informal interest
rates on the ability estimates. In both panels, we see a clear negative
relationship, in line with the prediction that higher-ability borrowers had
access to cheaper loans in the informal market. For a formal test of this
relationship, Table 10 reports the results of the regression

∑r μ= Q + ϵhv
i

i hi hv
=1

4

(34)

where rhv is the informal interest rate as described above, and Qhi
indicates the quartile of the ability distribution to which the household
belongs.

Columns 1 and 2 use ability estimates from the potato output
regression, while columns 3 and 4 use estimates from the potato
acreage regression. Columns 2 and 4 include village fixed effects. As
can be seen in the top panel, in all four specifications, the estimated μi
decrease in ability, indicating a negative monotonic relationship.
Standard errors are averages from 2000 bootstrap iterations of this
regression. The F-statistic shows that the null hypothesis that
μ μ μ μ= = =1 2 3 4 is rejected in all four columns at the 99 percent
confidence level.

In the second panel, we present pair-wise comparisons of each μi.
When multiple hypotheses are tested, some may be incorrectly rejected by
pure chance. To guard against this concern, we apply the Bonferroni
correction and adjust the confidence interval. In our case this effectively
implies that only test statistics with a p-value lower than 0.01 are reported
as significant. Although this is a conservative test, in columns 1 and 3 we
find that the difference between μ1 and μ4 is significant, indicating that
households at the lowest quartile of ability paid interest rates that were
12.7 to 13.9 percentage points higher than those at the highest quartile.

4.3.4. Test of Prediction 3
When estimating farmer ability in Table 8 we also estimated the

parameter δ, which was defined in Eq. (12). Prediction 3 states that δ < 1,
or that borrowing and cultivation scale vary less with ability for treated than
control borrowers. Equivalently, risk varies much less with ability than
productivity does. Consistent with this, the point estimates of δ are 0.951
and 0.965 in columns 3 and 6 respectively. However the estimates are not
precise enough to infer whether they are significantly below 1.

4.3.5. Test of Prediction 4
A point estimate of δ close to 1 suggests default risk varies relatively

little with ability, so that case (b) rather than (c) of Lemma 2 applies.
Accordingly, the theory predicts that TRAIL treatment effects increase
in ability.

Table 12
Decomposition of average effect on farm value added by ability.

TRAIL GBL Difference Treatment
Effect

Difference×

(TRAIL - GBL) Treatment
Effect

(1) (2) (3=1-2) (4) (5=3×4)

Ability estimates from: Log(Quantity of potatoes produced)

Q1 0.18 0.27 −0.09 629.4 −58.58

Q2 0.24 0.28 −0.04 −2706 112.46

Q3 0.30 0.25 0.05 3521 163.86

Q4 0.28 0.20 0.09 7734 681.33

% of Average Treatment Effect Difference due to
Selection Difference

40.76

Ability estimates from: Log(acreage under potato cultivation)

Q1 0.18 0.27 −0.09 659.9 −59.39

Q2 0.25 0.29 −0.04 −1354 54.16

Q3 0.28 0.24 0.04 1897 75.88

Q4 0.29 0.20 0.09 6531 587.79

% of Average Treatment Effect Difference due to
Selection Difference

29.85

Notes: Columns 1 and 2 present the fraction of selected borrowers in TRAIL and GBL
respectively who belonged to each estimated ability quartile, and column 3 presents the
difference between the two. Column 4 presents the TRAIL treatment effects on farm
value-added from Table 11. The last row in each panel shows the percentage of the
average treatment effect difference between the TRAIL and GBL schemes that can be
explained by the Selection Effect, as per Eq. (29) in the text.

P. Maitra et al. Journal of Development Economics 127 (2017) 306–337

324

DM (BU) 2019 25 / 33



New Approaches

Related Work: Eliciting Community Information to Select
Beneficiaries (Hussam, Rigol and Roth 2017)

Hussam et al (2017) conduct a RCT in Amravati, a town in
Maharashtra (India), with about 1400 micro-entrepreneurs in 8
neighborhoods of the town

Form 274 neighborhood peer groups of 5 entrepreneurs who live near
each other, have close family/social links

Ask each entrepreneur to rank their peers with respect to expected
rate of return to a cash grant of USD 100

Provide grants randomly (lottery tickets distributed), in one high
stakes treatment partly on the basis of the peer reports (bias lottery
ticket distribution in favor of highest ranked entrepreneurs)

Self-reported business profits after 6 months calculated, compared
between winners and losers
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New Approaches

Main Results regarding Community Information (Hussam
et al 2017)

High heterogeneity (and mean) monthly rate of return: mean of 8%,
for top third varying between 17 and 27% (hence targeting to
latter would triple income impact)

Peer reports successfully predict returns, more than can be predicted
by machine learning based algorithms based on observable household
characteristics

Peer reports are biased strategically to favor family and close friends
chances of winning the grant (peer reports are less accurate in the
high stakes treatment)

Incentivizing truthful reporting via mechanism design techniques
based on cross-reporting reduces such strategic behavior and increases
accuracy of peer reports

Hence the results suggest that eliciting community information would
help improve targeting of grants to more productive entrepreneurs
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New Approaches

Alternative Direction: Collateralized Sales (Jack et al
(2016))

Jack, Kremer, de Laat and Suri (2016) pursue a different new
direction: individual liability loans that finance asset purchases, using
the asset itself as collateral

Common in developed countries: home, car, appliance purchases are
bundled with financing plans

Asset itself serves as collateral for the loan: default results in lender
repossessing the asset

Less common in LDCs (why? maybe asset repossession is more
difficult, less profitable for lender...)

This paper conducts an RCT in rural Kenya, where a savings
cooperative allowed members to purchase plastic water tanks to
harvest rainwater with varying collateral terms
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New Approaches

Setting and Experiment Design

Smallholder farmers belonging to a dairy cooperative, and an
associated savings and credit cooperative SACCO

SACCO can provide loans to farmers to purchase 5000 litre plastic
water tanks to be installed outside their home (store water for
drinking, to feed livestock, and irrigate fields)

Status quo arrangement for financing: one third of loan to be secured
by farmers own saving deposits, remaining secured by cash or
third-party guarantees (i.e., joint liability)

New financing options offered:

25% deposit paid by borrower, remaining 75% collateralized by the
tank itself
4% deposit, 21% third-party guarantees, 75% asset-collateral
4% deposit, 96% asset collateral
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New Approaches

Predicted Effects

Authors develop a theory to predict impact of these new treatments
on loan take-up, defaults, lender and borrower profits

Assumes unobserved heterogeneity among borrowers w.r.t. personal
valuation of the water tank, and ex post income (available to repay
the loan)

Asset repossession (i.e., default) is costly to both lender and borrower

Predicted effects of lowering deposit requirements: increases default
rates, raises loan take-up, borrower welfare, effects on lender is
ambiguous

Profit-maximizing strategy for lender involves excessive deposit
requirements (lender does not internalize costs imposed on
intra-marginal borrowers)
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New Approaches

Experimental Results

Loan take-up rates rise from 2.4% in the status quo, to 24% in the
two treatments with the intermediate (25%) deposit requirement, and
to 41% in the one with low (4%) deposit requirement

Take up rate difference between intermediate deposit-cum-JL and low
deposit treatments (both involve own deposit of 4%) is not
statistically significant: hence no evidence that JL expands credit
access

No defaults in the low or intermediate deposit treatments, rising to
only 0.7% in the low deposit treatment
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New Approaches

Experimental Results, contd.

SACCA decided (based on the results of the experiment) to select the
intermediate deposit policy, rather than the low deposit policy

Impact of low deposit treatment (compared with status quo) on
borrowers:

increased access to fresh water
lower sickness among cows
time spent by children fetching water
higher school enrollment of girls
negligible effects on milk production, some increase in milk sales
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Summary

Concluding Observations

Disappointing results concerning poverty impact of traditional
microcredit

Currently dominant approach to poverty reduction rely on grants —
e.g., de Mel-McKenzie-Woodruff (2007), BRAC style ultra-poor
programs (Bandiera et al (QJE 2017), Banerjee et al (Science,
2015))) relying on bundled offers of productive assets, training and
savings access

New directions in microcredit are promising, involving enhanced loan
flexibility, individual liability loans combined with harnessing of
community information and collateralized asset loans

Concerns with external validity, scale up issues — needs more work!
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