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Recent research establishes a negative relation between stock returns and dispersion of analysts’ earnings
forecasts, arguing that asset prices more reflect the views of optimistic investors because of short-sale
constraints in equity markets. In this article, we examine whether a similar effect prevails in corporate
bond markets. After controlling for common bond-level, firm-level, and macroeconomic variables, we
find evidence that bonds of firms with higher dispersion demand significantly higher credit spreads than
otherwise similar bonds and that changes in dispersion reliably predict changes in credit spreads. This
evidence suggests a limited role of short-sale constraints in our corporate bond data sets. Consistent with
a rational explanation, dispersion appears to proxy largely for future cash flow uncertainty in corporate
bond markets.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction markets, has not been explored nearly as thoroughly for corporate
Do analysts’ earnings forecasts play a role in corporate bond
markets similar to the one they play in equity markets? Previous
work has demonstrated that much of the variation in credit
spreads on corporate bonds is explained by bond characteristics,
credit quality, and market conditions (e.g., duration, credit rating,
and default premium). However, the relevance of equity analyst
data on firm characteristics, which is largely catered to equity
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bond markets.
Our study is the first to provide empirical evidence on the role

of earnings uncertainty and especially dispersion in analysts’ earn-
ings forecasts (forecast dispersion) on levels and changes of credit
spreads. The objective of this paper is to analyze whether forecast
dispersion plays a role in corporate bond markets similar to the
one it plays in equity markets. To do so, we explore how credit
spreads and bond returns reflect disagreement among equity ana-
lysts and how this effect differs across firms and across time. In
addition, our study provides a gauge for the functioning of bond
and equity markets. Before discussing and interpreting our find-
ings, we develop two competing hypotheses about the relation be-
tween credit spreads and forecast dispersion.2

The first hypothesis, motivated by Miller (1977), views forecast
dispersion as a measure of divergence of opinion and claims that,
in the presence of short-sale constraints, bond prices should more
reflect the views of optimistic investors. Miller argues that when
investor biases differ and short-sale constraints bind, investors
with pessimistic views cannot sell (unless they own the asset),
while investors with optimistic views are able to purchase and
raise prices. As a result, negative views are not completely incorpo-
rated, and bond prices are upwardly biased, giving rise to lower
2 We formalize these ideas in the Appendix A within a simple model, in which
analyst-specific forecast variances have a behavioral (divergence of opinion) and a
rational (cash flow uncertainty) component.
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credit spreads. Thus, according to this behavioral view, higher fore-
cast dispersion leads to higher firm values and hence lower credit
spreads.

The second hypothesis contends that, in corporate bond markets,
forecast dispersion proxies for future cash flow uncertainty. In
structural models of credit risk, such as Merton (1974) model, cor-
porate debt is a riskfree bond less a put option on the value of the
firm’s assets. The strike price equals the par value of debt and re-
flects the limited liability of equity in the event of default. Default,
the event where a firm is unable to meet its obligations, occurs
when the value of the firm’s assets falls below the strike price. The
volatility that is relevant for option value, and thus for corporate
debt, is total asset volatility, including both idiosyncratic volatility
and systematic volatility. A firm with more volatile operating in-
come (or asset returns) is more likely to reach the default boundary.
When volatility increases, the value of the put option increases, ben-
efiting equityholders at the expense of bondholders. According to
this rational explanation of the spread–dispersion relation, higher
forecast dispersion leads to higher credit spreads. In addition to con-
tractual differences, the second hypothesis relates to institutional
differences between bond and equity markets and, in particular,
to the relative lack of short-sale constraints for corporate bonds.3

Consistent with the second hypothesis, we find that corporate
bonds with higher forecast dispersion demand higher credit
spreads. This reliably positive spread–dispersion relation is, how-
ever, difficult to reconcile with the first hypothesis. In a univariate
regression, dispersion accounts for about 23% of the cross-sectional
variation of credit spreads. Moreover, a one-standard deviation in-
crease in dispersion increases credit spreads by 19 basis points,
with the sample average credit spread being 100 basis points. This
effect is more pronounced for bonds of lower credit quality, longer
maturities, smaller firms, and more levered firms. Multivariate
regressions with other control variables (such as credit rating,
duration, bond liquidity, earnings volatility, firm leverage, firm
size, book-to-market, profitability, stock return volatility, and mac-
roeconomic variables) explain up to 81% of the cross-sectional var-
iation in the levels of credit spreads, while coefficient estimates
corresponding to forecast dispersion are positive and typically sig-
nificant at better than 1%.4

Furthermore, we find that corporate bonds with higher forecast
dispersion earn higher future returns. In particular, we document
that changes in forecast dispersion also significantly predict
changes in credit spreads after including common control variables
such as changes in term structure factors and in credit ratings,
option-implied volatilities, and stock index returns (see, e.g.,
Collin-Dufresne et al., 2001). Moreover, applying the sorting proce-
dure of Diether et al. (2002) to corporate bonds generates an annu-
ally compounded return differential between the highest and the
lowest dispersion portfolio of more than 100 basis points.5
3 Corporate bonds are primarily held and traded by large financial institutions
rather than individual investors. To this end, Nagel (2005) reports a negative effect of
institutional ownership on short-sale constraints. It has also been argued that
institutional investors are less prone to behavioral biases. Several institutional details
of equity markets, which appear to be absent from corporate bond markets, can make
shorting stocks difficult (see, e.g., Jones, 2003). Finally, Longstaff et al. (2005) report
relatively low costs for shorting investment-grade corporate bonds.

4 Consistent with our results, Cremers et al. (2008) find a positive relation between
individual option-implied volatility and credit spreads for the 1996–2002 period.
Similarly, Tang and Yan (2010) report that firm-level implied volatility explains the
cross-sectional variation in credit default swap spreads.

5 Each month, we assign bonds into five quintiles based on dispersion in the
previous month. We then calculate monthly returns from equally weighted average
returns of all bonds in a given dispersion portfolio. This methodology was originated
to reduce return variability (see, e.g., Jegadeesh and Titman, 1993).
In the light of these findings, forecast dispersion appears to
proxy largely for future cash flow uncertainty in our sample of cor-
porate bonds. To confirm our baseline results, we adopt various
robustness checks. First, we estimate the baseline model in differ-
ent specifications with year, quarter, firm, industry, and bond-level
fixed effects to verify that our results are not the outcome of spu-
rious time-series or cross-sectional correlation. We also control for
time-series correlation in errors by computing Fama and MacBeth
(1973); Newey and West (1987), and two-way-clustered standard
errors as well as estimating pure cross-sectional regressions. The
economic and statistical significance of our findings does not
change under these more restrictive, econometric specifications.
Second, we show that other firm-level uncertainty proxies, such
as earnings volatility, earnings forecast errors, or excess stock re-
turns, do not subsume dispersion. Third, we follow recent studies
by Livingston et al. (2007, 2008) to see whether our findings are
influenced by corporate bonds with notch-level or letter-level split
ratings. Fourth, given changes in accounting transparency (e.g.,
Regulation Fair Disclosure in 2000) and bond market transparency
(e.g., SEC regulation on the reporting and dissemination of fixed in-
come transactions in 2001), we provide evidence for a reliably po-
sitive spread–dispersion relation during the post-2000 period.

Due to accounting conventions, dispersion is based on forecasts
of earnings after interest and taxes. Another concern is therefore
the possibility that, like earnings per share, dispersion captures
the variation in firms’ interest expenses and their marginal corpo-
rate tax rates. To cancel out interest and tax differentials across
firms, we multiply dispersion by the ratio of operating cash flow
over net income. Our main result also holds in this estimation with
a dispersion measure that is based on operating cash flows instead
of earnings (the difference being interest expenses and taxes). Sec-
ond, we stratify the panel into subsamples based on time period,
credit rating, firm size, bond maturity, and firm leverage. In all sub-
sample tests, the dispersion result remains unexpectedly robust
with significance mostly at the 0.1% level. In a third robustness test
of this critique, we examine the significance of the interaction term
of dispersion multiplied by leverage together with leverage alone.

We also implement various tests to study the validity of the sec-
ond hypothesis relative to alternate explanations. First, Johnson
(2004) suggests that, if firm fundamentals are unobservable, fore-
cast dispersion may proxy for idiosyncratic risk, that is, unpriced
parameter uncertainty. To examine this alternative, we include
forecast dispersion and market-risk-adjusted equity return volatil-
ity (i.e., the idiosyncratic risk proxy of Campbell and Taksler
(2003)) in the same regression specification. Their measure of idi-
osyncratic risk affects neither the economic nor the statistical sig-
nificance level of forecast dispersion. If dispersion mostly captured
unpriced parameter uncertainty in corporate bond markets, one
would expect these variables to interact with each other. Second,
we test whether forecast dispersion predicts future earnings vola-
tility. We estimate current levels (or changes) of earnings volatility
as a function of lagged levels (or changes) of earnings volatility and
lagged levels (or changes) of dispersion. Third, we analyze the link
between forecast dispersion and squared changes in earnings or
squared earnings surprises.

The paper proceeds as follows. Section 2 discusses the data
sources, variables, and summary statistics. Section 3 contains the
main results, while Section 4 presents robustness checks. Section
5 concludes. A simple model of credit spreads and forecast disper-
sion is developed in the Appendix A.
2. Data and summary statistics

Before testing the predictions, we discuss the data for credit
spreads, forecast dispersion, and control variables.
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2.1. Sample construction

The quarterly panel data originate from four sources:

1. Corporate bond prices from Lehman Fixed Income Database.
2. Earnings forecasts from Institutional Brokers Estimates System

database.
3. Firms’ accounting information from Standard & Poor’s COMPU-

STAT database.
4. Stock prices and returns from Center for Research in Security

Prices database.

We start with all monthly trader quotes for fixed-rate corporate
bonds issued by US firms as reported in the Lehman Fixed Income
Database (LFID, henceforth) between January 1987 and March
1998 (505,367 monthly observations).6 The sample starts in Janu-
ary 1987 since analyst forecast data is largely unavailable for our
sample firms prior to 1987. The sample ends in March 1998 as Leh-
man Brothers stopped reporting the bond trades after this date. We
do not include bond prices with matrix quotes because traders’
quotes are more likely to reflect information on bond prices than
matrix quotes. Quoted prices are the ones established by traders.
When a bond has not traded recently and traders are unwilling to
make quotes, a matrix price is computed based on a proprietary
algorithm.

We exclude financial services firms (152,526 bond-months)
similar to previous bond pricing studies (see, e.g., Collin-Dufresne
et al., 2001 or Eom et al., 2004). Our goal is to ensure that payout
characteristics of bonds in our sample are similar; hence we drop
bonds with option-like features such as callability, putability,
convertibility, and sinking fund provisions (222,494 bond-
months). Following Collin-Dufresne et al. (2001), we omit bond
observations with less than 4 years of maturity and bonds in de-
fault because they are illiquid (29,395 bond-months).7 To ensure
that each issuer has significant variation in the time-series of
yields, we exclude firms with less than 25 monthly observations
(3933 bond-months). Based on these preliminary filters, we iden-
tify 97,019 monthly observations of 2618 bonds by 703 firms for
our study.

Within this preliminary sample, we identify issuers with Insti-
tutional Brokers Estimates System (I/B/E/S) coverage. We obtain a
quarterly panel by merging the bond and I/B/E/S databases because
we define forecast dispersion at the quarterly frequency. After
merging the two databases, we keep the latest bond observation
preceding the earnings announcement date of the quarter. These
two restrictions lead to 19,071 quarterly observations. We drop
observations whenever the issuer is covered by less than two ana-
lysts since at least two forecasts are needed to calculate forecast
dispersion (152 bond-quarters). We also delete bonds not rated
by S&P or Moody’s (7 bond-quarters) and observations with no de-
fined earnings volatility (311 bond-quarters) or liquidity proxy
(2597 bond-quarters) since at least five preceding observations
are required to define these variables.

The final sample covers 16,004 quarterly observations of 1389
bonds by 382 issuers; that is, firms have on average 3.64
bonds outstanding. The average number of quarterly quotes per
bond is about 12. Finally, to avoid biases due to outliers all vari-
ables are winsorized at the 1% level (i.e., at the 0.5% and 99.5%
percentiles).
6 Other recent studies by, for example, Elton et al. (2001), Eom et al. (2004) and
Gebhardt et al. (2005) also rely on the LFID.

7 In unreported regressions, we find that dropping bonds with less than 2 years of
maturity does not alter our main results. Chen et al. (2007) provide a thorough study
of bond-level liquidity.
2.2. Credit spreads and forecast dispersion

Our dependent variable is corporate bond credit spread, CS,
which is the difference between the yield-to-maturity of the corpo-
rate bond and the Treasury yield of the same (remaining) maturity.
To obtain Treasury yields of any maturity we construct the entire
yield curve from 1, 2, 3, 5, 7, 10, and 30-year Treasuries by linear
interpolation. The Treasury yields come from the H.15 release of
the Federal Reserve System.

The main independent variable is dispersion in equity ana-
lysts’ quarterly earnings per share forecasts (or forecast disper-
sion), denoted by DISP. Quarterly earnings forecasts come from
the I/B/E/S Detail File. For every (fiscal) quarter q, we define a
benchmark date, tq, which is the last day of the calendar month
preceding the month earnings are announced. We measure raw
dispersion as the standard deviation of the most recently revised
forecasts by all analysts within the period from tq�1 to tq. This
procedure ensures that (1) quarterly forecast dispersion is calcu-
lated using non-overlapping periods and (2) forecast data always
precedes bond data since the LFID reports bond prices at the end
of the month. To make dispersion magnitudes comparable across
firms, we follow Thomas (2002) and Zhang (2006) and deflate
raw dispersion by end-of-quarter stock price measured at tq,
which is about thirty days before the earnings announcement
date.8

2.3. Control variables

We include a large number of control variables to verify that
known determinants of credit spreads do not drive our results.
Firms with higher default probability and/or lower expected recov-
ery rate have higher default risk and hence higher credit spreads.
We thus use various firm-specific and bond-specific proxies to con-
trol for common default risk factors. In addition, we control for
bond liquidity and analyst coverage. Table 1 provides an index of
all variables with brief descriptions.

The main control variables are defined as follows:

1. Earnings volatility. The first control variable in this study is
(historical) earnings volatility, VOLEARN, which is the time-
series standard deviation of quarterly earnings per share
over the last eight quarters divided by the stock price.

2. Number of analysts. The number of analysts who post fore-
casts during a given quarter is assigned the variable N. We
drop bond-quarter observations if N < 2.

3. Credit rating. Rating is our main credit risk proxy. It captures
both default and recovery risk. The ordinal S&P rating of a
bond is given by AAA = 1, AA = 2, A = 3, BBB = 4, BB = 5, and
B = 6. We define RATINGSQ as the square of these broad rat-
ings, following Hoven Stohs and Mauer (1996).9 By squaring
ratings we capture the nonlinear increase in credit risk
between consecutive rating groups. Whenever the S&P rating
is unavailable, we use the corresponding Moody’s rating.

4. Subordination. For subordinated bonds, we include a dummy
variable (SUBORD).
8 Alternatively, we have normalized raw dispersion by the absolute value of earnings
(see, e.g., Diether et al., 2002) or by the book value of assets (see, e.g., Johnson, 2004).
We have verified that our results are robust to different scaling procedures (details are
available upon request). Moreover, we use the dispersion definition of Diether et al.
(2002) in Section 4.4 to analyze a matched sample of bond and stock returns.

9 In robustness tests, we refine these broad rating groups by using their historical
default probabilities or by using finer notch ratings, which convey information about
potential upgrades and downgrades.



Table 1
Variable descriptions. This table defines and summarizes the variables we use in our analysis. We obtain bond yields and indexes from the Fixed Income Database, earnings data
from I/B/E/S, stock price data from CRSP, and accounting information from COMPUSTAT (CS).

Abbreviation Name of variable Variable description

CS Credit spread The yield-to-maturity of the bond less the Treasury yield of closest maturity
DISP Forecast dispersion Ratio of raw dispersion divided by the firm’s stock price measured at the quarter’s benchmark date tq. Raw dispersion is equal

to the cross-sectional standard deviation of the most recently revised quarterly earnings per share estimates preceding the
quarter’s benchmark date. The quarter’s benchmark date is the last day of the calendar month preceding the month earnings
are announced

VOLEARN Volatility of earnings Ratio of raw earnings volatility divided by the firm’s stock price measured at the quarter’s benchmark date tq . Raw earnings
volatility is equal to the time-series standard deviation of quarterly earnings per share over the last eight quarters

N Number of analysts Number of analysts who post earnings estimates for a given firm during a given quarter
RATINGSQ Ratings squared Square of the ordinal S&P rating. The broad rating of a bond is given by the following transformation: AAA = 1, AA = 2, A = 3,

BBB = 4 , BB = 5, B = 6, and below B = 7. When the S&P rating is unavailable, we use the corresponding Moody’s rating groups
SUBORD Subordination Equals one if the bond is subordinated, zero if senior
DURATION Duration Macaulay duration as reported by the Lehman Fixed Income Database
LIQUIDITY Bond liquidity Number of months a bond is assigned a market quote during the past 12 months divided by 12
LEVER Firm leverage Long-term debt (CS item #9) divided by total assets (CS item #6)
SIZE Firm size Natural logarithm of long-term debt (CS item #9) plus common equity (CS item #60)
B=M Book-to-market ratio Book value of equity (CS item #60) divided by market value of equity (CS item #24 * CS item #25)
PROFIT Operating

profitability
Earnings before tax and depreciation (CS item #13) divided by total assets (CS item #6)

R Risk-free rate Yield on 10-year Treasury bonds, Rð10yrÞ
SLOPE Slope of term

structure
Yield on 10-year Treasury bonds minus yield on 2-year Treasury bonds, SLOPE ¼ Rð10yrÞ � Rð2yrÞ

RETSP S&P 500 index return Return on the S&P 500 stock index return over the last quarter
VIX Volatility index Average implied volatility of eight near-the-money options on the S&P 100 index
JUMP Probability of jump Probability of a large size jump on S&P 100 index, calculated using out-of-the money puts as well as at- and in-the-money call

options (see Section 4.4 or Collin-Dufresne et al. (2001) for estimation details)
CORP Corporate bond yield

spread
Difference between the yields of long-term Aaa bond index and long-term government bond index

DEF Default risk spread Difference between the yields of long-term Baa bond index and long-term Aaa bond index
VOLRET Idiosyncratic

volatility
Time-series standard deviation of daily excess stock returns over the last 180 days preceding the day of the observation. Excess
stock return is defined as the stock return including the dividend payments less the return on the CRSP value-weighted market
portfolio

TURNOVER Stock turnover Total number of shares traded during the last 180 days divided by number of shares outstanding
VOLERR Volatility of forecast

errors
Standard deviation of average forecast errors over the last eight quarters preceding the observation date. Average forecast error
is defined as consensus forecast minus realized earnings per share

VOLOPER Volatility of operating
profit

Time-series sample standard deviation of quarterly earning before interest taxes and depreciation (CS quarterly item #21) over
the last eight quarters preceding the observation (i.e., current) date

SPLIT Split bond ratings SPLIT1 (SPLIT2) equals one if S&P and Moody’s disagree on a rating at the notch-level (letter-level)
EARN Earnings per share Realized quarterly earnings per share divided by the firm’s stock price
SURPEARN Surprise in earnings

per share
Realized quarterly earnings per share minus the average of most recent analyst forecasts over stock price
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5. Duration. We use the bond’s Macaulay duration (DURATION).
Duration is a default risk proxy because bonds with longer
duration compound more default risk.

6. Liquidity. This is a bond-level proxy for liquidity. We count
the number of months a bond is assigned a market quote
during the past 12 months. To calculate it LIQUIDITY, we
then divide this count by 12, which normalizes this measure
to the unit interval.

7. Firm leverage. The firm’s debt-to-firm value ratio is
another common distress proxy. We employ a book value-
based definition of firm leverage. That is, LEVER equals
long-term debt (CS item #9) divided by total assets (CS item
#6).

8. Firm size. Firm size has also a book value-based definition.
SIZE is the natural logarithm of long-term debt (CS item
#9) plus common equity (CS item #60).

9. Book-to-market. The book-to-market ðB=MÞ ratio is often
viewed as a distress proxy (see, e.g., Fama and French,
1993). We compute B=M as the book value of equity (CS item
#60) divided by market value of equity (CS item #24 * CS
item #25).

10. Profitability. Firms with higher operational income are less
likely to default in the near future. PROFIT equals earnings
before tax and depreciation (CS item #13) divided by book
value of total assets (CS item #6) .
2.4. Summary statistics

To gauge first insights into the association of credit spreads and
forecast dispersion, we examine their univariate relation in the
cross-section and over time. In Fig. 1, we chart the average credit
spread of each bond versus average forecast dispersion of each
firm. It shows a positive univariate relation. The correlation be-
tween the two series is 0.54. Fig. 2 depicts the time-series correla-
tion between the quarterly averages of the credit spreads of all
firms in the sample and average firm-level forecast dispersion be-
tween January 1987 and March 1998. As shown by the graph, the
two series display common trends, and forecast dispersion closely
tracks contemporaneous movements in average credit spreads. The
correlation of the two series is 0.79. From the two figures, we see
that forecast dispersion captures much of the variation in credits
spreads both across firms and through time.

Table 2 presents sample characteristics at the bond-level (and
at the firm-level in parentheses) for different time periods, indus-
tries, credit ratings, bond maturities, and firm sizes. For each cate-
gory, we report the number of bonds, the percentage of bonds in
the category, and the mean and the median credit spreads.

2.4.1. Industries
We classify issuers into 10 industries using the sector codes

provided by LFID: Basic Industry, Capital Goods, Consumer Cyclical,
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Fig. 2. Time-series relation between credit spreads and forecast dispersion. This
figure charts quarterly averages of credit spreads and forecast dispersion for the
sample from 1987:01 to 1998:03. Credit spread is the yield-to-maturity of the bond
less the Treasury yield of closest maturity. Forecast dispersion is the standard
deviation of earnings forecasts divided by the end-of-quarter stock price.
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Fig. 1. Cross-sectional relation between credit spreads and forecast dispersion. This
figure plots the relation between average bond-level credit spreads and average
firm-level forecast dispersion. Credit spread is the yield-to-maturity of the bond
less the Treasury yield of closest maturity. Forecast dispersion is the standard
deviation of earnings forecasts divided by the end-of-quarter stock price.
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Consumer Non-cyclical, Electric, Energy, Natural Gas & Water,
Technology, Transportation, and Telecommunications. For differ-
ent industries, average bond-level credit spreads vary between
71 and 117 basis points except for Transportation, which has the
highest industry-wide average spread of 136 basis points.
2.4.2. Time periods
Before 1991, there are fewer bonds contained in the sample;

analyst coverage is also much lower on average. We therefore di-
vide our data only into six (instead of 12) subgroups consisting
of non-overlapping, 2-year periods, that is, 87–88, 89–90, 91–92,
93–94, 95–96, and 97–98. During our sample period, mean (med-
ian) credit spreads decline from about 116.0 (93.4) basis points to
83.7 (75.8) basis points at the bond-level.
2.4.3. Credit ratings
We split the sample into three rating categories: High rated is-

sues are AAA and AA; Medium rated firms are A and BBB; and Low
rated firms are rated BB to C. Seventy-six percent of our observa-
tions are Medium rated, while junk bonds only constitute about
8% of the sample. Hence, more than 90% of the firms in our sample
are rated investment grade. Rating has a significant, negative asso-
ciation with spreads. As credit ratings deteriorate from High to
Medium (Low), average bond-level credit spreads gradually in-
crease from 59.4 to 96.2 (226.4) basis points.

2.4.4. Firm size
For investigating firm size effects, we stratify our sample into

three size categories: Small, Medium, and Large, based on 33% per-
centiles with respect to sample firm size. Table 2 reveals a negative
relationship between firm size and credit spreads. The difference in
average spreads between Small and Large firms is 44 basis points.

2.4.5. Bond maturity
The sample is divided into three categories with respect to the

time-to-maturity of each bond: Short maturity issues are defined
as less than 7 years, Medium maturity is between 7 and 12 years,
Long maturity issues have a maturity of more than 12 years. Nota-
bly, the three maturity subsamples are well-balanced. The differ-
ence in credit spreads between Short and Long maturity bonds is
22 basis points on average.

2.4.6. Firm leverage
We split the sample into firms with low, medium, and high

financial leverage. The median bond-level credit spread increases
from the bottom to the top 33-percentile by about 30 basis points.

Table 3 reports the sample size, mean, median, standard devia-
tion, minimum, and maximum of the variables we use in our anal-
ysis. Panel A and B, respectively, tabulate bond-level and firm-level
statistics. The sample properties of credit spreads are in line with
other studies, such as Duffee (1998) or Elton et al. (2001), the mean
spread is 100 basis points with a standard deviation of 60.9 basis
points. Our data contain credit spreads ranging from 30.8 to 441
basis points. Forecast dispersion and earnings volatility exhibit rel-
atively high variation. For both variables, standard deviations ex-
ceed sample means. The number of analysts per firm varies
between 2 and 33, with an average of 10 analysts.

All other determinants of credit spreads fall into reasonable
ranges too. For example, the median bond in our sample has a
credit rating of A and about 9 (6.38) years to maturity (duration).
Only 1.4% of the bonds are subordinated, and hence most sample
bonds are senior and unsecured. Every bond on average trades
every month during a 12-month window (i.e., our liquidity ratio
equals on average 98.7%). This feature of the data indicates a fairly
liquid environment and hence dissolves concerns about substantial
liquidity premia being impounded into credit spreads. The average
firm has log(assets) worth $7.8 million, and return on assets of
15.2%. The average firm’s book-to-market of 0.477 and 26.4% lever-
age indicate that our sample is, on average, comprised of moder-
ately-levered firms that appear to reside far from financial distress.

Table 4 reports the correlation matrix for bond-level observa-
tions of our variables. Based on this table, we make three observa-
tions. First and, consistent with the second hypothesis, forecast
dispersion is positively and significantly associated with credit
spreads (i.e., a correlation of 0.48 is estimated). This reliable statis-
tical relation complements the observations from Figs. 1 and 2 that
dispersion is important in explaining levels of credit spreads. Sec-
ond, analyst coverage is inversely related to credit spreads, that is,
a higher number of equity analysts following any given firm tends
to result in lower credit spreads on corporate bonds. Third, corre-
lation coefficients between credit spreads and other control vari-
ables are also statistically significant at the 1% level and exhibit
the expected signs. Although we carry out more careful robustness
checks later, based on Table 4, there is no meaningful association



Table 2
Mean and median credit spreads on corporate bonds. Using panel data from 1987 to
1998, the table reports mean and median credit spreads, in percentage points, for
bond-level (and firm-level) observations (in parentheses). The table also provides
breakdowns by industries, 2-year time periods, credit rating groups, bond maturity
groups, as well as terciles of firm leverage and firm size. All variables are winsorized
at the 1% level.

Observations Mean spread Median spread

All 16,004 (382) 1.000 (1.092) 0.845 (0.873)

Industries
Basic 2405 (54) 1.040 (1.256) 0.874 (0.956)
Capital 2211 (61) 0.968 (1.079) 0.853 (0.873)
Consumer cyclical 3208 (77) 1.064 (1.275) 0.903 (0.953)
Consumer noncyclical 2591 (66) 0.818 (0.896) 0.729 (0.771)
Electric 1624 (40) 0.903 (0.946) 0.726 (0.766)
Energy 1243 (26) 0.990 (1.153) 0.870 (0.873)
Natural Gas & Water 830 (16) 1.167 (1.090) 0.950 (0.888)
Technology 469 (14) 0.935 (0.991) 0.682 (0.735)
Telecommunications 315 (11) 0.708 (0.764) 0.670 (0.671)
Transportation 1108 (17) 1.355 (1.194) 1.135 (1.138)

Time periods
87–88 666 (99) 1.160 (1.133) 0.934 (0.922)
89–90 711 (109) 1.253 (1.330) 1.080 (1.146)
91–92 2126 (190) 1.139 (1.131) 0.955 (0.946)
93–94 4398 (261) 1.092 (1.109) 0.898 (0.912)
95–96 4883 (305) 0.905 (0.947) 0.750 (0.774)
97–98 3220 (271) 0.837 (0.853) 0.758 (0.768)

Credit rating groups
High (AAA–AA) 2599 (40) 0.594 (0.555) 0.553 (0.519)
Medium (A–BBB) 12,203 (256) 0.962 (0.974) 0.869 (0.880)
Low (BB–C) 1202 (86) 2.264 (2.926) 2.093 (2.838)

Firm size terciles
Small (below 7.94) 3650 (151) 1.106 (1.241) 0.896 (0.950)
Medium (7.94–8.90) 3720 (74) 0.972 (0.954) 0.818 (0.816)
Large (above 8.90) 3749 (48) 0.845 (0.801) 0.771 (0.762)

Bond maturity groups
Short (<7 years) 4953 (87) 0.902 (1.267) 0.697 (0.849)
Medium (7–12 years) 5494 (166) 0.965 (1.065) 0.805 (0.864)
Long (>12 years) 5557 (129) 1.122 (1.008) 0.968 (0.890)

Firm leverage terciles
Low (below 20.7%) 3678 (96) 0.797 (0.847) 0.700 (0.736)
Medium (20.7–29.6%) 3748 (85) 0.883 (0.950) 0.798 (0.830)
Large (above 29.6%) 3693 (92) 1.241 (1.460) 1.003 (1.144)

L. Güntay, D. Hackbarth / Journal of Banking & Finance 34 (2010) 2328–2345 2333
between dispersion and firm size. This finding counters concerns
that dispersion might latently pick up size effects in explaining
credit spreads. To substantiate these univariate results, we perform
multivariate estimations that include control variables and, in
addition, impose further econometric restrictions in Section 3.
11 Column 7 of Table 7 shows a pooled OLS regression with standard errors clustered
across both firms and years.

12 In untabulated estimations, similar results prevail when we suppress the
influence of outliers by winsorizing credit spreads, dispersion and earnings volatility
at the 5% or 10% level. Some additional cluster analysis reveals that the results are
3. Empirical results

As discussed in Section 1, the two conflicting theories predict
different signs for the spread–dispersion relation. Linear regres-
sions of credit spreads on forecast dispersion and common control
variables therefore suffice.10 We begin in Section 3.1 by examining
the full sample over the 1987–1998 period and run a series of pooled
OLS regressions. In Section 3.2, we stratify the sample into subsets of
firms and reestimate the baseline regression from Section 3.1 on
subsamples. In the alternative econometric tests of Section 3.3, we
estimate the baseline model with different fixed effects in OLS
10 We also examine the possibility of nonlinearity between credit spreads and
forecast dispersion. First, we estimate the bivariate kernel density of CS and DISP to
obtain a nonparametric plot, in which their association appears approximately linear.
Second, we regress CS on DISP; DISP2; DISP3, and DISP4. The linear regression
coefficient continues to be 0.1% significant, but none of the higher-order (i.e.,
nonlinear) terms have statistical significance. These tests thus support the view of a
linear spread–dispersion relation.
regressions, OLS with Newey and West (1987) standard errors, OLS
with standard errors clustered simultaneously by firm and quarter,
Fama and MacBeth (1973) regressions, and pure cross-sectional
regressions. In addition to these results on levels, changes in credit
spreads as a function of changes in forecast dispersion are examined
in Section 3.4.

3.1. Findings for levels of credit spreads in the full sample

As a next step, we study several structural determinants of
credit spreads. For each bond i trading in month t, we denote credit
spread by CSi;t and estimate the following linear model:

CSi;t ¼ b0 þ b1 DISPi;t þ b2 VOLEARNi;t þ
XJ

j¼3

bj CONTROLðjÞi;t þ �i;t ;

ð1Þ

which explains credit spreads using forecast dispersion, earnings
volatility, and various control variables. The results for pooled OLS
regressions with standard errors clustered at the firm-level are
gathered in Table 5.11 Consistent with the second hypothesis, credit
spreads are reliably increasing with dispersion, as displayed in col-
umn 1. The regression coefficient corresponding to forecast disper-
sion is positive and statistically significant at better than 0.1% (t-
value = 7.68). Moreover, the coefficient estimate corresponding to
earnings volatility is also positive and statistically significant at bet-
ter than 0.1% (t-value = 5.79). Thus, like higher forecast dispersion,
higher earnings volatility predicts, all else equal, higher credit
spreads. Column 1 reveals a negative and better than 0.1% significant
relation between credit spreads and analyst coverage.

In column 2, we investigate whether the effect of forecast dis-
persion and earnings volatility on credit spreads is invariant to
the inclusion of additional bond- and firm-level variables that are
known to explain credit spreads in the cross-section. We add as
control variables credit rating squared, subordination, duration,
and liquidity. We refer to this specification as our baseline regres-
sion model, which we continue to analyze from different angles
throughout the remainder of Section 3. The results of the baseline
specification remain consistent with our conjectures. Forecast dis-
persion and earnings volatility continue to be statistically signifi-
cant after including these controls. However, the number of
analysts loses significance, possibly due to the correlation with rat-
ing squared. The coefficient estimates of all control variables are
statistically significant and have the expected signs.12 Compared
to column 1, the adjusted R-squared of 58% is almost twice as high,
which is largely due to inclusion of rating squared.13

The baseline results are also economically meaningful in sup-
porting the implications of the modeling framework in the Appen-
dix A. For example, the estimates in column 2 suggest that for two
otherwise identical firms, the firm with a one standard deviation
higher dispersion should have a credit spread that is
0.0024 * 57.417 � 13.78 basis points higher. Economically, earn-
robust in the main cluster but weaker in clusters with more extreme observations.
13 It is well known that default risk does not change linearly between consecutive

rating categories. Thus, squaring ordinal ratings aims at picking up this nonlinear
effect. To better control for this nonlinearity, we replace squared ratings (RATINGSQ)
in column (2) of Table 5 with historical default probabilities of each rating cohort.
Specifically, we select 5-year cumulative default frequencies provided by Moody’s
Investors Service (2004) for the 1987–2003 time period. The coefficient estimate (t-
value) of DISP is 61.133 (7.72) and hence the baseline result remains robust after
replacing rating groups by their default probabilities.



Table 3
Summary statistics. Using panel data from 1987 to 1998, this table summarizes the sample properties of credit spreads on corporate bonds and forecast dispersion for all bond-
level observations in Panel A and for firm-level observations in Panel B. In addition, it reports summary statistics of the main control variables for e.g. bond characteristics and
firm characteristics. All variables are winsorized at the 1% level.

Obs. Mean Median St. Dev. Min. Max.

Panel A: Bond-level observations
Credit spread (CS) 16,004 1.000 0.845 0.609 0.308 4.410
Forecast dispersion (DISP) 16,004 0.002 0.001 0.002 0.000 0.018
St. Dev. of earnings (VOLEARN) 16,004 0.009 0.005 0.009 0.001 0.056
Number of analysts ðNÞ 16,004 10.032 9.000 5.041 2.000 33.000
Rating squared (RATINGSQ) 16,004 11.822 9.000 6.224 1.000 36.000
Subordination (SUBORD) 16,004 0.014 0.000 0.116 0.000 1.000
Duration (DURATION) 16,004 7.089 6.383 2.621 3.364 13.874
Book-to-market ratio ðB=MÞ 11,090 0.502 0.453 0.278 �0.237 1.646
Firm leverage (LEVER) 11,119 0.258 0.252 0.117 0.011 0.896
Firm size (SIZE) 11,119 8.423 8.460 1.041 5.944 11.496
Profitability (PROFIT) 10,991 0.142 0.140 0.057 �0.004 0.337
Liquidity (LIQUIDITY) 16,004 0.987 1.000 0.081 0.000 1.000

Panel B: Firm-level observations
Credit spread (CS) 382 1.092 0.873 0.700 0.377 4.410
Forecast dispersion (DISP) 382 0.002 0.001 0.002 0.000 0.018
St. Dev. of earnings (VOLEARN) 382 0.008 0.005 0.009 0.001 0.056
Number of analysts ðNÞ 382 8.245 7.500 4.323 2.000 24.300
Number of bonds issued ðnÞ 382 3.636 2.000 3.335 1.000 30.000
Rating squared (RATINGSQ) 382 12.894 12.714 6.555 1.000 36.000
Subordination (SUBORD) 382 0.028 0.000 0.152 0.000 1.000
Duration (DURATION) 382 6.635 6.232 1.906 3.364 12.917
Book-to-market ratio ðB=MÞ 273 0.477 0.449 0.252 �0.237 1.432
Firm leverage (LEVER) 273 0.264 0.248 0.137 0.028 0.896
Firm size (SIZE) 273 7.795 7.751 1.059 5.944 11.350
Profitability (PROFIT) 272 0.152 0.146 0.056 0.015 0.337
Liquidity (LIQUIDITY) 382 0.972 1.000 0.076 0.188 1.000

Table 4
Correlation matrix. Using panel data between 1987 and 1998, this table reports the Pearson correlation matrix for credit spreads, forecast dispersion, and main control variables
for bond-level observations. All variables are winsorized at the 1% level.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

(1) CS 1
(2) DISP 0.4810* 1
(3) VOLEARN 0.4694* 0.5764* 1
(4) N �0.1285* 0.002 �0.0485* 1
(5) RATINGSQ 0.6796* 0.3287* 0.3880* �0.2051* 1
(6) SUBORD 0.1181* �0.0315* �0.0513* �0.0449* 0.1379* 1
(7) DURATION 0.0767* �0.0477* �0.0755* 0.1487* �0.1173* 0.0001 1
(8) LIQUIDITY �0.0721* �0.0612* �0.0573* 0.0612* �0.008 �0.0686* 0.0427* 1
(9) B=M 0.3479* 0.4569* 0.4850* �0.0981* 0.2679* �0.0504* �0.0553* �0.0627* 1
(10) LEVER 0.3839* 0.1113* 0.1339* �0.1460* 0.4580* 0.0362* �0.0645* �0.0195 0.0354* 1
(11) SIZE �0.2057* 0.0398* 0.0106 0.4525* �0.2767* �0.0929* 0.1565* 0.0646* 0.0697* �0.1142* 1
(12) PROFIT �0.3297* �0.3346* �0.3182* 0.1030* �0.3389* �0.023 �0.0094 0.0013 �0.5162* �0.1294* �0.1656* 1

* Significance at the 0.1% level.

14 When we replace broad ratings by notch ratings, which convey information about
potential upgrades and downgrades, our results do not materially change either. That
is, if we use notch rating dummies instead of letter rating dummies in Table 5 (3), the
coefficient estimate (t-value) for DISP is 52.54 (7.87).
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ings volatility is slightly less important than forecast dispersion.
That is, a firm with a one standard deviation higher earnings vola-
tility is expected to have a 0.0088 * 9.141 � 8.04 basis points high-
er credit spread.

Rating squared is a nonlinear, ordinal variable, and it is corre-
lated with forecast dispersion and earnings volatility. Since the
functional relation between credit spreads and ratings is difficult
to determine theoretically, it is perhaps not surprising that other
measures of cash flow uncertainty can explain credit spreads even
after controlling for ratings. To fully estimate the potential effect of
variation in ratings, column 3 employs dummies for each broad
rating category instead of squared ratings. The coefficient esti-
mates of the rating dummies reflect the additional premium that
borrowers of lower rating quality have to pay. That is, relative to
the baseline rating of AAA, a bond issue rated AA, A, BBB, BB, or
B requires a credit risk premium of 10, 26, 55, 127, or 228 basis
points, respectively. With the exception that the coefficient esti-
mate of analyst coverage becomes 5%-significant, the baseline esti-
mation results do not change after including rating dummies.14

In the fourth specification, we control for leverage and other
firm-level distress proxies. Since earnings forecasts are based on
net income, rather than EBIT, forecast dispersion could merely
be capturing a leverage effect in the cross-section of credit
spreads. In other words, different debt structures would mechan-
ically create a variation in forecast dispersion that is not attribut-
able to future cash flow risk. For performing this test, we drop
rating squared in the fourth column of Table 5 and use another
set of alternative default risk proxies, that is, firm leverage, firm



Table 5
Structural determinants of credit spreads (baseline regressions). Using panel data between 1987 and 1998, we regress credit spreads on corporate bonds against the variables
listed below. Specifications (1)–(6) are OLS models. All variables are winsorized at the 1% level. t-Statistics (absolute values in parentheses) are based on robust standard errors
clustered at the firm-level. Subsequently, specification (2) becomes our baseline regression model.

(1) (2) (3) (4) (5) (6)

Constant 0.826*** 0.272*** 0.504*** 1.472*** 0.329*** 0.575***

(16.65) (2.70) (5.27) (6.55) (2.97) (3.18)
DISP 78.820*** 57.417*** 56.512*** 67.373*** 54.679***

(7.68) (8.50) (8.11) (7.36) (8.01)
(VOLOPER/VOLEARN) � DISP 24.980***

(6.92)
VOLEARN 18.318*** 9.141*** 8.250*** 18.465*** 17.522*** 10.192***

(5.79) (4.23) (4.18) (4.67) (7.17) (3.70)
N �0.013*** �0.003 �0.005** �0.002 �0.008*** �0.001

(3.84) (1.54) (2.33) (0.70) (3.20) (0.50)
RATINGSQ 0.055*** 0.051*** 0.047***

(17.14) (14.05) (13.70)
SUBORD 0.264** 0.262** 0.462*** 0.122 0.121

(2.02) (2.16) (3.29) (1.04) (1.18)
DURATION 0.039*** 0.040*** 0.036*** 0.039*** 0.041***

(12.64) (13.00) (8.96) (12.50) (13.89)
LIQUIDITY �0.360*** �0.346*** �0.235** �0.484*** �0.363***

(4.11) (3.88) (2.20) (4.43) (3.65)
AA Rated 0.095***

(3.64)
A Rated 0.264***

(9.36)
BBB Rated 0.552***

(14.68)
BB Rated 1.270***

(10.60)
B Rated 2.283***

(16.44)
LEVER 1.506*** 0.588***

(6.98) (3.55)
SIZE �0.124*** �0.051***

(6.42) (3.50)
B/M 0.086 0.082

(0.88) (0.96)
PROFIT �1.217*** �0.107

(2.92) (0.31)

Observations 18,364 16,004 16,004 10,966 10,796 10,966
Adjusted R-squared 0.287 0.578 0.605 0.524 0.660 0.654

* Significance at the 10% level.
** Significance at the 5% level.
*** Significance at the 1% level.
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size, book-to-market ratio, and operating profitability. The coeffi-
cient estimates of the new variables have the expected economic
impact on credit spreads and, except for the book-to-market ratio,
all of them are statistically significant, at better than 0.1%.
Notably, the inclusion of firm leverage (t-value = 6.98) does not
adversely impact the role of forecast dispersion (t-value = 7.36)
in the regression model. Therefore, these alternative regression
results are consistent with our predictions that, all else equal,
higher earnings volatility and higher forecast dispersion lead to
higher credit spreads on corporate bonds. However, after includ-
ing these firm-level default risk proxies, the significance of ana-
lyst coverage declines sharply, possibly due to interaction with
firm size.

In column 5, we analyze the possibility that dispersion is merely
capturing the variation in firms’ interest and depreciation expenses
and their marginal tax rates. Recall that our empirical measure of
forecast dispersion is based on forecasts of earnings after interest,
depreciation expense, and taxes, while our hypotheses are based
on the dispersion of operating cash flow forecasts. For this purpose,
we multiply dispersion (DISP) with the volatility of operating cash
flow per share (VOLOPER) over volatility of earnings per share (VO-
LEARN). When we rerun our baseline regressions with the adjusted
dispersion measure, the coefficient estimate on this variable is sig-
nificant at the 0.1% level. Thus, we find similarly strong support for
the second hypothesis using a dispersion measure based on oper-
ating cash flows instead of earnings.

Another potentially important specification for testing the con-
flicting theories is naturally the one that contains all independent
variables (except for the credit rating dummies and adjusted dis-
persion). Column 6 of Table 5 studies if and how this specification
changes coefficient estimates on forecast dispersion and earnings
volatility. As in all preceding specifications, forecast dispersion
and earnings volatility are highly significant, with approximately
the same economic magnitude as in the other specifications. Final-
ly, notice that specification 6 explains 65% of the variation in the
levels of credit spreads.

3.2. Findings for levels of credit spreads in various subsamples

We next create various subsamples based on time periods as
well as credit rating, firm size, bond maturity, and firm leverage.
The purpose of the tests on the stratified data, summarized in Table
6, is twofold. First, we check whether the empirical predictions
continue to hold within subsamples and also ensure that they
are not driven by any specific subset of firms or firm characteris-
tics. Second, we examine whether variations of slope coefficients
for forecast dispersion and earnings volatility across subsamples
consistently support one of our hypotheses.



16 Time dummies can weaken the spurious correlation between credit spreads and
macroeconomic shocks arising from a relation between firm-level cash flow

2336 L. Güntay, D. Hackbarth / Journal of Banking & Finance 34 (2010) 2328–2345
3.2.1. Time periods
Panel A reports the estimates for 2-year periods from 1987 to

1998.15 The regression results for the six subperiods are in line with
the baseline results in Table 5. Except for the 1987–1988 subperiod,
all coefficient estimates of forecast dispersion are again statistically
significant and economically of the same order of magnitude as the
baseline model predicts. Earnings volatility is only statistically sig-
nificant during the first, fifth and sixth subperiods. Similar to the
baseline results, adjusted R2s range from 40% to 60% across the dif-
ferent subsamples. Hence our results appear not to be driven by a
particular subperiod.

3.2.2. Credit ratings
Panel B reports subsample tests for three rating categories: High

(issuers rated AAA and AA); Medium (issuers rated A and BBB); and
Low (issuers rated BB to C). As mentioned in Section 2, the lion’s
share of the firms in the sample fall into the second rating group.
These subsample regressions reveal that the coefficient estimates
of forecast dispersion increase when credit quality declines, with
significance at better than 0.1% across the three rating groups.
These differences in coefficient estimates (i.e., for High vs. Medium
and High vs. Low) are significant at better than 0.1% (i.e., t-statistics
of 3.74 and 5.81, respectively). For higher rated firms, the sensitivity
of debt values to future cash flow uncertainty is lower, which is
attributable to the concave payoff structure of corporate debt.
Hence the explanatory power of dispersion is expected to be low
for this group. For lower rated firms, risky debt values tend to cov-
ary more with future cash flow uncertainty. Therefore, forecast dis-
persion appears to be economically more important for firms closer
to financial distress. However, the statistical significance of the dis-
persion coefficients across subsamples corroborates the view that
the association of forecast dispersion and credit spreads is not likely
to be driven only by distressed firms. In a recent paper, Longstaff
et al. (2005) mention that shorting corporate bonds typically costs
about five basis points, while this cost can rise to 50–75 basis points
for the bonds of financially distressed firms. Hence if the first
hypothesis involving short-sale constraints captured the dominat-
ing effect of the spread–dispersion relation, then it should be nega-
tive (or at least insignificant) for the bonds of lowest credit quality.

3.2.3. Firm size
The size subgroups in Panel C are constructed as in Table 2. The

coefficient estimates for dispersion are significant, at higher than
the 0.1% level in each subsample, whereas earnings volatility is only
marginally significant for small and large size groups. Considering
the change in slope coefficients from small to large size groups,
forecast dispersion and earnings volatility both exhibit a hump-
shaped behavior. However, the difference in slope coefficients in
the Small and Medium groups is not statistically significant (t-va-
lue = 1.10), whereas the difference is significant for the Small vs.
Large groups (t-value = �2.94). As a result, the non-monotonic
behavior does not contradict the conjecture that forecast dispersion
should be economically more important for smaller firms. The dis-
persion coefficients’ statistical significance across subsamples dis-
solves concerns that the spread–dispersion relation is largely
attributable to small firms with higher cash flow volatility.

3.2.4. Bond maturity
In Panel D, coefficient estimates of forecast dispersion and earn-

ings volatility remain significant within the time-to-maturity subs-
amples, and their economic magnitude does not vary too much
15 Since the number of quarterly observations increases rapidly after 1990, our
estimation results are then also statistically significant in 1-year subsamples. For
consistency, we only report 2-year periods.
across groups. Running again a t-test reveals that the difference
in coefficient estimates between Short (Medium) and Long is dif-
ferent from zero with t-statistics of �0.15 (�1.42).

3.2.5. Firm leverage
To detect leverage-induced biases in our baseline regressions,

we split the sample, as in Table 2, into three groups based on
low (below 33-percentile), medium (between 33- and 67-percen-
tile) and high (above 67-percentile) leverage. Panel E contains
the findings for these leverage subsamples. Most importantly, the
regression coefficients for forecast dispersion are as precisely mea-
sured as in the baseline regression for all subgroups (i.e., significant
at better than 0.1%). The difference in coefficient estimates in the
subsamples are also significantly different from zero (i.e., t-va-
lue = 3.46 for Low vs. Medium and t-value = 4.94 for Low vs. High).
Finally, it is worth noting that we continue to control for cross-sec-
tional variation in default risk by including credit rating, which is
likely to be a more restrictive model within the subsamples. Con-
sistent with the second hypothesis, forecast dispersion’s coefficient
estimates are still reliable determinants of credit spreads, with
increasing economic importance from Low to Medium to High
leverage.

3.3. Findings for levels of credit spreads under different specifications

In this section, we consider more restrictive tests to examine
the significance of the baseline results. Put differently, we examine
alternative specifications to ensure that our findings are not due to
spurious correlations in the cross-section and the time-series of
credit spreads. The results of these robustness checks are located
in Table 7. To examine estimation biases in the time-series, we
experiment with time-series fixed effects. Columns 1 and 2 aug-
ment the baseline model (see column 2 in Table 5) with yearly
and quarterly dummies, respectively.16 Our results remain intact
after extending the baseline model to different specifications of
time dummies.

Furthermore, we seek to verify that our baseline results regard-
ing the effect of forecast dispersion on credit spreads is not largely
due to spurious cross-sectional correlations between credit
spreads and other bond and firm characteristics. In different spec-
ifications, we extend the baseline regression by industry-level,
firm-level, and bond-level dummies, respectively. These results
are reported in columns 3, 4, and 5 of Panel A. The inclusion of
these fixed effects does not change the statistical significance of
the relation between forecast dispersion, earning volatility, and
credit spreads. With bond-level fixed effects, the bond-level con-
trol variables duration and liquidity are, as expected, statistically
insignificant. Note that the adjusted R-squared of the fifth specifi-
cation exceeds 81%.

In our next set of alternative econometric specifications, we
control for time-series correlation in residuals in four different
ways. In column 6, we first estimate an OLS regression with New-
ey–West standard errors.17 Second, we follow Petersen (2009) and
estimate an OLS regression with standard errors clustered on two
dimensions (i.e., firm and quarter) in column 7. These specifications
with alternative standard errors present further support for the
uncertainty and the business cycle.
17 For the regressions with Newey–West standard errors in the paper, the optimal

lag length is defined as the median of the list of lags that minimize the following
statistics: Akaike’s information criterion, Schwarz information criterion, Hannan–
Quinn information criterion, and final prediction error.



Table 6
Regressions for stratified data. Using panel data between 1987 and 1998, we regress credit spreads on corporate bonds against the variables listed below; i.e., from the baseline
regression model of Table 5 (2). We stratify the panel into subsets for different time periods, credit ratings, firm sizes, bond maturities, and firm leverage ratios. OLS t-statistics
(absolute values in parentheses) are based on robust standard errors clustered at the firm-level. All variables are winsorized at the 1% level.

Panel A: Consecutive, 2-year time periods Panel B: Credit rating

87–88 89–90 91–92 93–94 95–96 97–98 High Medium Low

Constant �0.183 0.025 0.475*** 0.067 �0.220 �0.406 0.452*** 0.384*** �0.244
(1.05) (0.10) (2.71) (0.30) (1.01) (1.64) (8.00) (3.00) (0.37)

DISP 1.478 24.096* 47.681*** 68.374*** 48.148** 26.745** 33.687*** 55.548*** 70.855***

(0.13) (1.75) (4.27) (4.47) (2.00) (2.55) (5.36) (6.93) (5.39)
VOLEARN 5.467* 3.884 5.913 3.241 13.776*** 7.903** 2.272 6.627*** 15.779***

(1.94) (1.13) (1.56) (0.85) (3.19) (2.39) (1.16) (3.14) (2.84)
N �0.014 0.002 �0.007 �0.004 �0.006 0.004 �0.007*** �0.002 �0.033**

(1.53) (0.27) (1.61) (1.21) (1.50) (0.90) (3.01) (0.87) (2.34)
RATINGSQ 0.079*** 0.070*** 0.065*** 0.067*** 0.051*** 0.045*** 0.038*** 0.043*** 0.086***

(10.09) (6.56) (8.45) (13.00) (10.07) (13.49) (5.12) (9.90) (6.04)
SUBORD 0.291 0.419 0.492 0.200 0.219** 0.100 – 0.244* 0.337

(1.22) (0.95) (1.12) (1.09) (2.25) (1.13) – (1.71) (1.38)
DURATION 0.059*** 0.067*** 0.009 0.042*** 0.053*** 0.049*** 0.038*** 0.042*** 0.017

(4.12) (4.07) (1.14) (7.82) (13.89) (17.31) (15.92) (11.09) (0.88)
LIQUIDITY 0.129 �0.061 �0.229 �0.210 0.006 0.205 �0.260*** �0.376*** �0.297

(1.03) (0.38) (1.50) (1.05) (0.03) (0.85) (4.97) (3.38) (0.72)

Observations 666 711 2126 4398 4883 3220 2599 12,203 1202
Adj. R-squared 0.629 0.423 0.603 0.673 0.593 0.628 0.406 0.341 0.393

Panel C: Firm size Panel D: Bond maturity Panel E: Firm leverage

Small Medium Large Short Medium Long Low Medium High

Constant 0.262** 0.495* 0.308* 0.680*** 0.889*** 0.672*** 0.339*** 0.233 0.374
(2.21) (1.95) (1.92) (3.31) (5.45) (5.23) (3.29) (1.55) (1.64)

DISP 55.415*** 60.086*** 42.663*** 58.179*** 48.659*** 57.608*** 41.770*** 57.197*** 62.105***

(3.68) (4.88) (8.24) (5.36) (5.49) (7.97) (5.59) (7.65) (5.21)
VOLEARN 7.672* 17.643*** 4.325 7.456** 10.586*** 8.283*** 6.429** 12.206*** 8.940**

(1.94) (3.73) (1.32) (2.20) (3.94) (3.24) (2.33) (3.95) (2.24)
N �0.013** �0.000 �0.005** �0.004 �0.000 �0.006** �0.005** �0.005** �0.012**

(2.34) (0.08) (2.63) (1.28) (0.13) (2.52) (2.36) (2.42) (2.22)
RATINGSQ 0.064*** 0.047*** 0.047*** 0.056*** 0.058*** 0.049*** 0.048*** 0.039*** 0.065***

(12.72) (8.06) (10.86) (13.01) (14.27) (13.53) (8.95) (7.90) (10.52)
SUBORD 0.095 0.049 0.098* 0.422** 0.152 0.239 0.042 0.035 0.240

(0.71) (0.57) (1.91) (2.05) (1.31) (1.16) (0.48) (0.71) (1.08)
DURATION 0.038*** 0.041*** 0.042*** �0.038** �0.068*** �0.010 0.036*** 0.040*** 0.046***

(6.26) (8.25) (11.26) (2.03) (4.41) (1.51) (13.23) (10.70) (7.69)
LIQUIDITY �0.315*** �0.628*** �0.287* �0.450** �0.355*** �0.110 �0.280*** �0.208 �0.545***

(3.31) (2.66) (1.99) (2.57) (3.22) (1.12) (3.48) (1.63) (2.82)

Observations 3650 3720 3749 4953 5494 5557 3678 3748 3693
Adj. R-squared 0.608 0.675 0.675 0.558 0.591 0.610 0.616 0.614 0.623

* Significance at the 10% level.
** Significance at the 5% level.
*** Significance at the 1% level.

18 Notably, changes of credit spreads are a subject of independent interest for
academics and practitioners. For example, Collin-Dufresne et al. (2001) point out that
hedge funds often enter highly levered positions in corporate bonds and then hedge
away interest rate risk by shorting Treasury bonds. Consequently, these long-short
portfolios are highly sensitive to changes rather than levels of credit spreads.
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second hypothesis, namely that the relation between credit spreads
and forecast dispersion is reliably positive.

Third, we implement the Fama and MacBeth (1973) approach
by running cross-sectional regressions for each quarter and report
average coefficient estimates in column 8. We find that dispersion
is significant at the 0.1% level with a slightly reduced economic sig-
nificance. Finally, we run a pure cross-sectional regression based
on time-series averages of bond-level observations in our third
time-series correlation test. These estimation results are summa-
rized as specification 9. Observer that, under this alternative
econometric specification for the cross-section, both economic
and statistical importance of forecast dispersion increase relative
to column 8.

3.4. Findings for changes of credit spreads

Using a quarterly panel of the level of corporate bonds credit
spreads, most of our identification so far comes from the cross-sec-
tion. However, the cross-sectional relation between credit spread
levels and forecast dispersion may be a noisy indicator of the
underlying economic relation since future cash flow uncertainty
influences dispersion as well as many other firm-specific factors.
While the inclusion of firm fixed effects and various firm-level
credit risk factors in the previous subsections partly addresses this
concern, additional identification can come from relating changes
in credit spreads to changes in dispersion.18

Our dependent variable is the change in the credit spread be-
tween two consecutive quarters, DCSi;t . We arrive at a total of
13,193 observations over the 1987–1998 period, with 98.7% being
from differences in quotes of consecutive quarters. To test our
empirical predictions, we estimate the following linear model for
bond i at time t:

DCSi;t ¼ c0 þ c1DDISPi;t þ c2DVOLEARNi;t

þ
XJ

i¼3

cjDCONTROLðjÞi;t þ �i;t ; ð2Þ



Table 7
Regressions with additional econometric restrictions. Using panel data between 1987 and 1998, we regress credit spreads on corporate bonds against the variables listed below;
i.e., from the baseline regression model of Table 5 (2). Specifications (1)–(5) are pooled OLS regressions. We include either 12 year dummies in (1), (3), (4), and (5) or 48 quarter
time dummies in (2). In addition, we control for industry, firm, and bond issue fixed effects in (3), (4), and (5), respectively. OLS t-statistics (absolute values in parentheses) are
based on robust standard errors clustered at the firm-level. Specification (6) reports results of OLS estimations with t-statistics based on Newey–West standard errors.
Specification (7) shows OLS estimations with t-statistics based on standard errors clustered simultaneously on two dimensions (i.e., firm and quarter). Specification (8) reports
average coefficients obtained from Fama–MacBeth regressions performed on 45 calendar quarters over the sample period. Finally, we run pure cross-sectional regressions based
on the time-series averages of 1389 bonds, reported in (9). All variables are winsorized at the 1% level.

Panel A Panel B Panel C

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Constant 0.120 0.158 0.277** 0.076 0.366 *** 0.272 *** 0.272 �0.025 �0.153*

(1.25) (1.55) (2.35) (0.60) (2.75) (3.61) (1.44) (0.18) (1.67)
DISP 43.435*** 55.683*** 46.680*** 42.407*** 38.598*** 57.417*** 57.417*** 33.856*** 78.167***

(6.26) (7.97) (5.97) (5.50) (4.85) (15.48) (4.24) (6.32) (9.93)
VOLEARN 7.720*** 7.845*** 8.300*** 11.367*** 11.400*** 9.141*** 9.141*** 6.823*** 4.183**

(3.68) (3.72) (3.53) (4.99) (4.61) (8.08) (3.65) (6.59) (2.47)
N �0.003 �0.004* �0.009*** �0.008*** �0.006*** �0.003*** �0.003 �0.005*** 0.000

(1.55) (1.88) (3.76) (3.91) (2.91) (3.47) (1.47) (3.57) (0.09)
RATINGSQ 0.059*** 0.056*** 0.062*** 0.053*** 0.048*** 0.055*** 0.055*** 0.063*** 0.063***

(18.41) (17.53) (20.24) (9.08) (6.64) (37.07) (14.36) (25.14) (34.10)
SUBORD 0.241* 0.220* 0.170 0.218** – 0.264*** 0.264** 0.241*** 0.342**

(1.93) (1.71) (1.39) (2.57) – (3.48) (2.29) (4.34) (4.39)
DURATION 0.045*** 0.041*** 0.045*** 0.049*** �0.006 0.039*** 0.039*** 0.044*** 0.023***

(14.81) (13.32) (15.67) (23.96) (0.27) (21.24) (6.98) (12.22) (6.64)
LIQUIDITY �0.086 �0.273*** �0.100 �0.080 �0.034 �0.360*** �0.360** 0.006 0.052

(0.96) (3.08) (1.15) (0.99) (0.47) (4.90) (2.13) (0.04) (0.58)

Year dummies Yes – Yes Yes Yes – – – –
Quarterly dummies – Yes – – – – – – –
Industry dummies – – Yes – – – – – –
Firm dummies – – – Yes – – – – –
Bond dummies – – – – Yes – – – –

Observations 16,004 16,004 16,004 16,004 16,004 16,004 16,004 16,004 16,004
Adj. R-squared 0.625 0.596 0.646 0.774 0.813 0.578 0.578 0.592 0.658

* Significance at the 10% level.
** Significance at the 5% level.
*** Significance at the 1% level.
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where the term DX denotes quarterly changes in the variable X and
CONTROLðjÞ represents the jth control variable, with potential
dependence on both bond i and time t. In the first specification,
we follow Duffee (1998) and Collin-Dufresne et al. (2001) and in-
clude, as control variables, quarterly changes in the level of the
10-year Treasury yield, DRtð10yrÞ19; quarterly changes in rating
squared, DRATINGSQi;t; and quarterly changes in the slope of the
yield curve, DSLOPEt . The slope of yield curve is defined as the dif-
ferential between the 10-year and 2-year Treasury bond yields,
SLOPEt ¼ Rtð10yrÞ � Rtð2yrÞ. The estimation results of pooled OLS
regression given by (2) are located in Table 8. The positive sign of
the coefficient estimate of DDISP is consistent with the second
hypothesis. Column 1 also reveals that changes in credit spreads de-
pend significantly on changes in forecast dispersion. However,
changes in earnings volatility have little impact on them. As ex-
pected, the coefficient estimates for the level and the slope of the
yield curve are negative and significant at better than 0.1%. Changes
in squared credit ratings also explain changes in credit spreads (at
better than the 5% level).

Column 2 of Table 8 includes additional control variables rela-
tive to the first specification:

1. To capture changes in the overall economy, we use quarterly
S&P 500 index returns, RETSPt .

2. To see if forecast dispersion proxies for idiosyncratic (i.e.,
unpriced parameter) risk, we include quarterly changes in
19 In an unreported regression, we add the squared level of the yield curve,
ðDRtð10yrÞÞ2, which captures potential nonlinear effects. The results of column 1 are
not affected by this modified specification.
firm-level idiosyncratic stock return volatility, DVOLRETt , in
our test.

3. Option-implied volatility is also a measure for future cash flow
uncertainty (see, e.g., Chiras and Manaster, 1978). However,
most of our sample firms lack data on publicly traded options.
We therefore resort to the best available substitute: changes
in the VIX index, DVIXt , which corresponds to a weighted aver-
age of eight implied volatilities of near-the-money options on
the OEX (S&P 100) index.

4. Changes in the probability and magnitude of a large negative
jump in firm value should have a significant effect on credit
spreads. We therefore construct a jump risk probability, JUMP,
which reflects the risk of a large negative stock market return.
Similar to VIX, this measure cannot be obtained at the firm-
level. We thus estimate the magnitude of a market-level nega-
tive jump. Our estimation procedure is similar to the one in Col-
lin-Dufresne et al. (2001). We first calculate implied volatilities
from 1-month out-of-the-money put options and in-the-money
call options on the S&P 100 index. We then fit a linear-quadratic
regression, rðKÞ ¼ aþ bK þ cK2, of implied volatilities rðKÞ on
strike prices K. Our estimate of JUMP is defined as JUMP ¼
rð0:9SÞ � rðSÞ, where S is the current level of the S&P 100 index.

In column 2, we find that the stock and option market-based
proxies do not weaken the economic and statistical significance
of forecast dispersion. Specifically, the coefficient estimate of
DDISP remains 5% significant, while the slope coefficient of the
new variables RETSP; DVOLRET , and DJUMP have the expected sign
and are significant at better than 1%.

A common concern regarding specifications 1 and 2 is that a
spurious correlation in the time-series of credit spread changes



Table 8
Structural determinants of changes in credit spreads. Using panel data between 1987
and 1998, we regress changes in credit spreads on corporate bonds against the
variables listed below; i.e., the first difference of forecast dispersion, earnings
volatility, and common control variables. Specifications (1)–(4) are pooled OLS
regressions with additional control variables, 12 year dummies, and firm fixed effects.
OLS t-statistics (absolute values in parentheses) are based on robust standard errors
clustered at the firm-level. Specification (5) documents the results of an OLS
estimation with t-statistics (absolute values in parentheses) based on Newey–West
standard errors. All variables are winsorized at the 1% level.

(1) (2) (3) (4) (5)

Constant �0.007*** �0.006* �0.006*** 0.061*** �0.006**

(2.96) (1.96) (3.42) (4.15) (2.69)
DRð10yrÞ �0.072*** �0.083*** �0.083*** �0.093*** �0.083***

(10.34) (11.03) (10.59) (10.06) (16.46)
DSLOPE �0.033*** �0.037*** �0.039*** �0.045*** �0.037***

(3.36) (3.57) (3.66) (2.63) (4.75)
DDISP 5.577** 7.904** 8.040** 7.535** 7.668***

(2.11) (2.49) (2.44) (2.34) (3.81)
DVOLEARN �2.477 �1.895 �1.443 �1.451 �1.846

(0.86) (0.58) (0.41) (0.45) (0.93)
DRATINGSQ 0.013** 0.012* 0.011 0.011* 0.012***

(2.05) (1.90) (1.57) (1.67) (3.26)
DVOLRET 8.575*** 8.474*** 7.920*** 8.686***

(3.50) (3.33) (3.03) (5.66)
RETSP �0.198*** �0.194*** �0.058 �0.202***

(4.78) (4.45) (1.16) (6.60)
DVIX 0.004*** 0.004*** 0.005*** 0.004***

(3.46) (3.56) (4.37) (5.15)
DJUMP 0.020*** 0.020*** 0.018*** 0.020***

(3.92) (3.52) (3.12) (4.95)

Year dummies – – – Yes –
Firm dummies – – Yes Yes –

Observations 13,197 11,981 11,981 11,981 11,981
Adj. R-squared 0.035 0.052 0.096 0.124 0.054

* Significance at the 10% level.
** Significance at the 5% level.
*** Significance at the 1% level.
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and changes in forecast dispersion produces the results. Similarly,
spurious cross-sectional correlations between credit spread
changes and changes of other firm characteristics (such as credit
ratings or earnings volatility) could have biased our regression re-
sults. To test for such estimation biases, we include in specification
3 (4), year (year and firm) dummies. The results with time-series
and year fixed effects are similar to the ones without the fixed ef-
fects structure. That is, DDISP is significant at the 1% level.
Although idiosyncratic stock return volatility is better than 0.1%
significant, forecast dispersion remains nevertheless unaffected
by these additional econometric restrictions.

Finally, we report OLS with t-statistics based on Newey–West
standard errors in column 5 to control for the time-series correla-
tion in errors. Relative to the previous specifications, the results re-
main robust. The coefficient estimate of changes in dispersion is
roughly at the same level and is again better than 1% significant.
Altogether, the evidence on changes of credit spreads is consistent
with our earlier findings. In particular, risk measures, such as idio-
syncratic stock return volatility or index option-implied volatility,
do not diminish the role of dispersion as a measure of future cash
flow uncertainty.
4. Robustness checks

So far we have found evidence showing that credit spreads on
corporate bonds are positively related to forecast dispersion and
earnings volatility. Notably, these variables are statistically signif-
icant and economically meaningful in explaining both levels and
changes of credit spreads in the full sample as well as in subsam-
ples. The objective of this section is to provide a series of robust-
ness checks for the main empirical results and, in particular, for
the assertion that, in the corporate bond markets, forecast disper-
sion is largely a measure for future cash flow uncertainty. In Sec-
tion 4.1, we attempt to further disentangle the role of forecast
dispersion from other risk measures, such as proxies for corporate
bond market characteristics, idiosyncratic risk, differences of opin-
ion, or split credit ratings. Section 4.2 extends our analysis in Table
5 to the post-2000 period using the TRACE and Mergent corporate
bond databases. Section 4.3 examines the explanatory power of
forecast dispersion with respect to proxies for future cash flow
uncertainty in lagged time-series regressions. Finally, Section 4.4
analyzes the relation between forecast dispersion, bond returns,
and stock returns for the firms in our sample with publicly traded
stocks.

4.1. Is forecast dispersion subsumed in other risk factors?

We next seek to study the robustness of our findings, with par-
ticular attention to interactions between forecast dispersion and
other risk proxies. To this end, we perform tests to identify the rel-
ative merits of seven alternative explanations. We do so by aug-
menting our baseline model from column 2 in Table 5 each time
by adding one of the following variables:

1. aggregate risk premiums of the corporate bond market (CORP
and DEF);

2. interaction between dispersion and leverage (DISP vs.
DISP � LEVER);

3. idiosyncratic stock return volatility (VOLRET);
4. differences of opinion (TURNOVER);
5. firm-level reporting noise (VOLERR);
6. operating profit volatility (VOLOPER); and
7. split notch- or letter-level ratings (SPLIT1 or SPLIT2).

We first check whether the impact of forecast dispersion on
credit spreads is due to its correlation with aggregate risk factors
of the corporate bond market. For example, the systematic (mar-
ket) risk factor has empirically almost no explanatory power for
corporate bonds in the presence of default and term factors (see,
e.g., Fama and French, 1993). The corporate bond market yield
spread, CORP, is defined as the difference between the yields of a
long-term Aaa corporate bond index and a long-term government
bond index. This variable captures the state of the corporate bond
market and, in particular, tax and liquidity effects in the corporate
bond market relative to the Treasury market. On the other hand,
the difference between the yields of a long-term Baa bond index
and long-term Aaa bond index, DEF, measures the default risk
spread. It is a proxy for the default risk premium in the corporate
bond market. By introducing CORP and DEF as independent vari-
ables, we address concerns regarding risk factors that are unique
to the corporate bond market. The results, reported in column 1
of Table 9, indicate that the slope coefficient of CORP is insignifi-
cant, and the coefficient estimate of DEF is positive and significant
at better than 1%. However, both variables have a minimal impact
on dispersion. We thus conclude that dispersion is not subsumed
by aggregate risk factors that are unique to corporate bonds.

Second, turning from the market-wide level to the firm-level,
we revisit the role of firm leverage for the importance of forecast
dispersion. Our goal is to investigate whether forecast dispersion
is priced as a type of cash flow risk by employing a leverage test
in the spirit of Johnson (2004). This test is based on an implication
of structural credit risk models, which asserts that the sensitivity of
credit spreads to asset volatility (or cash flow volatility) should in-
crease with firm leverage. Hence, if dispersion proxies for future
cash flow volatility firm leverage is ‘‘gearing factor” for the
spread–dispersion relation. To test this hypothesis, we add two



Table 9
Regressions with additional uncertainty proxies. Using panel data between 1987 and 1998, we regress credit spreads on corporate bonds against the variables listed below.
Columns (1)–(8) contain pooled OLS estimates, adding one additional uncertainty proxy to the baseline regression in column (2) of Table 5: (1) corporate bond yield spread CORP
and default risk spread DEF, (2) the interaction term DISP * LEVER and firm leverage LEVER on its own, (3) idiosyncratic volatility of stock returns (VOLRET), (4) stock turnover
(TURNOVER), (5) volatility of analyst errors (VOLERR), (6) volatility of operating cash flows (VOLOPER), (7) split-rating at the notch-level (SPLIT1) and (8) split-rating at the letter-
level (SPLIT2). OLS t-statistics (absolute values in parentheses) are based on robust standard errors clustered at the firm-level.

(1) (2) (3) (4) (5) (6) (7) (8)

Constant �0.586*** 0.342*** �0.039 0.269*** 0.212** 0.316*** 0.250** 0.257***

(4.37) (3.08) (0.34) (2.63) (1.99) (3.04) (2.13) (2.59)
DISP 45.732*** 15.494 51.241*** 58.013*** 53.402*** 52.405*** 57.460*** 56.756***

(6.78) (1.09) (8.15) (8.08) (7.52) (7.14) (8.47) (8.34)
CORP 0.079

(1.22)
DEF 0.666***

(11.07)
DISP � LEVER 146.649***

(2.66)
LEVER 0.189

(1.06)
VOLRET 26.549***

(7.29)
TURNOVER 0.047

(0.64)
VOLERR 15.493***

(3.35)
VOLOPER 1.954**

(2.35)
SPLIT1 0.050**

(2.13)
SPLIT2 0.086**

(2.05)
VOLEARN 7.821*** 10.191*** 8.848*** 8.505*** 2.576 9.913*** 9.065*** 9.298***

(3.76) (4.14) (4.20) (3.89) (0.82) (3.81) (4.19) (4.32)
N �0.003 �0.006*** �0.007*** �0.004* �0.002 �0.007*** �0.003 �0.003

(1.56) (2.86) (3.24) (1.76) (1.06) (3.13) (1.61) (1.42)
RATINGSQ 0.058*** 0.050*** 0.048*** 0.054*** 0.055*** 0.053*** 0.055*** 0.054***

(18.07) (14.16) (17.12) (15.52) (16.87) (15.62) (17.12) (17.05)
SUBORD 0.234* 0.123 0.231** 0.263** 0.266** 0.117 0.263** 0.276**

(1.90) (1.10) (2.04) (2.05) (2.07) (1.02) (2.02) (2.12)
DURATION 0.045*** 0.039*** 0.040*** 0.039*** 0.040*** 0.038*** 0.039*** 0.039***

(14.90) (14.36) (13.65) (12.63) (12.79) (13.42) (12.50) (12.45)
LIQUIDITY �0.132 �0.399*** �0.319*** �0.357*** �0.307*** �0.402*** �0.357*** �0.354***

(1.42) (4.33) (3.62) (4.02) (3.33) (4.30) (4.12) (4.14)

Observations 16,004 11,123 15,791 15,791 16,004 10,796 16,004 16,004
Adj. R-squared 0.615 0.649 0.599 0.566 0.585 0.646 0.5799 0.5810

* Significance at the 10% level.
** Significance at the 5% level.
*** Significance at the 1% level.
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variables to the baseline regression: (1) firm leverage, LEVER, and
(2) the dispersion–leverage interaction term, DISP * LEVER. In col-
umn 2 of Table 9, the interaction term is significant, whereas fore-
cast dispersion alone loses significance.20 As a consequence, the
sensitivity of credit spreads to forecast dispersion is a monotonically
increasing function of firm leverage. This finding supports the view
that dispersion largely proxies for firm-level cash flow uncertainty
in corporate bond markets.

Third, we explore the type of risk dispersion conveys to the cor-
porate bond markets. For example, Johnson (2004) argues that
forecast dispersion represents idiosyncratic (i.e., unpriced parame-
ter) risk in equity markets and reconciles the negative relation be-
tween dispersion and future stock returns in a dynamically
consistent, rational model. With this in mind, we intend to evalu-
ate his theory in the context of the corporate bond market. Thus,
we rerun our baseline test with idiosyncratic stock return volatil-
ity, VOLRET, to determine whether it subsumes dispersion. Follow-
ing Campbell and Taksler (2003), VOLRET is the time-series sample
20 In an unreported regression, we have obtained essentially the same result when
interacting credit rating with leverage. The interaction term dominates leverage
alone, but does not subsume forecast dispersion.
standard deviation of daily market-adjusted stock returns 180 days
preceding the observation. As observed in column 3, the coefficient
estimate of idiosyncratic risk is significant and, as expected, has a
positive sign. This is in line with Campbell and Taksler (2003),
who demonstrate that idiosyncratic stock return volatility mean-
ingfully affects credit spreads in the cross-section. However,
including idiosyncratic risk in column 3 does not materially affect
the role played by dispersion. This robustness test provides little
support for the conjecture that dispersion captures idiosyncratic
risk in our sample.

Fourth, another alternative explanation is that dispersion may
measure disagreement among investors (e.g., Diether et al.,
2002). Harris and Raviv (1993) and Lee and Swaminathan (2000)
argue that turnover represents a measure for differences of opin-
ion. To test this hypothesis for the corporate bond markets, we
need to construct a turnover measure. However, the Lehman Fixed
Income Database reports neither turnover nor trading volume for
corporate bonds. We therefore rely on stock market turnover,
TURNOVER. Our procedure for using turnover rather than trading
volume follows from the possibility that the arrival of public infor-
mation can perpetrate trading among investors (e.g., Harris and Ra-
viv, 1993 or Kandel and Pearson, 1995). If turnover represents
differences of opinion among investors, then turnover measures
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in stock and bond markets should be positively correlated. In col-
umn 4, we include this variable in our baseline regression to check
whether turnover subsumes forecast dispersion. We find that the
coefficient estimate of turnover neither explains the level of credit
spreads, nor has an effect on the relation between forecast disper-
sion and credit spreads.21 Though this presents only an indirect
test of disagreement among bond market investors, it indicates
that dispersion is unlikely to capture differences of opinion.

We also consider the volatility of past analyst forecast errors,
VOLERR, which is a proxy for the forecast precision of equity ana-
lysts (and perhaps historical cash flow volatility), and the volatility
of operating profits, VOLOPER, during the preceding eight quarters.
Notice that, in contrast to VOLEARN, VOLOPER is not affected by
interest expenses and taxes. Both risk proxies enter significantly
at better than 1% into specifications 5 and 6, respectively. However,
they do not impact the explanatory power of dispersion for credit
spreads. Thus, neither forecast precision nor historical cash flow
volatility appear to explain our main findings.

Finally, we follow recent studies by Livingston et al. (2007,
2008) to verify that our results are not explained by corporate
bonds with different ratings from Moody’s and S&P. These split rat-
ings are a proxy for asset opaqueness, which in turn may correlate
with dispersion and hence credit spreads. To do so, we add in
specifications 7 and 8 the dummy variables SPLIT1 and SPLIT2,
respectively, which indicate split ratings at the notch-level and
letter-level. The results of the last two columns in Table 9 show
that split ratings reliably lead to higher credit spreads, which sup-
ports the view that asset opaqueness is a credit risk factor. Yet split
credit ratings do not undermine the economic or statistical signif-
icance of dispersion for credit spreads in our sample.
23 TRACE already excludes non-depository eligible securities, sovereign debt,
development bank debt, mortgage- or asset-backed securities, collateralized mort-
gage obligations, and money market instruments.

24 The slope coefficients of dispersion in Tables 5 and 10 (57.417 vs. 55.227) are not
4.2. Findings for the post-2000 period

As mentioned earlier, our primary sample ends in March 1998
since Lehman Brothers stopped reporting the bond quotes after
this date. Testing the spread–dispersion relation during the post-
2000 period is an important robustness check for two reasons.
First, it provides results for a different time period and a different
corporate bond database. Second, the US Securities and Exchange
Commission (SEC) imposed two key regulations to improve the
accounting and market transparency, which might impact the
informativeness of forecast dispersion and credit spreads.22 The
first regulation is called ‘‘Regulation Fair Disclosure” and was imple-
mented in October 2000. It mandates that publicly traded companies
must disclose material information to all investors at the same time.
The second regulation, again proposed by the SEC in January 2001,
requires all members of the Financial Industry Regulatory Authority
(FINRA) to publicly report their transactions in fixed income securi-
ties. As of 2008 nearly 4800 brokerage firms with 173,000 branch
offices and 647,000 securities representatives report their transac-
tions to FINRA. As a result, to gather bond prices and yields for the
post-2000 period, we use the Trade Reporting and Compliance En-
gine (TRACE) database, which is a compilation of the transactions
of FINRA member institutions.

In constructing the post-2000 sample, we mimic the methodol-
ogy in Section 3 as closely as possible, although there are two main
differences between LFID and TRACE. First, LFID reports the market
quotes of only Lehman Brothers, while TRACE reports all corporate
bond transactions of various dealers which are FINRA member
institutions. Second, TRACE reports only the time, price, and vol-
ume of a transaction, while LFID provides a comprehensive list of
21 A similar regression result obtains if we use stock trading volume as a proxy of
differences of opinion.

22 We thank an anonymous referee for suggesting this point.
time-series and cross-sectional variables relevant for our study.
Therefore, we additionally use the Mergent Fixed Income Securities
Database (FISD) to obtain key characteristics of bonds, such as is-
sue size, issue date, maturity date, coupon, callability, putability,
etc. Mergent FISD also provides bond ratings. In constructing daily
bond prices, we rely on the volume-weighted average of all trans-
action prices during a day rather than the last transaction price of a
day, to minimize the impact of small trades. The end-of-month
bond price is the last available daily price in a given month. Fur-
thermore, we also calculate the yield-to-maturity and Macaulay
duration using the monthly closing price, issue date, maturity date,
and coupon payment dates.

After the first stage filters (excluding financial firms, bonds with
option features, observation with less than four years to maturity,
and firms with less than 25 monthly observations),23 we identify
35,428 monthly observations between July 2002 (earliest transac-
tion date in TRACE) and December 2007. We merge this sample
with I/B/E/S to generate a quarterly panel. After the second stage
filters described in Section 2.1, there are 4397 quarterly observa-
tions of 441 bonds by 152 firms.

We re-estimate specifications 1–6 from Table 5 using the post-
2000 sample and tabulate the results in Table 10. We note two
changes in the list of independent variables. The subordination
dummy is dropped in Table 10, since the final sample has no sub-
ordinated bond issues. Furthermore, the post-2000 sample in-
cludes bond issues rated lower than B, hence specification 3 has
an additional dummy variable for ‘‘Lower than B Rated” issues.
Our results indicate that, forecast dispersion is statistically signifi-
cant at 1% or better levels in all specifications and coefficient esti-
mates are of similar magnitude as compared to the pre-2000
results.24 Moreover, the estimates in column 2 of Table 10 (Table
5) suggest that for two otherwise identical firms, the firm with a
one standard deviation higher dispersion should be associated with
a credit spread that is 0.0049 * 55.227 � 27.06 (0.0024 * 57.417 �
13.78) basis points higher than the one of the other firm, with the
sample average of credit spread being 190 (100) basis points. Addi-
tionally, most of the other control variables maintain their sign, and
coefficients and significance levels are comparable to Table 5. Alto-
gether, we thus obtain similar economic and statistical results for
the post-2000 period.
4.3. Is forecast dispersion related to future cash flow uncertainty?

To provide further support for the second hypothesis and, that
is the link between cash flow volatility and lagged dispersion, we
examine whether dispersion of earnings forecasts explain the var-
iation in future volatility of realized earnings. For this purpose, we
construct a firm-level panel of 416 firms and 10,994 quarterly
observations of forecast dispersion, earnings, and earnings volatil-
ity.25 Table 11 presents the results of the empirical tests. In Panel A,
we estimate current levels of earnings volatility, VOLEARNt , using
lagged levels of earnings volatility, VOLEARNt�1, and lagged levels
of dispersion, DISPt�1. The first column reports the results of a OLS
estimation with t-values based on Newey–West standard errors
(OLS-NW), while the second column provides the pooled OLS results
with firm and year fixed effects and controlling for firm-level clus-
statistically different from each other (t-value for the test of differences of
coefficients = 0.13).

25 We do not need to impose the filters on liquidity and rating variables here. Hence,
compared to the main sample of 382 firms, we have slightly more firms in this
specification.



Table 10
Structural determinants of credit spreads in the post-2000 period. Using panel data between 2002 and 2007, we regress credit spreads on corporate bonds against the variables
listed below. Specifications (1)–(6) are OLS models. All variables are winsorized at the 1% level. t-Statistics (absolute values in parentheses) are based on robust standard errors
clustered at the firm-level.

(1) (2) (3) (4) (5) (6)

Constant 1.571*** 0.341 0.386* 2.933*** 0.321 0.764
(9.24) (1.35) (1.66) (3.70) (1.24) (1.09)

DISP 85.394*** 55.227*** 53.866*** 76.302*** 58.313***

(4.30) (3.65) (3.35) (3.57) (3.75)
(VOLOPER/VOLEARN) � DISP 40.510***

(2.67)
VOLEARN 62.665*** 37.759*** 37.434*** 56.575*** 41.620*** 38.520***

(7.66) (6.71) (6.40) (9.28) (5.24) (6.70)
N �0.025* �0.014 �0.014 �0.007 �0.017 �0.013

(1.97) (1.39) (1.35) (0.61) (1.52) (1.12)
RATINGSQ 0.062*** 0.058*** 0.058***

(7.80) (6.23) (5.40)
DURATION 0.095*** 0.098*** 0.104*** 0.096*** 0.094***

(6.70) (7.24) (7.43) (6.41) (6.67)
LIQUIDITY �0.522*** �0.553*** �0.347** �0.479*** �0.494***

(3.72) (4.13) (2.20) (3.41) (3.49)
AA Rated 0.543***

(2.97)
A Rated 0.450**

(2.52)
BBB Rated 0.841***

(4.66)
BB Rated 1.659***

(7.70)
B Rated 2.401***

(7.41)
Lower than B Rated 2.860***

(4.43)
LEVER 0.569 �0.070

(0.73) (0.12)
SIZE �0.193*** �0.032

(2.65) (0.54)
B/M �0.152 �0.110

(0.58) (0.44)
PROFIT �3.230*** �0.360

(2.71) (0.31)

Observations 4397 4397 4397 4314 4076 4314
Adjusted R-squared 0.502 0.606 0.612 0.568 0.604 0.603

* Significance at the 10% level.
** Significance at the 5% level.
*** Significance at the 1% level.
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tering (OLS-FE). We find that the coefficient estimates for lagged dis-
persion are significant at the 0.1% level. While these estimation re-
sults with levels of volatility support the second hypothesis, we
also perform tests using changes in volatility. The estimation results
for changes in earnings volatility and changes in forecast dispersion
in Panel B are similarly strong as for levels in Panel A.

Although forecast dispersion is constructed as a quarterly vari-
able, the preceding models may be subject to an attenuation bias.
Specifically, firm i’s earnings volatility is defined as its moving
average of earnings volatilities from the past eight quarters and,
therefore, it only changes slowly. To explore in more depth the dy-
namic behavior of earnings uncertainty, we rerun our tests with
squared changes in earnings, ðDEARNtÞ2 in lieu of earnings volatil-
ity VOLEARNt . Since current and future levels of ðDEARNtÞ2 are by
construction based on non-overlapping data, they can be regarded
as one-quarter estimates of earnings volatility. Panel C repeats the
previous regressions from Panel A with this proxy for earnings
uncertainty. In both OLS-NW and OLS-FE estimations, the slope
coefficients of forecast dispersion are again economically and sta-
tistically significant. We thus conclude that this quarter’s forecast
dispersion has predictive power for the next quarter’s earnings vol-
atility and for the next quarter’s squared changes in earnings.

It could be argued that changes in future earnings may be pre-
dictable due to seasonality or mean reversion. To address this con-
cern in Panel D, we test whether dispersion can forecast the
unexpected component of earnings volatility. As a proxy for the
unexpected earnings volatility, we use the square of the quarterly
earnings surprise, SURPEARNt , which is defined as the realized
earnings per quarter minus the consensus (average) earnings fore-
cast. As tabulated in Panel D, the estimation results for this speci-
fication indicate that contemporaneous levels of forecast
dispersion are reliably related to future squared earnings surprises
when controlling for past earnings surprises.

4.4. Results with bond returns and stock returns on a matched sample

In this section we explore the relation between returns and
forecast dispersion on a matched sample of bonds and stocks.
We adopt the empirical methodology of Diether et al. (2002) as
closely as possible for bonds returns (1) to compare our findings
for the bond market with their findings for the stock market; (2)
to confirm our results for credit spreads for bond returns; and (3)
to verify that our findings are not due to a particular subsample
of firms. To achieve this, we make several adjustments to our pre-
vious empirical setup. We construct a matched sample in which
every firm has issued stocks and bonds and monthly prices of both
securities are publicly available. Notably, we calculate monthly
(instead of quarterly) dispersion measures based on 12-month



Table 11
Forecast dispersion and earnings volatility. Using panel data between 1987 and 1998, we regress levels and changes of earnings volatility on lagged earnings volatility and
forecast dispersion in Panels A and B. In Panel C (D), we regress squared changes in earnings (squared earnings surprises) on lagged squared changes in earnings (squared earnings
surprises) and past dispersion in earnings forecasts. The first column reports OLS estimations with t-statistics based on Newey–West standard errors. The second column contains
pooled OLS results with firm and year fixed effects using robust standard errors clustered at the firm-level. Absolute values of t-statistics are in parentheses.

(1) OLS-NW (2) OLS-FE (1) OLS-NW (2) OLS-FE

Panel A. Dependent variable: VOLEARNt Panel B. Dependent variable: DVOLEARNt

Constant 0.001*** 0.001*** Constant �0.001*** �0.001
(5.51) (3.39) (�3.88) (1.62)

VOLEARNt�1 0.823*** 0.786*** DVOLEARNt�1 0.127*** 0.076***

(49.00) (58.90) (6.24) (3.17)
DISPt�1 0.446*** 0.417*** DDISPt�1 0.090*** 0.083***

(8.11) (6.33) (3.63) (3.65)

Observations 9801 9801 Observations 9575 9575
Adj. R-squared 0.9013 0.9034 Adj. R-squared 0.0225 0.0325

Panel C. Dependent variable: ðDEARNtÞ2 Panel D. Dependent variable: ðSURPEARNtÞ2

Constant 0.001 0.002 Constant 0.001 0.001***

(0.59) (1.46) (0.14) (2.88)

ðDEARNt�1Þ2 0.463*** 0.310*** ðSURPEARNt�1Þ2 0.169*** 0.091 **

(14.04) (11.81) (3.31) (2.01)
DISPt�1 1.131*** 0.869*** DISPt�1 0.321*** 0.177***

(6.91) (3.55) (8.55) (3.04)

Observations 10,616 10,616 Observations 10,783 10,783
Adj. R-squared 0.2805 0.3422 Adj. R-squared 0.1162 0.1751

* Significance at the 10% level.
** Significance at the 5% level.
*** Significance at the 1% level.

Table 12
Monthly bond and stock returns on dispersion portfolios. From January 1987 to
March 1998, each month’s bonds and stocks are sorted into five groups (or quintiles)
based on the forecast dispersion of the previous month. As in Diether et al. (2002),
dispersion equals the standard deviation of analysts’ current-fiscal-year annual
earnings per share forecasts divided by the absolute value of the average forecast.
Dispersion quintiles are constructed based on equally weighing at the bond and stock
levels, respectively. One-month holding period returns are computed for bonds and
for stocks based on equal-weighted portfolios. In addition, the table reports
differences in average monthly returns between high and low dispersion portfolios
and Newey–West-adjusted t-statistics (absolute values) for bonds and stocks.

Dispersion quintiles Mean return Mean dispersion

Panel A: Stock returns and forecast dispersion
D1 (low) 1.49% 0.017
D2 1.39% 0.031
D3 1.31% 0.048
D4 1.22% 0.083
D5 (high) 1.23% 0.547

D5� D1 �0.26%
t-Statistic 0.97

Panel B: Bond returns and forecast dispersion
D1 (low) 0.76% 0.017
D2 0.79% 0.032
D3 0.76% 0.049
D4 0.80% 0.087
D5 (high) 0.84% 0.571

D5� D1 0.08%
t-Statistic 1.95
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(instead of 3-month) earnings forecasts deflated by absolute earn-
ings (instead of stock price).

Instead of quarterly credit spreads, we now turn to monthly
bond returns from period t to t þ 1, which we compute as in
Gebhardt et al. (2005): rtþ1 ¼ ½ðPtþ1 þ AItþ1Þ þ Ctþ1 � ðPtþ
AItÞ�=ðPt þ AItÞ , where Pt denotes the quoted bond price at time
t; AIt is accrued interest which equals the coupon payment scaled
by the ratio of days since the last payment date to the days be-
tween last payment and next payment, and Ctþ1 is the semi-annual
coupon payment (if any) at time t þ 1. Every firm, identified by a
CRSP permanent number, has one stock issue but typically has sev-
eral bond issues outstanding. As a consequence, we end up with
27,984 stock return observations for 391 firms and 71,559 bond re-
turn observations for 1621 corporate bonds during the 1987–1998
period.

In constructing mean returns for dispersion portfolios, we fol-
low Diether et al. (2002) and sort stocks and bonds separately into
five portfolios based on the forecast dispersion of the firm from the
previous month. Monthly portfolio returns are calculated as the
equal-weighted average of the returns of all securities in the port-
folio.26 We then average these returns over the sample period of
135 months to obtain mean portfolio returns. Table 12 Panel A re-
ports the mean stock returns for five dispersion quintiles. As docu-
mented by Diether et al., the average future stock returns decrease
as forecast dispersion increases. However, the relation in our sample
is weaker. The difference in mean stock return between the highest
and lowest dispersion quintile is �0.26%, and the difference is not
statistically significant.27 Similarly, Wilcoxon’s signed rank test im-
plies an insignificant stock return differential. This result is not unex-
pected, since the mean firm size, as measured by the natural
logarithm of market capitalization, in our sample is $7.97 million,
whereas it is $1.8 million for the sample of firms studied by Diether
et al. (2002); our sample corresponds to the fourth and fifth size
quintiles of their sample. Indeed, mean return and mean dispersion
26 This methodology was developed by Jegadeesh and Titman (1993) to reduce
return variability.

27 In this subsection, t-statistics are based on Newey–West standard errors.
in Panel A of Table 12 display very similar patterns as their largest
size quintiles (i.e., S4 and S5).

Turning to Panel B, we observe a positive relation between mean
bond returns and dispersion. This observation is also consistent with
the second hypothesis in Section 2. The difference between the fifth
and the first quintile is statistically significant (t-value = 1.95). Its
economic magnitude is notable too, with 8 basis points per month
or, equivalently, more than 100 basis points annually compounded.
Wilcoxon’s signed rank test suggests the same significance level. The
return differential between dispersion portfolios is larger for stocks
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than for bonds, perhaps because our sample consists of profitable
and large firms. For firms far from default, the concavity of debt lim-
its the sensitivity of its value to cash flow uncertainty, while equity
of such firms has a much higher sensitivity.

Overall, the results for bond returns support our findings con-
cerning the levels and changes of credit spreads. At the same time,
we confirm the negative relation between stock returns and fore-
cast dispersion on a sample of matched stock returns (for our sam-
ple of bond issuers). By replicating the methodology of Diether
et al., we establish that our results are robust to different specifica-
tions of forecast dispersion (e.g., in terms of observation periods,
forecast horizons, and scaling factors).
5. Summary and conclusions

This paper explores the relation between dispersion of analysts’
earnings forecasts and credit spreads on corporate bonds. We pro-
vide evidence that corporate bonds with higher forecast dispersion
have significantly higher credit spreads and earn higher future re-
turns than otherwise similar bonds. This finding is robust to the
inclusion of common control variables, stratification of the sample,
and alternative econometric specifications. Moreover, changes in
forecast dispersion reliably predict changes in credit spreads, sup-
porting our cross-sectional results. We verify, in a matched sample
of firms with publicly traded corporate bonds and stocks, that bond
returns exhibit the same behavior as credit spreads, while future
stock returns are negatively related to forecast dispersion.

Within the context of the corporate bond markets, our results
suggest that forecast dispersion largely proxies for future cash flow
uncertainty, which is consistent with a rational explanation for the
link between credit spreads and forecast dispersion. Put differ-
ently, our results lend little support to alternative hypotheses, such
as forecast dispersion reflecting disagreement among bond market
investors. That is, the significantly positive relation between levels
(changes) of forecast dispersion and levels (changes) of credit
spreads is in line with a structural model of credit spreads à la Mer-
ton (1974), but inconsistent with an adaptation of Miller (1977)
argument to corporate bonds. Moreover, robustness checks indi-
cate that alternative risk-based determinants of credit spreads, in
spite of being also significant, cannot weaken the significantly po-
sitive spread–dispersion relation.

This study therefore highlights that contract-related and insti-
tutional differences between bond and equity markets are impor-
tant. If, however, different investors trade in bonds and stocks,
then security prices and expected returns in those markets could
be influenced by independent demand/supply shocks in both mar-
kets. Similarly, the relative speed with which both markets incor-
porate new information may differ (see, e.g., Forte and Peña,
2009). It would therefore be fruitful, in future research, to examine
to which extent these markets are segmented.
Appendix A. A model of credit spreads and forecast dispersion

In this appendix, we develop a stylized model to link behavioral
and rational components of forecast dispersion to the pricing of ris-
ky corporate debt; for an overview of credit risk modeling (see, e.g.,
Duffie, 2005).

Suppose time ti is discrete with ti 2 f. . . ; t�1; t0; t1; . . .g and there
is a one-period, riskfree bond yielding a gross return of R > 1. Con-
sider a firm with a one-period project at time 0 ðt0Þ, which pro-
duces an uncertain level of operating cash flow Y at time 1 ðt1Þ.
To finance its ongoing operations, the firm needs to issue a one-
period, risky bond with face value F. At t1, the firm can either make
the promised debt payment or it can default, in which case the
firm’s bondholders recover only a fraction h 2 ð0;1Þ of the debt’s
face value. At t0, analysts i ¼ 1; . . . ;N make cash flow forecasts Xi.
In setting risky debt values, rational investors readily translate
earnings forecasts into cash flow forecasts that are given by:

Xi ¼ Y þ Zi; ðA:1Þ

where Xi is i’s forecast, Zi denotes i’s analyst-specific forecast, and
CovðY; ZiÞ ¼ 0. We assume that the firm’s cash flow and analyst-spe-
cific forecast are normally distributed:

Y � N lY ;r
2
Y

� �
and Zi � N bZi

;r2
Zi

� �
; ðA:2Þ

where bZi
reflects an analyst i’s bias and the analyst-specific forecast

variance is given by:

r2
Zi
¼ ni þ fir2

Y ; ðA:3Þ

where ni P 0 represents the idiosyncratic part of analyst i’s forecast
variance which is attributable to analyst skill and experience and
fi P 0 determines the systematic component of analyst i’s forecast
variance related to the firm’s cash flow risk, r2

Y .
Importantly, rational investors disregard the behavioral and idi-

osyncratic forecast components; that is, bZi
¼ 0 and r2

Zi
¼ fir2

Y .
Bondholders’ Bayesian updated beliefs (posterior) of Y given Xi is
then based on lXi

¼ lY and r2
Xi
¼ r2

Y þ r2
Zi

:

YjXi � N
r2

Y Xi þ r2
Zi
lY

r2
Y þ r2

Zi

;
r2

Yr2
Zi

r2
Y þ r2

Zi

 !
: ðA:4Þ

Although analysts tend to disagree on forecasts, their forecasts tend
to be correlated. We therefore assume that CovðZi; ZjÞ ¼ qijrZi

rZj
for

all i ¼ 1; . . . ;N and i – j. If rational investors disregard all behavioral
forecast components, the unbiased analyst (consensus) forecast

X ¼ 1
N

PN
i¼1 Xi � bZi

� �
has an unbiased mean of lX ¼ lY and an

unbiased variance of r2
X
¼ r2

Y þ r2
Z
, where r2

Z
¼ 1

N
�r2 þ N�1

N
�q with

�r2 ¼ 1
N

PN
i¼1r2

Zi
and �q ¼ 1

NðN�1Þ
PN

i¼1

PN
j¼1;j–iqijrZi

rZj
. Thus, the poster-

ior distribution of Y given X is:

YjX � N
r2

Y X þ r2
Z
lY

r2
Y þ r2

Z

;
r2

Yr2
Z

r2
Y þ r2

Z

 !
; ðA:5Þ

which shows that investors place more weight on unbiased consen-
sus forecasts than on future mean cash flows when cash flow vola-
tility ðrY Þ is higher r2

Y � r2
Z

� �
. The opposite holds when forecasts

are much less informative r2
Y � r2

Z

� �
. Finally, forecast variance

due to forecast biases (i.e., divergence of opinion) does not affect ra-
tional investors’ posteriors.

The volatility that is relevant for option value, and thus for cor-
porate debt, is total volatility, including both idiosyncratic (or un-
priced) volatility and systematic (or priced) volatility. We can
therefore use the posterior distribution of Y to obtain corporate
debt values and credit spreads. At t0, debt value D is the sum of
the expected present value of debt service payments in non-default
states and recoveries in default-states, that is:

Dðh; F;R;X1; . . . ;XN ;YÞ ¼ E½R�1FjYjX P F� þ E½R�1hFjYjX
< F�; ðA:6Þ

where E½	j	� denotes the conditional expectation operator. Evaluat-
ing these terms yields:

Dðh; F;R;X1; . . . ;XN ;YÞ ¼ R�1F � ð1� hÞR�1Fð1
�UðdðX1; . . . ;XN ;YÞÞÞ; ðA:7Þ

where Uð	Þ is the normal distribution function and dðX1; . . . ;XN;YÞ ¼
ðlYjX � FÞr�1

Y jX
denotes the distance-to-default for Y conditional on X.

The expression in (A.7) indicates that risky corporate debt equals a
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portfolio consisting of a riskfree bond (first term) and a written put
option (second term) that bondholders have conferred upon
shareholders.

The credit spread is then given by CSðF;X1; . . . ;XN;YÞ ¼ F=D� R
and simplifies to:

CSðh; F;R;X1; . . . ;XN;YÞ

¼ R 1� ð1� hÞ 1�U ðF � lYjXÞr
�1
Y jX

� �� �h i�1
� 1

� �
: ðA:8Þ

Eq. (A.8) demonstrates that the credit spread on risky corporate
debt is determined by (1) the conditional mean and variance of fu-
ture cash flows, that is, lYjX and r2

Y jX
; (2) the recovery rate in case of

default h; and (3) the gross risk-free interest rate R. The simple
structural model predicts that if future cash flows are more uncer-
tain, analyst-specific variances are higher, analysts’ forecasts di-
verge more from each other, and hence forecast dispersion is
higher. This, in turn, implies a higher conditional cash flow variance,
according to Eq. (A.5), and hence higher credit spreads according to
Eq. (A.8).

Forecast dispersion is the standard deviation of all available
analysts forecasts, Xi:

DISP2 ¼ 1
N � 1

XN

i¼1

ðXi � XÞ2 ¼ 1
N � 1

XN

i¼1

ðZi � ZÞ2: ðA:9Þ

Recall Zi ¼ bZi
þ �i, where �i � N 0;r2

Zi

� �
is the unbiased forecast er-

ror, and hence we obtain:

DISP2 ¼ 1
N � 1

XN

i¼1

bZi
� �bZ

� �2
þ 2 bZi

� �bZ

� �
�i þ �2

i

� 	
: ðA:10Þ

Taking expectations on both sides of (A.10), we decompose disper-
sion squared into two components:

E½DISP2� ¼ 1
N � 1

XN

i¼1
bZi
� �bZ

� �2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Divergence of Opinion

þ �nþ �fr2
Y

� �|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Cash Flow Risk

: ðA:11Þ

Therefore, as already argued by Miller (1977), the portion
of forecast dispersion resulting from differences of opinion,

1
N�1

PN
i¼1 bZi

� �bZ

� �2
, has a positive effect on bond prices if we as-

sume, in addition, that short-sale constraints bind and hence neg-
ative views are not completely incorporated into bond prices. This
behavioral story then generates a negative relation between credit
spreads and forecast dispersion (hypothesis 1). Notably, consistent
with the Merton (1974) model, a positive relation between credit
spreads and dispersion obtains in a rational corporate bond market
because of the second term in (A.11) when there is no disagree-
ment (hypothesis 2).
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