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Abstract We provide an overview of the recently
developed general infinitesimal perturbation analysis
(IPA) framework for stochastic hybrid systems (SHSs),
and establish some conditions under which this frame-
work can be used to obtain unbiased performance gradi-
ent estimates in a particularly simple and efficient man-
ner. We also propose a general scheme for systemati-
cally deriving an abstraction of a discrete event system
(DES) in the form of an SHS. Then, as an application of
the general IPA framework, we study a class of stochas-
tic non-cooperative games termed “resource contention
games” modeled through stochastic flow models (SFMs),
where two or more players (users) compete for the use of
a sharable resource. Simulation results are provided for
a simple version of such games to illustrate and contrast
system-centric and user-centric optimization.

Keywords stochastic flow model (SFM), perturbation
analysis, stochastic hybrid system (SHS), resource con-
tention games, cyber-physical systems

1 Introduction

Arguably the most comprehensive modeling framework
for the study of complex dynamic systems is that of
stochastic hybrid systems (SHSs). Hybrid systems con-
sist of interacting components, some with time-driven
and others with event-driven dynamics. For example,
electromechanical components governed by time-driven
dynamics become a hybrid system when interacting
through a communication network whose behavior is
event-driven. Indeed, so-called “cyber-physical sys-
tems” are explicitly designed to allow discrete event
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components (e.g., embedded microprocessors, sensor
networks) to be integrated with physical components
(e.g., generators in a power grid, engine parts in an
automotive vehicle). Given that they must also operate
in the presence of uncertainty, an appropriate framework
must include the means to represent stochastic effects,
be they purely random or the result of adversarial
disturbances.

The basis for a hybrid system modeling framework
is often provided by a hybrid automaton. In a hybrid
automaton, discrete events (either controlled or uncon-
trolled) cause transitions from one discrete state (or
“mode”) to another. While operating at a particular
mode, the system’s behavior is usually described by dif-
ferential equations. In a stochastic setting, such frame-
works are augmented with models for random processes
that affect either the time-driven dynamics or the events
causing discrete state transitions or both. A general-
purpose stochastic hybrid automaton model may be
found in Ref. [1] along with various classes of SHS which
exhibit different properties or suit different types of
applications. The performance of an SHS is generally
hard to estimate because of the absence of closed-form
expressions capturing the dependence of interesting per-
formance metrics on design or control parameters. Con-
sequently, we lack the ability to systematically adjust
such parameters for the purpose of improving — let alone
optimizing — performance. In the domain of pure dis-
crete event systems (DESs), it was discovered in the
early 1980s that event-driven dynamics give rise to state
trajectories (sample paths) from which one can very
efficiently and nonintrusively extract sensitivities of var-
ious performance metrics with respect to at least cer-
tain types of design or control parameters. This has
led to the development of a theory for perturbation
analysis in DES [2—4], the most successful branch of
which is infinitesimal perturbation analysis (IPA) due to
its simplicity and ease of implementation. Using IPA,
one obtains unbiased estimates of performance met-
ric gradients that can be incorporated into standard
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gradient-based algorithms for optimization purposes.
However, IPA estimates become biased (hence, unre-
liable for control purposes) when dealing with various
aspects of DES that cause significant discontinuities in
sample functions of interest. Such discontinuities nor-
mally arise when a parameter perturbation causes the
order in which events occur to be affected and this event
order change may violate a basic “commuting condition”
[4]. When this happens, one must resort to significantly
more complicated methods for deriving unbiased gradi-
ent estimates [2].

In recent years, it was shown that IPA can also be
applied to at least some classes of SHS and yield sim-
ple unbiased gradient estimators that can be used for
optimization purposes. In particular, stochastic flow
(or fluid) models (SFMs), as introduced in Ref. [5],
are a class of SHS where the time-driven component
captures general-purpose flow dynamics and the event-
driven component describes switches, controlled or
uncontrolled, that alter the flow dynamics. What is
attractive about SFMs is that they can be viewed as
abstractions of complex stochastic DES which retain
their essential features for the purpose of control and
optimization. In fact, fluid models have a history of
being used as abstractions of DES. Introduced in Ref. [6],
fluid models have been shown to be very useful in sim-
ulating various kinds of high speed networks [7], manu-
facturing systems [8] and, more generally, settings where
users compete over different sharable resources. It should
be stressed that fluid models may not always provide
accurate representations for the purpose of analyzing the
performance of the underlying DES. What we are inter-
ested in, however, is control and optimization, in which
case the value of a fluid model lies in capturing only
those system features needed to design an effective con-
troller that can potentially optimize performance with-
out any attempt at estimating the corresponding optimal
performance value with accuracy. While in most tradi-
tional fluid models the flow rates involved are treated as
fixed parameters, an SFM has the extra feature of treat-
ing flow rates as stochastic processes. With only minor
technical conditions imposed on the properties of such
processes, the use of IPA has been shown to provide
simple gradient estimators for stochastic resource con-
tention systems that include blocking phenomena and a
variety of feedback control mechanisms [9—-12].

Until recently, the use of IPA was limited to a class
of SFMs and was based on exploiting the special struc-
ture of specific systems. However, a major advance
was brought about by the unified framework introduced
in Ref. [10] and extended in Ref. [13] placing IPA in
the general context of stochastic hybrid automata with
arbitrary structure. As a result, IPA may now be
applied to arbitrary SHS for the purpose of performance

gradient estimation and, therefore, gradient-based

optimization through standard methods.

In this paper, we begin with an overview of this gen-
eral IPA framework for SHS. Our emphasis is on the
main concepts and key results that will enable the reader
to apply the general TPA methodology through a set
of simple equations driven by observable system data;
additional details on this material can be found in Ref.
[13]. We then establish properties of the resulting gra-
dient estimators (first reported in Ref. [14] without
proof) that justify its applicability even in the absence of
detailed models for the time-driven components in some
cases. Next, we focus on DES and address the issue of ob-
taining an SHS model from an arbitrary DES as a means
of abstraction that facilitates its analysis for control and
optimization purposes. We specifically introduce a new
scheme for systematically performing this abstraction
process. An application of the general TPA framework
in Ref. [13] is enabling the use of IPA in multi-agent
multi-objective settings that include resource contention
games, i.e., situations where two or more “players” com-
pete for a shared resource. Thus, in the last part of the
paper we analyze a class of resource contention games
first studied in Ref. [14], i.e., situations where two or
more “players” compete for a shared resource.

The paper is organized as follows. In Sect. 2 we present
the general IPA framework for SHS. We then identify
in Sect. 3 properties which provide sufficient conditions
under which IPA is particularly simple and efficient,
requiring no detailed information on the probabilistic
characterizations of the random processes involved and
minimal or no knowledge of the time-driven dynamics
of the SHS within different discrete states. In Sect. 4 we
propose a general scheme to abstract a DES to a stochas-
tic hybrid automaton. In Sect. 5 we study resource con-
tention games abstracted as SHS from both the point of
view of system-centric performance and the user-centric
approach where each user optimizes its own performance
metric. For illustrative purposes, we include a simple
example with numerical results contrasting these two
optimization viewpoints.

2 General framework for perturbation
analysis of stochastic hybrid systems

We begin by adopting a standard hybrid automaton for-
malism to model the operation of an SHS [1]. Thus, let
g € @ (a countable set) denote the discrete state (or
mode) and z € X C R"™ denote the continuous state. Let
v € T (a countable set) denote a discrete control input
and v € U C R™ a continuous control input. Similarly,
let 6 € A (a countable set) denote a discrete distur-
bance input and d € D C RP a continuous disturbance
input. The state evolution is determined by means of 1)
a vector field f: Q@ x X x U x D — X, 2) an invariant
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(or domain) set Inv: Q x ¥ x A — 2% 3) a guard set
Guard: Q@ x Q x T x A — 2% and 4) a reset function
r:QxQxXxTxA—-X.

A sample path of such a system consists of a
sequence of intervals of continuous evolution followed
by a discrete transition. The system remains at a dis-
crete state ¢ as long as the continuous (time-driven)
state z does not leave the set Inv(g,v,d). If = reaches
a set Guard(q, ¢’,v,d) for some ¢’ € Q, a discrete transi-
tion can take place. If this transition does take place, the
state instantaneously resets to (¢’, ') where 2’ is deter-
mined by the reset map r(q, ¢’, x, v, §). Changes in v and
0 are discrete events that either enable a transition from
q to ¢’ by making sure z € Guard(q, ¢’,v,0) or force a
transition out of ¢ by making sure = ¢ Inv(q,v,d). We
will also use £ to denote the set of all events that cause
discrete state transitions and will classify events in a
manner that suits the purposes of perturbation analysis.

In what follows, we describe the general framework
for TPA presented in Ref. [10] and generalized in Ref.
[13]. Let & € © C R! be a global variable, henceforth
called the control parameter, where © is a given compact,
convex set. This may represent a system design param-
eter, a parameter of an input process, or a parameter
that characterizes a policy used in controlling this sys-
tem. The disturbance input d € D encompasses various
random processes that affect the evolution of the state
(¢, z). We will assume that all such processes are defined
over a common probability space, (Q, F, P). Let us fix
a particular value of the parameter § € © and study
a resulting sample path of the SHS. Over such a sam-
ple path, let 7.(0), k = 1,2,..., denote the occurrence
times of the discrete events in increasing order, and
define 79(f) = 0 for convenience. We will use the
notation 7 instead of 7;(f) when no confusion arises.
The continuous state is also generally a function of 0, as
well as of ¢, and is thus denoted by x(6,t). Over an inter-
val [1(0), Tk+1(0)), the system is at some mode during
which the time-driven state satisfies

T = fk(x,e,t), (1)

where & denotes Ox/0t. Note that we suppress the
dependence of fr on the inputs © € U and d € D and
stress instead its dependence on the parameter # which
may generally affect either u or d or both. The purpose
of perturbation analysis is to study how changes in 6
influence the state x(0,t) and the event times 74(6) and,
ultimately, how they influence interesting performance
metrics which are generally expressed in terms of these
variables. The following assumption guarantees that Eq.
(1) has a unique solution w.p.1 for a given initial bound-
ary condition x(6, ) at time 75 (0):

Assumption 1 W.p.1, there exists a finite set of
points t; € [1(0), Tk+1(9)), 7 = 1,2,. .., which are inde-
pendent of 6, such that, the function fj is continuously
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differentiable on R™ x © x ([7%(6), Tk+1(0)) \ {t1,t2, ... }).
Moreover, there exists a random number K > 0 such
that E[K] < oo and the norm of the first derivative of
fe on R™ x O x ([1(0), Tk1(0)) \ {t1, t2, . . .}) is bounded
from above by K.

An event occurring at time 7,11(6) triggers a change
in the mode of the system, which may also result in new
dynamics represented by fr41, although this may not
always be the case; for example, two modes may be dis-
tinct because the state x(6,t) enters a new region where
the system’s performance is measured differently with-
out altering its time-driven dynamics (i.e., fxtr1 = fr)-
The event times {74(6)} play an important role in defin-
ing the interactions between the time-driven and event-
driven dynamics of the system.

We now classify events that define the set £ as follows:

1. Exogenous events.
causes a discrete state transition at time 73, independent
of the controllable vector 6 and satisfies dd%" = 0. Exoge-
nous events typically correspond to uncontrolled random
changes in input processes.

2. Endogenous events. An event occurring at time
Tk is endogenous if there exists a continuously differen-
tiable function g : R™ x ® — R such that

© gr(x(0,1),0) =0} (2)

The function g normally corresponds to a guard condi-
tion in a hybrid automaton model.

3. Induced events. An event at time 75, is induced
if it is triggered by the occurrence of another event at
time 7, < 7. The triggering event may be exogenous,
endogenous, or itself an induced event. The events that
trigger induced events are identified by a subset of the
event set, &y C £.

Consider a performance function of the control param-
eter 6:

An event is ezogenous if it

T = min{t > 71

J(6;2(0,0),T) = E[L(6;2(6,0),T)],

where L£(0;x(0,0),T) is a sample function of interest
evaluated in the interval [0,7] with initial conditions
x(0,0). For simplicity, we write J(6) and £(6). Suppose
that there are N events (independent of #) occurring
during the time interval [0,7"] and define 79 = 0 and
Tn41 = T. Let Ly : R® x © x Rt — R be a function
satisfying Assumption 1 and define £(6) by

N Tk+1
LO) =Y / Li(z,0,t)dt, (3)

k=0"Tk

where we reiterate that @ = 2(0,t) is a function of § and
t. We also point out that the restriction of the definition
of J(#) to a finite horizon T is made merely for the sake
of simplicity of exposition.

Given that we do not wish to impose any limitations
(other than mild technical conditions) on the random
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processes that characterize the discrete or continuous
disturbance inputs in our hybrid automaton model, it
is infeasible to obtain closed-form expressions for J().
Therefore, for the purpose of optimization, we resort to
iterative methods such as stochastic approximation algo-
rithms (e.g., Ref. [15]) which are driven by estimates of
the cost function gradient with respect to the parameter
vector of interest. Thus, we are interested in estimat-
ing d.J/d# based on sample path data, where a sample
path of the system may be directly observed or it may
be obtained through simulation. We then seek to obtain
0* minimizing J(6) through an iterative scheme of the
form

Ont1 = 0n—nnHy,(0,;2(0,0),T,w,), n=0,1,..., (4)

where H,,(0,;2(0),T,w,) is an estimate of d.J/df eval-
uated at 6,, and based on information obtained from a
sample path denoted by w,, and {n,} is an appropriately
selected step size sequence. In order to execute an algo-
rithm such as Eq. (4), we need the estimate H,(6,,) of
dJ/df. The IPA approach is based on using the sample
derivative d£/d6 as an estimate of d.J/df. The strength
of the approach is that d£/df can be obtained from
observable sample path data alone and, usually, in a very
simple manner that can be readily implemented on line.
Moreover, it is often the case that d£/df is an unbiased
estimate of dJ/df, a property that allows us to use Eq.
(4) in obtaining 0*. We will return to this issue later, and
concentrate first on deriving the IPA estimates d£/d#6.

2.1 Infinitesimal perturbation analysis

Let us fix 8 € O, consider a particular sample path, and
assume for the time being that all derivatives mentioned
in the sequel do exist. To simplify notation, we define the
following for all state and event time sample derivatives:

0x(0,1t) 0Tk
1 — ) ’_

0= 0 THE g
In addition, we will write fi(¢) instead of fi(z,6,t)

whenever no ambiguity arises. By taking derivatives with
respect to 6 in Eq. (1) on the interval [7(6), Tk+1(6)) we

get
d / _ 8fk(t) / afk(t)
at® t) = 5 © (t) + 20 (6)

The boundary (initial) condition of this linear equation
is specified at time ¢t = 7, and by writing Eq. (1) in

,k=0,1,...,N. (5

an integral form and taking derivatives with respect to
6 when (0, t) is continuous in t at t = 74, we obtain for
k=1,2,...,N:

d(rh) = () + [fer () = felmD)m (7)

We note that whereas x(6,t) is often continuous in
t,2'(t) may be discontinuous in ¢ at the event times 7,

hence the left and right limits above are generally differ-
ent. If z(6,t) is not continuous in ¢ at ¢ = 74, the value of
:c(rlj) is determined by the reset function r(q, ¢, z,v, )
discussed earlier and

dr(q,q', 2, v,0)

#(ry = 0, )

Furthermore, once the initial condition z/(7;}) is given,

the linearized state trajectory {«’(¢)} can be computed
in the interval ¢ € [7(0), 7k+1(6)) by solving Eq. (6) to
obtain:

t Of(w) tH ot 0fp(w
2 (t) = el o [/ fk(v)e Jo T8 du gy 4 ke
T

00

(9)
with the constant &, determined from 2’(7;") in Eq. (7),
since 2'(7, ) is the final-time boundary condition in the

interval [1,—1(0), 7% (6)), or it is obtained from Eq. (8).
Clearly, to complete the description of the trajectory
of the linearized system (6) and (7), we have to spec-
ify the derivative 7;, which appears in Eq. (7). Since 7y,
k=1,2,..., are the mode-switching times, these deriva-
tives explicitly depend on the interaction between the
time-driven dynamics and the event-driven dynamics,

k

and specifically on the type of event occurring at time
7. Using the event classification given earlier, we have
the following.

1. Exogenous events. By definition, such events
are independent of 6, therefore 7}, = 0.

2. Endogenous events. In this case, Eq. (2) holds
and taking derivatives with respect to 6 we get

0
)+ fulr ] + 2% = o,

gk

P (10)

which, assuming aag;‘ fr(7, ) # 0, can be rewritten as
-1

== |am| (G ). ay

3. Induced events. If an induced event occurs at
t = 7, the value of 7, depends on the derivative 7,
where 7, < 7 is the time when the associated trig-
gering event takes place. The event induced at 7, will
occur at some time 7, +w (7, ), where w(7,,) is a random
variable which is generally dependent on the continuous
and discrete states x(7,) and ¢(7,) respectively. This
implies the need for additional state variables, denoted
by ym(0,t), m = 1,2,..., associated with events occur-
ring at times 7,,,, m = 1,2,.... The role of each such
state variable is to provide a “timer” activated when a
triggering event occurs. Recalling that triggering events
are identified as belonging to a set &; C &, let ey, denote
the event occurring at 7, and define f = {m : e,, € &J,
m < k} to be the set of all indices with corresponding
triggering events up to 7. Omitting the dependence on
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6 for simplicity, the dynamics of y,, () are then given by

. (t)* _O(t)a Tm<t<7'm +W(Tm); meFmv
Ym 0, otherwise,
(12)
ym () = Yos Ym(Ty) =0, m € Fm,
mm 0, otherwise,

where yo is an initial value for the timer y,,(t) which
decreases at a “clock rate” C(t) > 0 until ym(7m +
w(Tm)) = 0 and the associated induced event takes place.
Clearly, these state variables are only used for induced
events, so that y,,(t) = 0 unless m € F ,,. The value of
yo may depend on 6 or on the continuous and discrete
states x(7y,) and q(7n,), while the clock rate C(t) may
depend on z(t) and ¢(¢) in general, and possibly 6. How-
ever, in most simple cases where we are interested in
modeling an induced event to occur at time 7., + w (7, ),
we have yg = w(7,) and C(t) = 1, i.e., the timer sim-
ply counts down for a total of w(7,,) time units until
the induced event takes place. An example where gy in
fact depends on the state x(7,,) and the clock rate C(t)
is not necessarily constant arises in the case of multi-
class resource contention systems as described in Ref.
[16]. Henceforth, we will consider y,,(t), m = 1,2,...,
as part of the continuous state of the SHS and, similar
to Eq. (5), we set

ytt) = 0,

m=1,2,...,N. (13)

For the common case where yq is independent of 6 and
C'(t) is a constant ¢ > 0 in Eq. (12), the following lemma
facilitates the computation of 7/, for an induced event
occurring at 7. Its proof is given in Ref. [13].

Lemma 2.1 If in Eq. (12) yo is independent of 6
and C(t) = ¢ > 0 (constant), then 7/, = 7/,.

With the inclusion of the state variables y,,(t), m =
1,2,..., N, the derivatives z'(t), 71, and y,(t) can be
evaluated through Egs. (6)—(11). In general, this evalu-
ation is recursive over the event (mode switching) index
k =0,1,.... In some cases, however, it can be reduced
to simple expressions, as seen in the analysis of many
SFMs, e.g., Ref. [5].

Remark If an SHS does not involve induced events
and if the state does not experience discontinuities when
a mode-switching event occurs, then the full extent of
TPA reduces to three equations:

1) Equation (9), which describes how the state deriva-
tive 2/ (t) evolves over [14(6), Tk41(0));

2) Equation (7), which specifies the initial condition
&, in Eq. (9); and

3) Either 7/, = 0 or Eq. (11) depending on the event
type at 7% (0), which specifies the event time derivative
present in Eq. (7).
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Now the IPA derivative d£/d@ can be obtained by
taking derivatives in Eq. (3) with respect to 6:

AL(O) = d [T
0w = kz_ocw/m L (x,0,t)dt. (14)

Applying the Leibnitz rule we obtain, for every k =
0,1,...,N,

d Tk+1
. / Li(, 0, £)dt

Tk

[ (0L oL
_/T {8:17 (2,0, (t) + ) (w,0,1) | dt

+ Li(2(Th41), 0, T 1) T 1 — L (2(70), 0, 70) 75 (15)

k

where #’(t) and 7], are determined through Egs. (6)-
(11). What makes IPA appealing, especially in the SFM
setting, is the simple form the right-hand-side above
often assumes.

We close this section with a comment on the unbiased-
ness of the TPA derivative d£/df. This IPA derivative is
statistically unbiased [2,3] if, for every 6 € O,

E[dﬁ(ﬂ)] O

d# 9 (16)

The main motivation for studying IPA in the SHS setting
is that it yields unbiased derivatives for a large class of
systems and performance metrics compared to the tra-
ditional DES setting [2]. The following conditions have
been established in Ref. [17] as sufficient for the unbi-
asedness of TPA:

Proposition 2.1 Suppose that the following condi-
tions are in force: 1) For every 6 € ©, the derivative
dL£(0)/dO exists w.p.1. 2) W.p.1, the function £(6) is
Lipschitz continuous on ©, and the Lipschitz constant
has a finite first moment. Fix § € ©. Then, the deriva-
tive d.J(6)/d0 exists, and the IPA derivative d£(6)/d0 is
unbiased.

The crucial assumption for Proposition 2.1 is the con-
tinuity of the sample performance function £(6), which
in many SHS (and SFMs in particular), such continuity
is guaranteed in a straightforward manner. Differentia-
bility w.p.1 at a given 6 € © often follows from mild tech-
nical assumptions on the probability law underlying the
system, such as the exclusion of co-occurrence of mul-
tiple events (see Ref. [16]). Lipschitz continuity of £(6)
generally follows from upper boundedness of |d£(0)/d6)|
by an absolutely integrable random variable, generally
a weak assumption. In light of these observations, the
proofs of unbiasedness of IPA have become standardized
and the assumptions in Proposition 2.1 can be verified
fairly easily from the context of a particular problem.
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3 Some IPA properties

In this section, we derive some properties of IPA within
the general framework of the previous section leading
to sufficient conditions under which IPA becomes
particularly simple and efficient to implement with
minimal information required about the underlying SHS
dynamics.

The first question we address is related to d£(0)/df in
Eq. (14), which, as seen in Eq. (15), generally depends
on information accumulated over all ¢ € [7g, Ti41). It is,
however, often the case that it depends only on infor-
mation related to the event times 7y, 741, resulting in
an IPA estimator which is very simple to implement.

Using the notation L} (z,t,0) = 6Lké:2’t’0), we can
rewrite d£(0)/d6 in Eq. (14) as
dc(6)
q0 = 2 [l () =L ()
k
Tk+4+1
+/ L, (:c,t,e)dt}. (17)

Tk

The following lemma provides two sufficient conditions
under which d£(6)/d# is independent of ¢ and involves
only the event time derivatives 77, 7;_; and the “local”
performance Ly (T]j_ +1) , L (7']:_ ) which is obviously easy
to observe.

Lemma 3.1 If condition 1) or 2) below holds, then
dL£(#)/df depends only on information available at event
times {m}, k=0,1,....

1) Ly (z,t,0) is independent of ¢ over [y, 7+1) for all
k=0,1,..;

2) L (z,t,0) is only a function of 2 and the following
condition holds for all ¢ € [, Tk11),k=0,1,...

doLy dofy dofe

dt 9z dt 9=  dt 96

Proof Under condition 1), L} (z,t,6) is also obvi-

ously independent of ¢ and the integral term in Eq. (17)

becomes L}, (x,0) (Tk4+1 — Tx), which only uses informa-

tion at event times 7, and Ty41. Therefore, d£(0)/d6
requires information at event times only.

Under condition 2), dLy/0x, Of;/0x and 0fy/00

are constant between consecutive events, which we will

= 0. (18)

denote as
oL 0 0
8; =Cga, aJZe = Ci,2, aj;k = C3.

Recalling the dynamics of 2/(t) given in Eq. (6), and in
particular using Eq. (9), we have

Ci 3eck,2‘rk~

' (t) = eck,z(t*‘fk)
(t) Chos

. (e*Ck,sz _ e*Ck,zt) + (le_) ‘| ,

for all ¢ € [k, Tk+1). Using the above two equations,

Tk+1
/ Ly (z,t,0)dt

Tk

Tk+1
= / Ciq2' (t)dt

k

= Ck,lefcka"'k |: (Ok,:’, + v (T:)>

Ck,2 Cr,2
Ckseck,27'k
(Onans —gonany G 0]
Ch2

(19)

from which we can see that the integral term in Eq.
(17) depends only on information at event times 74 and
Tr+1. Therefore, the overall evaluation of d£(0)/df will
also only require information at event times. W

The second question we address is related to the dis-
continuity in 2/(¢) at event times, described in Eq. (7).
This happens when endogenous events occur, since for
exogenous events we have 7, = 0. The next lemma
identifies a simple condition under which z’ (7’,:r ) is
independent of the dynamics f before the event at 7.
This implies that we can evaluate the sensitivity of
the state with respect to § without any knowledge of
the state trajectory in the interval [rx_1,7%) prior to
this event. Moreover, under an additional condition, we
obtain z’ (le_ ) = 0, implying that the effect of 8 is “for-
gotten” and one can reset the perturbation process. This
allows us to study the SHS over reset cycles, greatly sim-
plifying the IPA process.

Lemma 3.2 Suppose an endogenous event occurs at
7 with switching function g(z,0). If fx(r;7) =0, 2/ (")
is independent of fi_;. If, in addition, gg = 0, then
2 (rF) = 0.

Proof Using Egs. (7) and (11), we have
0 ;) 0
g+ i (Tk) gCL'/ (Tk_)

dg -t
Iy
7 (7) = (ax) 90 " fo_y (ry) Oa

~ fe(n) o9
Jr—1 (T];) o0

. (20)

It is easy to see that when fg (T]j_) = 0,2/ (T]j_) =

“1
o9 (gg ) which is independent of f;_1. Furthermore,

if gg =0, then 2/ (7,7) =0. W

The condition fy, (7',:r ) = 0 typically indicates a satu-
ration effect or the state reaching a boundary that can-
not be crossed, e.g., when the state is constrained to
be non-negative. When the conditions in the two lem-
mas are satisfied, IPA provides sensitivity estimates that
do not require knowledge of the noise processes or the
detailed time-driven dynamics of the system, other than
mild technical conditions. Thus, one need not have a
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detailed model (captured by fr—1) to describe the state
behavior through @ = fr_i(x,0,t), t € [Tk_1,7%) in
order to estimate the effect of  on this behavior. This
explains why simple abstractions of a complex stochastic
system are often adequate to perform sensitivity analysis
and optimization, as long as the event times correspond-
ing to discrete state transitions are accurately observed
and the local system behavior at these event times, e.g.,
2’ (77) in Eq. (19), can also be measured or calculated.
In the case of SFMs, the conditions in these lemmas
are frequently satisfied since 1) common performance
metrics such as workloads or overflow rates satisfy Eq.
(18), and 2) flow systems involve non-negative contin-
uous states and are constrained by capacities that give
rise to dynamics of the form & = 0.

4 General scheme for abstracting DES to
SFM

As mentioned in the introduction, one of the main moti-
vations for SHS is to use them as abstractions of complex
DES, where the dynamics are abstracted to an appro-
priate level that enables effective optimization and con-
trol of the underlying DES. In this section, we propose
a general scheme to abstract a DES to an HS, under
the assumption that the state of the DES is represented
by integers; this is typically the case for queueing sys-
tems, hence the abstracted SHS is usually an SFM. As
an example, we apply the proposed scheme to G/G/1/K
systems, and obtain the corresponding SFMs which can
be seen to be the same as those obtained in prior work
without this systematic framework.

Consider a DES modeled by an automaton G =
{X,E, f,T'}, where X C R" is the set of states, E is the
(finite) set of events associated with G, f: X x E — X
is the transition function, i.e., f(x,e) = y means that
there is a transition caused by event e from state x to
state y, and I' : X — 2F is the active event function,
i.e., I'(z) is the set of all events e for which f(z,e) is
defined and referred to as the “active event set” of G
at = (see also Ref. [2]). In addition, for any z € X,
e € E , we define a function h; . : X — X, such that
hae (2) = f (2, €).

In what follows, we present a general scheme to
abstract G to a hybrid automaton modeling an HS.
There are two steps in the scheme: the first step is to
partition states in X into a number of discrete aggregate
states; then, in the second step, the discrete transitions
within each aggregate state are abstracted into continu-
ous (time-driven) dynamics.

Step 1 A partition divides the set of states X into
non-overlapping and non-empty subsets and is described
by the partition function P : X — Z, such that P (a) =
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P (b) if and only if states a and b are in the same subset.
A partition P; is said to be larger than Py if any states
in the same subset in Ps are also in the same subset in
Py, ie.,

Pa (a) =Py (b) =P (a) =P (b) .

We also define interior states to be states x € X that
have no active events causing transitions to states out-
side the subset they are in, i.e., a is said to be an interior
state of P if for all events e € ' (a), P (f (a,e)) =P (a).
States that are not interior are termed boundary states.

The partitions that we are interested in for the pur-
pose of abstracting G should satisfy the following two
criteria:

Criterion 1 For two states a,b € X, if P (a) = P (b),
then the following holds:

(a)=T().

Criterion 2 For any two states a,b € X, if P (a) =
P (b), then for any event e € I'(a) N T (b) such that
P(f(a,e)) =P (f (b,e)) =P (a) the following holds:

ha,e = hb,ev (22>

(21)

where hge, hpe are two functions in the state space
as defined above, i.e., they satisfy hqe(a) = f(a,e)
and hp e (b) = f(b,e). Condition (22) states an equiv-
alence relation between two functions such that for all
x € X, hge (x) = hp (z) holds. For example, hq . (z) =
hpe(x) = @+ 1; or hge(x), hpe (x) are constant func-
tions such as hg. () = hpe () = 0.

The first criterion indicates that all states x € X in
the same aggregate state (subset) must have the same
active event set. The second criterion simply states that
an active event of an aggregate state will have the same
effect for all the interior states of that aggregate state.
The partition we are seeking is the largest one satisfying
the above two criteria.

Step 2 After the state partition is carried out, the
next step is to abstract discrete transitions within each of
the aggregate states to some form of continuous dynam-
ics. This is achieved by analyzing the effects of all active
events in changing the values of the interior states. For
Zn) € R™
in a certain aggregate state, an active event e; at = that
increases the value of x; can be abstracted as a continu-
ous inflow with a rate «; (t), while an active event e that
decreases z; can be abstracted as a continuous outflow
with a rate §; (t), where z; is viewed as a “flow content”
in the system. Doing so for all events in the active set
gives flow-like continuous dynamics for all elements of
state x, such that

W= ai () - i),

Finally, we get the HS abstraction where the event-

driven part is represented by the aggregate states

example, for an interior state z = (1,22, ..,
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obtained in Step 1 and events that cause transitions
among them, and the time-driven part is represented
by the continuous system evolution within each of the
aggregate states obtained through Step 2. In addition,
the stochastic characteristics of the original DES remain
in the abstraction model, so that events between aggre-
gate states may occur randomly, and the flow rates in the
continuous dynamics within each aggregate state may be
stochastic processes. Note that the abstraction process
aims at obtaining the structure of a hybrid automaton
and not the explicit values of the flow processes involved.
As previously mentioned, we limit ourselves to DES
with integer-valued state variables, hence the abstracted
continuous dynamics normally describe flows, leading to
the class of SFMs as the abstracted SHS. For more gen-
eral DES, the abstraction process is more complicated
and may generate more general SHS other than SFM.

4.1 Example: G/G/1/K system

In order to illustrate the general scheme described above,
we apply it to a single-class single-server queueing sys-
tem with finite capacity, i.e., a G/G/1/K queueing sys-
tem with a first come first serve (FCFS) serving policy.
Let € {0,1,..., K} be the state of the system, repre-
senting the number of jobs in the queue. The queue has a
capacity K, so that when x = K further incoming jobs
will be blocked. There are two types of events in this
system, i.e., E = {a,d}, where a stands for acceptance
of a job arrival, and d represents a departure of a job
after being processed. Note that when event a occurs at
r = K, this arrival is blocked because the queue is full.
The automaton model of this system is shown in Fig. 1.

a a a a a
°I°I° ;
d d d d d

Fig. 1 Automaton model of G/G/1/K system

Applying the general scheme of the previous section,
we divide the state space of the G/G/1/K system into
the following three aggregate states:

Aggregate State 1 This aggregate state includes only
x = 0, and the active event set is obviously I" (0) = {a}.

Aggregate State 2 x belongs to this aggregate state if
0 < z < K, and the active event set is {a, d}, since there
can be both job arrivals and departures, and all arrivals
will be accepted given that the queue has not reached
its capacity. It is also easy to check that criterion (22)
is satisfied, as event a increases all x by 1, while event d
decreases all x by 1.

Aggregate State 3 This aggregate state includes only
x = K, and the active event set is T' (K) = {a,d}.

However, unlike the previous aggregate state, arrivals
at this state will be blocked because the queue is full.

Next, we abstract the transitions within the above
three aggregate states to appropriate continuous dynam-
ics. First, for aggregate states 1 and 3, since they are
both singletons with no discrete transitions within, the
corresponding continuous dynamics are obviously & = 0.
Within aggregate state 2, the active discrete transitions
are job arrivals and job departures, which can be both
abstracted as continuous flows, thus giving the continu-
ous dynamics © = « (t) — B (t), where « (t) is the inflow
rate that corresponds to job arrivals, and (3 (t) is the
outflow rate that comes from job departures.

It follows from the above analysis that the SHS
abstraction of the G/G/1/K system is an SFM with
dynamics given by

0, x=0and «(t) <B(t),
=10, x=K and a(t) > 5(t),
a(t)— B (t), otherwise,

consistent with what has been presented in previous
related work [5]. Note that there are some conditions
in the above dynamics, e.g., a (t) < S (t), that do not
directly follow from the two steps in the abstraction
scheme. They are included simply to ensure flow con-
servation.

5 Resource contention games

As mentioned in the Introduction, one of the recent
advances in IPA for SHS is the ability to develop
unbiased performance gradient estimates in multi-agent
settings where each agent has its own objective function.
This allows us to analyze a variety of game situations.
In particular, we consider resource contention games, a
class of non-cooperative games in which two or more
“users” compete for one or more sharable resources
by submitting requests for its use over time. The tra-
ditional server-queue modeling paradigm gives rise to
various types of DES depending on the types of users
and resources involved and features such as user priori-
ties, scheduling disciplines, and pricing mechanisms. As
already argued, however, these DES become increas-
ingly complex with large volumes of user requests for
a resource and with elaborate scheduling policies. SFMs
provide an abstraction process which has proved useful
in analyzing such problems. Most of the problems dealt
with in this context adopt a purely “system-centric”
point of view: the system defines an objective function
and seeks to optimize it through appropriate control
actions. However, when there are multiple user types
(also referred to as user “classes”), each user may
define its own objective function and seek to optimize it.
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This gives rise to a game setting with a “user-centric”
optimization perspective.

In this section, we will present a general setting for
resource contention games modeled through SFMs and
describe how TPA may be applied to estimate perfor-
mance metric derivatives that are then used in gradient-
based mechanisms for both “system-centric” and “user-
centric” optimization. To accomplish this goal, we need
to model SFMs with multiple user classes and accom-
modate mechanisms such as FCFS policy which, while
very simple in the DES context, is not easy to cap-
ture in the flow paradigm. Until recently, IPA had been
applied to SFMs where flows are differentiated in terms
of admission to a system, but once admitted all flows are
treated alike, e.g., Ref. [18]. IPA for SFMs that can dif-
ferentiate flow classes in terms of how they are processed
by a resource requires class-dependent performance met-
rics and gradient estimates of such metrics with respect
to controllable parameters. Chen et al. [19] studied a
multiclass SFM to analyze a dynamic priority call cen-
ter and introduced a model differentiating among flow
classes even after they enter the system; however, the
analysis is very specific to the call center application.
The general framework presented in the previous sec-
tions, and the use of induced events in particular, has
enabled the use of IPA for class-dependent performance
metrics (see Refs. [16,20]). This opens up a new frontier
in the analysis of SFMs and IPA, allowing us to study
the difference between user-centric and system-centric
optimization, and place resource contention problems in
a non-cooperative game framework.

In what follows, we will formulate a general resource
contention game in the multiclass SFM context devel-
oped in Ref. [21] and show how the IPA framework of
the previous section can be applied to this problem.
To illustrate the approach, we will solve a simple spe-
cific instance of the general problem and provide some
numerical results.

5.1 SFM for resource contention games

Suppose there are N “players” corresponding to N user
classes competing for a resource with total service capac-
ity C (t), which can be a random process. The ith user
class submits requests at a rate «;(t), generally time-
varying and random. The ith user class is also allocated a
portion of the service capacity C (t) at time ¢, denoted by
¢i (z(t),0,C (t)), which satisfies for all ¢ = 1,2,..., N:

N
D oci(z(t),0,C (1) =C (1),
=1
0<ei(z(t),0,C(1) <C(1), (23)

where @ (t) = (21 (), 22 (), ..., 2N (1)), 2; (t) = 0 is the
amount of the ith user class requests accumulated in the
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system at time ¢, and @ = (01,0, ...,0y) is a vector of
control parameters used to determine how the resource
capacity is allocated to different classes, hence affecting
the system dynamics as well, which are given by

dx;(t
O f .0
0,
x; (t) = 0 and a;(t) — G; (x(t),0) < 0,
a;(t) — B (x(t),0),

otherwise,

(24)
where (;(x (t),0) is a control policy determining the
actual service rate of class ¢ = 1,2,..., N and satisfy-
ing:

Bi(x(t),0) < ¢ (x(t),0,C(t)) for all ¢,
Bi(x(t),0) =0 for all t s.t. x; (t) = 0.

(25)
(26)

In addition, we assume that «;(t) is independent of 6.
Note that, due to Eq. (26), it follows from Eq. (24)
that «;(t) = B; (x(t),0) = 0 as long as z; (t) = 0 and
an “empty period” for class i ends whenever there is a
change from a;(t) = 0 to a;(t) > 0. Clearly, the choice
of B; (x(t), @) may affect whether “chattering” at x; =0
occurs or not.

Turning our attention to objective functions of interest
in a resource contention game, we consider three metrics:
1) the workload that a user class accumulates and would
like to minimize, 2) the resource utilization that each
class would like to maximize, and 3) the cost of resource
usage imposed by the system that each class would like
to minimize. This general-purpose tradeoff is expressed
through the following cost function for user class i:

Ji (0) = E[L; (9)]
:E{;/(J (s (8) + Ri - s (£) = 0]

+ pici (w(t)veac(t))]dt ) (27)

where p; is the unit resource price for user class i, and
R; is a given cost per unit time penalizing user class ¢
while it remains idle (1[-] is the usual indicator func-
tion). From the system’s perspective, the minimization
problem of interest involves a (possibly weighted) sum
of all J; (0):
N
J(0)=> wii(6), (28)
i=1
where w; are non-negative weight parameters.

Using the notation established in the previous sec-
tions, let us classify the events that occur in this system
as follows, where we shall use 7 to denote the kth event
time:

1. Exogenous events. In this particular system, the
processes which are independent of 6 are the user
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request rates (inflows) {a;(t)} and the capacity {C (¢)}.
If these processes involve discontinuities, then any event
associated with such a discontinuity is, by definition, an
exogenous event.

2. Endogenous events. By the definition in Eq. (2),
the event “z;(t) becomes 0” is an endogenous event with
corresponding switching function

g (:B(lf), 0) = Zi-

In addition, there may be other endogenous events
depending on the specific nature of the control poli-
cies Bi(x (t) , 0). If there is a discontinuity in §; (x(t), 0)
for z;(t) > 0 that causes a change in the time-driven
dynamics f; (x(t),0), then an endogenous event is
defined with some associated switching function.

3. Induced events. Induced events are possible as
shown in some previous work [16,20] where it is nec-
essary to model a system treating user requests on an
FCFS basis.

In what follows, we proceed without attempting
to select any specific control policies S;(x (t),0) or
¢i (2(t),0,C (t)) and derive event time and state deriva-
tives (sensitivities) with respect to @ based on the ITPA
framework presented in the previous sections.

(29)

First, for any exogenous event at 7, by definition,
Thj = gg’; =0, and 2 ;(7}) = 2} ;(r;). On the other
hand, for an endogenous event “r;(t) becomes 0”7 using
Egs. (11) and (29), we have

x;,j (7'1;)

" B (x(r7),0)

where we have used the fact that «;(7, ) = 0 based on
Eqgs. (24) and (26). We also observe that f; (x(t),0) =0
during a period with z;(¢) = 0 as seen in Eq. (24) and
that g (x(t),0) = x;, which satisfies both conditions of
Lemma 3.2, therefore,

(30)

z; () =o0. (31)

For any endogenous event at 7 that causes a discon-
tinuity in 3; (x(t),0) when x;(t) > 0 , the event time
derivatives T,'w- depend on the explicit expression for
the associated switching function. Once this is available,
we can derive 77 ; from Eq. (11). Then, using Eq. (7),

/ +) ;
z; ; (Tk ) is obtained as

ziy () = 2 ()
)
(32)

If induced events are present, recall that the SHS model
must include the additional state variables y.,(¢) in Eq.

(12). The precise way in which induced events occur is
part of the specific process we are interested in which we
do not address here in order to maintain the desired level
of generality. However, a particular resource contention
model involving induced events is studied in Ref. [16].

We now return to the ith sample function £; (6) in
Eq. (27) and rewrite it as

Nt

0= 1> [0+ peen,0,0 ()l

k=0"Tk
R;
+ T Z (Tk-‘rl _Tk)a
ked;

where N7 is the number of events contained in [0, 7] and
®, is the set of all “empty periods” of class i, defined as

O, ={k, st. z; (t) =0 for all t € [1g,Th1)}- (33)
The IPA derivative £;/90; can be obtained as
N
851 1 /Tk+l ’ 6ci
= x; ; (1) + pi
N
6ci ’
i () | dt
+p 24 9, " (t)
R;
+ T Z (T,’CHJ — T,’w») , (34)

ked;

where 7; ; are obtained as described above and z; ; (t)

are obtained by using Eq. (9), which in this case becomes

t 0B (=(w),0) t .
o) = e D [ [ (a0
Tk J

t 9B (=(u),0)
. eka ox; du

dv +1 (35)

for t €
obtained through Eq. (32) or similarly, depending on
any additional endogenous or induced events included
in the system model. In addition, recalling the system
dynamics in Eq. (26), 8; = 0 during periods [rx, Tk+1)
when z; (t) = 0, therefore, using Eq. (35), z} ;(t) =
2} (7)) = 0 according to Eq. (31) for all t € [, Tp41)
and Eq. (34) reduces to

oL, 1
09, T
Jr it I o
+) <p¢ /T | S () dt)
k=0 k m=1
Y () ]

ked;

[Tk, Tk+1), where [ is an initial condition

Th+1 ’ 6ci
Z / Ty g (t)dt‘f'Piae (Tht1 — Tk)
k%‘h Tk _7

(36)

Observe that Oc;/0xm,dc;/00; are readily evaluated
based on a given policy ¢; (z(¢),0,C (t)). Thus, the
evaluation of d£;/df; above depends on information
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related to the event times 7, and on i ; (¢). If, how-
ever, the conditions of Lemma 3.1 are satisfied, then
the entire expression depends only on information
related to the event times 7x. As an example, sup-
pose 53; (x(t),0) = C(t)6; is a simple fixed resource
allocation policy over some interval [y, 7x+1) and we
have fir (¢t,0) = a;(t) — C(t)0;. Then, it is easy to
check that Eq. (18) in Lemma 3.1 holds, and we have
aﬁi(gg(:)’e) =1[i = j], aﬁi(g(?)’e) = 0 which reduces Eq.

xr

(35) for all t € [m, Tky1) tO

i () = 2 ;(r") = 1[i = j]C () (t = 7). (37)
This is easy to compute and only requires directly
observable event time information.

5.2 A specific resource contention game

In this section, we study a relatively simple specific
instance of the general model, in order to illustrate
how this general IPA framework can be directly applied
and how to contrast a system-centric to a user-centric
optimization solution. We note that resource contention
games analyzed in Refs. [16,20] include induced events
and specific control policies and were developed prior to
the general IPA framework in Sect. 2.
Consider a game with N user classes and total service
capacity C (t) which is allocated to each class as follows:
ci(x(t),0,C(t)=C(t)0;, i=1,2,...,N, (38)
with sz\; 0; = 1,0 < 60; < 1. The system dynamics are
given by Eq. (24), where the actual service rate policy
Bi (x(t), 0) is specified for i =1,2,..., N as

a; (t), 0<a;(t)<C(t)6;
and x; (t) = Ky,
Bi (x(t),0) = Bimin, 0 <z (t) <k, (39)
0, z; (t) =0,
C(t)0;, otherwise.

Under this policy, f; (x(t),0) = C(t)6; as long as
x;(t) > K4, a given parameter for each class. If 0 <
x; (t) < K; the policy guarantees class ¢ a minimum ser-
vice rate B;min < C(t)0;. To prevent “chattering” at
z; = 0, we will assume that there exists a; > 0 such
that Q; = inft>0 {Oéi (t)} and

a; > ﬁi,min- (40)
If «;(t) is modeled as a piecewise constant function (as is
often the case), then it takes values «; € (0, B], B < oo,
belonging to a discrete set and &; obviously exists as
the smallest positive value in this set. If we insist on
modeling «;(t) as a continuous or piecewise continuous
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process, then @; only exists for any «a;(t) that always
changes from 0 to some arbitrarily small positive value
@; through a jump (our analysis, however, is not affected
by the possible presence of such chattering). Moreover,
to avoid possible chattering around x; = k;, we set
Bi (x(t),0) = «; (t) in Eq. (39) when z; (t) = k; and
0 < oy (t) < C(t)0;, thus ensuring by Eq. (24) that the
state remains at k; unless «; () > C () 0;.

In this specific model, the simple service capacity
allocation mechanism adopted does not involve induced
events. All exogenous and endogenous events are the
same as those defined in the general setting of Sect. 5.1,
except for endogenous events occurring as a result of the
switching function g (x(t),0) = x; — ;. For simplicity,
we will refer to such events as “x events” in the following
discussion.

Using Eq. (11), we can derive the event time deriva-
tives for k events as follows:

(41)

Clearly, the value of j; (.’B(Tk_ ), 0) above depends on
whether z;(7, ) < k; or x;(7, ) > k;. For convenience,
we define two separate events: an event denoted by p to
represent the case x;(7,, ) < k; and an event denoted by
7 to represent the case ;(7,, ) > k;. Let us examine next
the TPA derivatives for the state when each of these two
events takes place.

If a p event occurs, there are two possible cases:

Case 1 0 < a;(15) < C(7)0;. Based on Eq. (39),
T; (le ) = k; and the state remains unchanged until
an exogenous event happens that changes the sign of
a; (t) — C (t) 0; causing the state to increase or decrease

away from x; (t) = k;. In this case, it follows from Egs.
(32) and (41) that

@iy () =iy (m) + e () = Bi (@(7.), 6) = 0]

(42)

Case 2 «; (1) > C (1%)0;. Based on Eq. (39), the
state will cross r; and 3; (x(7;1),0) = ¢; (x(7;)),0) =
C' (11) 0;, hence from Eqgs. (32) and (41):

'r/ivj (T/:r) = ‘r/i7j (T/;) + [ci ("B(T]j)v 0) - Bi,min}
()
@i(7y, ) = Bi,min

= Az‘,kx/i,j (7'1;) , (43)

where we have defined

Oéi(T];) — C(Tk)ei

Ay = z
’ (673 (Tk ) - Bi,min
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If a ™ event occurs, there are also two possible cases:

Case 1 0 < o (1) < C(7%) ;.
Case 1 when a p event occurs and we get x;J (le) =0.

Case 2 «; (1) = 0. Based on Eq. (39), the state
will cross x; and 3; (w(T:),O) = Bimin and from Eqgs.
(32) and (41):

This is similar to

i () = @iy (1) + [Bimin — C (1) 6]

(44)

Note that in this case, a;(7, ) = 0, so that A:_Lk =

Bi,min
ci(z(7x),0)
notation.

However, we still write 1/A; ) for ease of

Between any two consecutive events, based on the spe-
cific definitions of §; (z(t), @) in Eq. (39), we obtain from
Eq. (35) for all ¢ € 15, Th+1):

,TI- ) _ xé, (le_)
o { ()

j C (Tk) (tiTk) ) 'rz,](t) > Ki, j:?’a
7

, otherwise,

(45)
where the boundary condition z; ; (1;7) is given by Egs.
(31), (42), (43) or (44) depending on the last event to
occur. Applying Eq. (45) to an interval [r;_1, T ), we can
obtain z; ; (1) as

i (1) = C (Te—1) (T — Th—1)
Ly ()= xi;(t) > ki, j=1,

x otherwise.

;,j (le_fl )a
Therefore, Egs. (43) and (44) become

zi; (re) = Airai; (1)
1
() = 0 (@5 (00) = € (mhe) (7 = 1)) -

We can now summarize the evolution of z; ; (le ) based
only on z;j (T]j__l), i.e., the value of the state derivative
at the previous event, along with the event time infor-
mation 7y, Tx—1 and a;(7, ) required to evaluate A; j:

@ (7))
Aik 5 (1)
Aikwé,j (Ti1) = 1fi = 41C (Tk—1) (Th — Th—1) ,

m occurs, «; (1) = 0,

p occurs, «; (1) > C (%) 0;,

0, otherwise.
(46)

It is worthwhile noting that if 2} ; (0) = 0, then x} ; (t) =

0 until a 7 event occurs at t = 7, and «; (13) = 0 at
which point z} ; (7)) = — C (7k-1) (Tk — Th—1) /Ai -

Turning our attention to the cost derivatives, we adopt
the cost functions defined in Eq. (27). Then, using the
fact that ¢; (z(t),0,C (t)) = C (t) 0;, the IPA derivative
0L;/90; in Eq. (36) becomes

OLi _ 1[5
o6, = T > 1i = jlpiC () + Z/T x) (1) dt
k=0 kg®; ” "k

+ R; Z (T,’HM — T,'w-)
ked;

)

where ®; is the set of all empty period intervals defined
in Eq. (33). Using Eqgs. (45) and (46), this can be further
reduced to

oL, 1 o B
86, T kg i (7)) (Trr — )

+ ,111 Z [z;j (T]:r) (Tht1 — Tk)

keO;

~1i=3° 0 (s - 2]

R.
+ Tl Z (Tl/c-i-l,j - Tllc,j)
ked;

Nt
1 o
to kZ:O 1[i = jlpiC (1),

where ¥; and ©; are defined as

U, = {k, s.t. 0 < x; (t) <k for all t € 1, Thr1)}, (48)
O; = {k, s.t. @ (t) > i for all £ € [, 7ip1)} . (49)

Note that the TPA estimators in Eq. (47) only depend
on information at events times, which is easily obtained

and computed using Egs. (30), (31), (41) and (46).
5.2.1 Numerical example

In this section, we provide numerical results obtained
on a two-class example of the game defined above. The
inflow rates are set to be simple Markov modulated
ON/OFF renewal processes, such that «; alternates
between 0 and 2.5 and times between changes are expo-
nentially distributed with mean 100 s, and a alternates
between 0 and 2 with interchanging times also exponen-
tially distributed with mean 150 s. The total capacity
C (t) remains constant, i.e., C (t) = 5 for all t. We set
K1 =5, ka2 = 6, Bimin = 0.1, Bomin = 0.15. We also
assume equal unit prices and weights, i.e., p; = p2 = 20,
and w; = we = 1.

With the IPA gradient estimators obtained in Eq.
(47), we use the stochastic approximation algorithm
given in Eq. (4) to carry out both system-centric and
user-centric optimization, as in Refs. [16,20]. In the
system-centric approach, we minimize the overall cost
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function in Eq. (28) and determine the optimal control
(03,03). In the user-centric approach, each class alter-
nates minimizing its own cost function .J;, by adjusting
only its control parameter #;. Thus, at the kth itera-
tion, class 1 “plays” by optimizing J; using 0£1/06; in
Eq. (47), and obtains the optimal control 6; ;; hence
the control of class 2 is set to 02 = 1 — 01 . Next,
at the (k 4+ 1)th iteration, class 2 “plays” with start-
ing point (61, 02,%) and using 9L2/06, in Eq. (47), and
obtains optimal control 03 ;1 1; hence, 82 1, =1 — 02 1.
In Fig. 2, we show optimization results using the IPA
gradient estimators in Eq. (47) for two game realiza-
tions with different initial conditions. Also shown is the
“actual” system-centric cost function obtained through
exhaustive simulation. We can see that our algorithm
leads to the “actual” optimal point which is approxi-
mately (0.57,0.43). However, the user-centric optimiza-
tion will not converge to the actual optimal point, and
different starting points will lead to different results
as seen in the figure. In addition, in the user-centric
optimization, the controls exhibit an oscillatory behav-
ior as shown in Fig. 3. One way to avoid this oscillatory
behavior is to adopt a negotiation scheme as proposed
in Ref. [20]. In this scheme, consider the kth iteration
and let the current allocation be (61 x,62,%). Then, class
1 evaluates its next “candidate” control, denoted by
01 , through Eq. (4) using the IPA estimate of 9L, /96,
from Eq. (47), and hence the control for class 2 as well,
denoted by 9%7k. Similarly, class 2 evaluates H%ﬂ and
03 - Then, the new allocation for the next iteration is
obtained from

optimal 0, i

0.55F
0.50 )
045

0.40 |

o,

user-centric optimization of Class |

L
T

0.20 3 . g
0 20 40 60 80 100 120 140 160 180 200
time/s
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2 2
Oriir = Gy, Bakpr =) Gbsy  (50)

=1 =1

where 25:1 ¢; = 1 and ¢ is the “negotiation weight”
for class i (agreed upon in advance), which reflects the
class’s relative “power” or a “price” that class ¢ is willing
to pay to influence the ultimate allocation. An attrac-
tive feature of this scheme is that, when the negotiation
weights and step sizes for each class satisfy the sufficient
condition in the following lemma, the user-centric opti-
mization will also converge to the actual optimal point.

Lemma 5.1 Let {n; ,} be the sequence of step sizes
adopted by class ¢ in the user-centric optimization. If
Cimpn = Cane,n for all m € {1,2,...}, then user-centric
optimization will converge to (6%, 63).

700 |
650 user-centric |
600 ’ \ user-centric 2
550 [
X w1 '
= 500 ¢ S i
) objective '
450 1 function !
400 | . -—{———*“"'system-cemric 2
system-centric 1 !
350 | \ i ‘
300 ; : "p-...-:.-a‘. s

0.2 0.3 0.4 05 06 0.7 0.8

"' ‘optimal 6,

Fig. 2 Optimization results

0.75 f

0.70

(N

user-centric optimization of Class 2

0.65 |

0.60 |

optimal &,

0.55 . . . !
0 20 40 60 80 100 120 140 160 180 200
time/s

Fig. 3 Oscillatory behavior of control parameters
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Proof Based on Eq. (50), for any iteration k,

01541 = (167 5 + (207

o0J (0
=C | O,k — Mk 1 (6) +¢ (00— ng)
00,
B 0.J1 (9)
=( (91,k Mk 99, )
0J> (0
+ (o [9 - (92,k — M2,k 8292 ))]
B 04 (0)
= <91,k M1,k 06, )
0Js (0
+ (2 <91,k + M2,k (926‘2 ))
0J (6 0J> (6
= (G + )01k — Gk 819(1 ) + Comok 829(2 )
B B dJ1 (0) dJ2 (0)
=601 —CMk 06, + Czﬁ2,ka ©—0)
o 0, () 0> (0)
=01 —CMmk 06, Gama,k 06,

Then if (1715 = (2m2,%, which we denote as 7, the above
equation is further reduced to

0J1 (6 0J> (0
01,6+1 = 01, — Nk 819(1 ) _ Mk 829& )
_ aJy1(0) | 0J2(0)
=01k — Mk < 06, + 26,
a7 ()
=01 — . 51
1,k — Mk 06, ( )
Similarly,
oJ (0
02, k+1 = 02,1 — Nk 89(2 )- (52)

From Egs. (51) and (52), one can see that under the
given condition the user-centric optimization is equiva-
lent to a system-centric optimization using a step size
sequence {7y}, therefore both will converge to the same
point. W

We note that the above sufficient condition is quite
restrictive. Generally, even if the oscillatory behavior is
eliminated, there is still no guarantee that user-centric
optimization will converge to (6%, 65).

6 Conclusions and future work

We have provided an overview of a recently developed
general framework for IPA in SHSs and established some
conditions under which IPA is particularly simple and
efficient. When our goal is to develop an SHS as an
abstraction of a complex DES, we have presented a sys-
tematic method for generating such abstractions. The
proposed IPA framework opens up a new spectrum of
applications where IPA may be used to study a class of

stochastic non-cooperative games termed “resource con-
tention games”. In such games, multiple users compete
for a sharable resource and IPA enables gradient-based
optimization for both a system-centric and a user-centric
perspective. We have provided numerical results for a
simple version of a resource contention game to illustrate
the effectiveness of the IPA framework and to contrast
system-centric and user-centric optimization. In general,
the corresponding solutions do not coincide, giving rise
to what is referred to as “the price of anarchy”. However,
for at least one class of resource contention problems it
was recently shown that these two solutions do in fact
coincide [22], opening up an interesting directions at
exploring conditions under which this is possible.
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