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Abstract—Dynamic voltage scaling is used in energy-limited systems as a means of conserving energy and prolonging their life. We

consider a setting in which the tasks performed by such a system are nonpreemptive and aperiodic. Our objective is to control the

processing rate over different tasks so as to minimize energy subject to hard real-time processing constraints. Under any given task

scheduling policy, we prove that the optimal solution to the offline version of the problem can be efficiently obtained by exploiting the

structure of optimal sample paths, leading to a new dynamic voltage scaling algorithm termed the Critical Task Decomposition

Algorithm (CTDA). The efficiency of the algorithm rests on the existence of a set of critical tasks that decompose the optimal sample

path into decoupled segments within which optimal processing times are easily determined. The algorithm is readily extended to an

online version of the problem as well. Its worst-case complexity of both offline and online problems is OðN2Þ.

Index Terms—Hard real-time system, voltage scaling, optimal control, sensor networks, nonpreemptive.

Ç

1 INTRODUCTION

MINIMIZING energy consumption in low-power systems
has become a critical design consideration, especially

in view of proliferating portable and mobile real-time
embedded systems whose lifetime is strongly dependent on
battery management. In sensor networks, for example,
nodes incorporate small, inexpensive devices with limited
battery capabilities. Prolonging battery life is closely tied to
the network’s overall performance; for instance, the failure
of a few nodes can cause significant topological changes
which require substantial additional energy to reorganize
the network [1]. In low-power systems, the processor
reportedly accounts for 18 to 30 percent of the overall
power consumption and often exceeds 50 percent [2].
Controlling the voltage and clock frequency provides the
means to regulate processor power consumption leading to
Dynamic Voltage Scaling (DVS) techniques [2], [3], [4]. For
CMOS processors, the total energy consumption Etotal

mainly includes two parts: the dynamic energy consump-
tion Edyn / V 2

dd caused by the supply voltage Vdd and the
leakage energy consumption Eleak caused by the leakage
currents. Thus,

Etotal ¼ Edyn þ Eleak; Edyn ¼ C1V
2
dd; ð1Þ

and the processing frequency (clock speed) is given by

f ¼ ðVdd � VtÞ
�

C2Vdd
; ð2Þ

where C1, C2, and � 2 ½1; 2� are constants dependent on the
physical characteristics of a device and Vt is the threshold
voltage, so that Vdd � Vt. These relationships may be
approximate, but the functional interdependence of Vdd,
Etotal, and f clearly indicates that reducing the voltage
provides an opportunity to reduce energy at the expense of
longer delays, which adversely affects performance with
possibly catastrophic consequences in hard real-time
systems [5]. Thus, managing this trade-off becomes an
essential design and dynamic control problem.

In this paper, we consider system processing tasks which
are nonpreemptive and aperiodic. We also assume that the
order in which the tasks are to be executed is given a priori
according to some scheduling policy. Note that determining
the optimal order in which to execute tasks is a separate
(NP-hard) problem. Our goal is to assign processing times
(equivalently, processor speeds through voltage control) to
tasks so as to minimize a total energy consumption function
while guaranteeing that no task completion exceeds a given
deadline. Our approach is based on a similar optimization
framework as in [6] and [7], but the structure of the problem
in our setting leads to some attractive properties that we
exploit to develop a new DVS algorithm. This algorithm is
shown to improve upon the DVS algorithm developed by
Yao et al. [8] by a factor of N and is guaranteed to obtain the
optimal solution of the offline problem (where task arrivals
and deadlines are known) under any given task scheduling
policy. The algorithm is also readily extended to an online
problem where task arrivals and deadlines are not known
in advance, but tasks are assumed to arrive within a given
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interval. Its worst-case complexity, for both offline and
online cases, is OðN2Þ. The efficiency of the algorithm rests
on the existence of a set of critical tasks that decompose the
optimal sample path into decoupled segments within which
optimal processing times are easily determined. The key to
the low complexity lies in the fact that a simple procedure
can be developed to detect these critical tasks.

The paper is organized as follows: Section 2 summarizes
related work. Section 3 develops an offline DVS algorithm.
In Section 3.1, the offline DVS problem with hard real-time
constraints is formulated and the two main challenges it
poses are described. We subsequently identify the struc-
tural properties of the optimal sample path for this
problem, first based on a busy period decomposition
(Section 3.2) and then based on further decomposing a
busy period through critical tasks (Section 3.3). The final
solution to the offline problem is obtained in Section 3.3,
where our main result, the Critical Task Decomposition
Algorithm (CTDA), is presented. Section 4 extends the
offline DVS algorithm to online problems. In Section 5,
some simulation-based experimental results are presented,
illustrating the low computational complexity of the
CTDA. Section 6 concludes the paper.

2 RELATED WORK

A number of DVS algorithms have been proposed over the
last decade. Most of them are designed for preemptive
scheduling of real-time systems, as in [8], [9], and [10]. In
practice, when considering systems with very limited
resources (e.g., restricted battery life, storage capacity)
nonpreemptive scheduling is often a better choice because
uncontrolled preemption can give rise to a large number of
context switches requiring larger stack sizes and increased
energy consumption [11], [12]. Moreover, nonpreemptive
scheduling is necessary in some applications, such as
executing wireless packet transmission tasks which also
happen to be particularly energy-intensive and fall within
the framework presented in this paper [13], [14]. DVS
algorithms developed for the nonpreemptive case have
been reviewed in [15]. Many of them were developed for
systems with periodic tasks, as in [16]. In this paper, we
consider a system with aperiodic tasks which arise in a
setting consisting of asynchronously operating components
(e.g., a sensor network where sensing units asynchronously
supply data to a processing node). In the offline version of
our optimization problem, task arrival times and associated
deadlines are known in advance. In the online case, task
arrival times at the processor are generally random. As
discussed in Section 4, we will model them as being
constrained to occur in a given time interval.

Our approach is motivated by the work in [6], where the
nonpreemptive and aperiodic case is considered with a
known arrival time schedule and an optimal control
problem is solved with an objective function incorporating
the trade-off between processing performance and task
timeliness. The problem is solved through the so-called
Forward Decomposition Algorithm (FA) with applications
motivated from manufacturing systems; it was later applied
to the DVS problem in [17]. The FA can avoid the
combinatorial complexity that often comes with such
scheduling problems, but it still requires the solution of N
(the number of tasks) nonlinear programming (NLP)

problems, which is generally demanding for online applica-
tions with limited on-board computational capacity. For the
case of tasks with real-time constraints, Yao et al. [8]
developed an algorithm (referred to as YDSA in the rest of
the paper) which does not involve solving NLP problems.
Although the YDSA was originally designed for preemptive
systems, it can also be applied to nonpreemptive cases after
some simple modifications. Its complexity in solving offline
problems is OðN3Þ (originally claimed to be OðN log2 NÞ)
and becomes OðN4Þ when solving online problems; this is
typically not sufficiently efficient for demanding real-time
applications. In the following sections, we will develop a
new algorithm provably optimizing energy costs subject to
real-time constraints whose complexity is OðN2Þ by exploit-
ing the structure of optimal sample paths of the associated
nonlinear optimization problem.

3 OFFLINE DVS ALGORITHM

3.1 Problem Formulation

The hard real-time system we consider is modeled as a
single-stage queuing system with the objective of minimiz-
ing energy consumption while guaranteeing to meet hard
real-time constraints (deadlines). In the offline problem, the
arrival times of tasks and their associated deadlines are
known.

To achieve this goal, there are two issues we need to
handle: 1) how fast to process tasks and 2) how to order
tasks. Since the latter issue is NP-hard for nonpreemptive
systems with aperiodic tasks [15], it is necessary for a
system with limited computational resources to adopt a
specific scheduling policy of sufficient simplicity to be used
in the real-time environment we have described and to
facilitate the development of DVS algorithms with poly-
nomial complexity. For example, the Earliest Deadline First
(EDF) policy and the First Come First Served (FCFS) policy
are appropriate candidates. Our approach is independent of
the scheduling policy, since, once the policy to decide task
order is selected, we can fix the processing order of tasks
and model their queuing dynamics through the standard
Lindley equation [18] as follows:

xi ¼ maxðxi�1; aiÞ þ �i�i; ð3Þ

where ai and xi are the arrival time and departure time,
respectively, of task i, �i is the processing time per operation
for task i (the controllable variable in our problem), and �i
is the number of operations (or instructions) needed for
task i. For example, if we apply the FCFS policy, we then
order the task indices so that a1 � a2 � � � � � aN ; if we apply
the EDF policy, then we order the task indices so that
d1 � d2 � � � � � dN . Clearly, EDF and FCFS may be poor
policies for some nonpreemptive cases, but our approach is
not limited to these policies; it is applicable to any given
policy which may be chosen depending on the application
of interest.

We can now concentrate on the first issue above, i.e.,
controlling the processing rate of tasks so as to minimize an
energy consumption function while ensuring that all task
deadlines are satisfied. Thus, we formulate a deterministic
finite-horizon nonlinear optimization problem which we
will refer to in the sequel as Problem J :
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min
�1;...;�N

J ¼
XN

i¼1
�i�ð�iÞ

n o
s:t: �i � 0; i ¼ 1; . . . ; N; x0 ¼ �1;

xi ¼ maxðxi�1; aiÞ þ �i�i; i ¼ 1; . . . ; N ;

xi � di; i ¼ 1; . . . ; N;

where N is the total number of tasks to be processed, di is

the deadline of task i, and �ð�Þ is the energy consumption

per operation. Note that the hard real-time constraints are

captured through xi � di, i ¼ 1; . . . ; N . In this problem, the

control variable is the processing time per operation �i
(equivalently, fi ¼ 1=�i is the processor speed when

processing task i) which is directly related to voltage as

explained below. Usually, DVS techniques operate through

the software/hardware interface [17]. The software is not

aware of the operating voltage used by the hardware, i.e.,

the voltage is adjusted depending on the processing time

per operation for the desired task.

Regarding the energy consumption function �ð�iÞ in

Problem J , we emphasize that the analysis that follows is

independent of its precise form as long as it is a strictly

convex and monotonically decreasing function of �i. How-

ever, we can obtain more information on �ð�iÞ by using the

relationships (1)-(2) from which we can write

�ð�iÞ ¼ Etotal ¼ C1ðh�1ð�iÞÞ2 þEleak; ð4Þ

where

�i ¼ hðVddÞ ¼
C2Vdd

ðVdd � VtÞ�

and h�1ð�iÞ is its inverse function. For � 2 ½1; 2�, it can be
easily seen that hðVddÞ is convex and monotonically
decreasing. Based on this fact, h�1ð�iÞ can be shown to be
also convex and monotonically decreasing. In particular,
since hðVddÞ is convex, then for any �1, �2, and any � 2 ½0; 1�,

��1 þ ð1� �Þ�2

¼ �hðh�1ð�1ÞÞ þ ð1� �Þhðh�1ð�2ÞÞ
� hð�h�1ð�1Þ þ ð1� �Þh�1ð�2ÞÞ:

Since hðVddÞ is monotonically decreasing, h�1ð�iÞ is also
monotonically decreasing, which implies, for any � 2 ½0; 1�:

h�1ð��1 þ ð1� �Þ�2Þ
� h�1ðhð�h�1ð�1Þ þ ð1� �Þh�1ð�2ÞÞÞ
¼ �h�1ð�1Þ þ ð1� �Þh�1ð�2Þ;

that is, h�1ð�iÞ is convex and also monotonically decreasing.

Due to the presence of Eleak in (4), �ð�iÞ is generally not

convex or monotonically decreasing [19] since Eleak

increases with Vdd decreasing. However, there exists a

lower operating bound, Vmin, on Vdd such that Eleak can be

regarded as a small constant in the operating range. Since

h�1ð�iÞ is strictly convex and monotonically decreasing in

�i, �ð�iÞ is a convex and monotonically decreasing function

in �i with the corresponding upper bound expressed

as �max ¼ C2Vmin

ðVmin�VtÞ� . Moreover, the supply voltage Vdd is

physically limited by an upper bound Vmax, that is, there

is a corresponding lower bound for �i expressed as

�min ¼ C2Vmax

ðVmax�VtÞ� . To summarize, we have

�min � �i � �max; �min ¼
C2Vmax

ðVmax � VtÞ�
;

�max ¼
C2Vmin

ðVmin � VtÞ�
:

ð5Þ

Note that the boundary constraints �min � �i � �max are

omitted in Problem J . However, we shall show in

Section 3.4 (Proposition 3) that the solution of the modified

Problem J with the constraints (5) included is easily

recovered from the solution of Problem J . We can,

therefore, first study this problem. Before proceeding, we

stress once again that the precise form of �ð�iÞ or the values

of the constants C1, C2 are not essential; as we shall see,

what matters is only the assumption that �ð�iÞ is a strictly

convex and monotonically decreasing function of �i.
Looking at Problem J , we can see that there are two

main difficulties: 1) The potentially high dimensionality of

the control vector ð�1; . . . ; �NÞ, given that the number of

tasks N may be very large, which can lead to a

combinatorial complexity similar to that encountered in

[6], and 2) the nondifferentiability of the constraints

introduced by the presence of the “max” operators. With

regard to the second issue, it is certainly possible to

eliminate the max operators by replacing the nondifferenti-

able constraints of the form (3) by inequality constraints

si � ai, si � xi�1, where si is a dummy variable, together

with linear constraints xi ¼ si þ �i�i, i ¼ 1; . . . ; N . However,

this approach would double the dimensionality of the

problem and also add 2N inequality constraints, which

makes it even less likely for a resource-limited device to be

able to handle the computational complexity of such an

NLP problem. In the next two subsections, we will show

how to overcome both of these difficulties by decomposing

the original problem into smaller, simpler problems whose

solution (and, hence, the solution of Problem J) can be

obtained without any need for an NLP problem solver.

3.2 Busy Period Decomposition

We begin with the observation that a sample path of the

queuing system whose dynamics are captured through (3)

can be decomposed into busy periods, i.e., intervals during

which the processor is busy processing tasks, separated by

idle periods. This decomposition allows us to eliminate the

nondifferentiable constraints in Problem J without introdu-

cing any additional decision variables or inequality con-

straints and replace the original problem with several

simpler ones of lower dimensionality. Let x�i denote the

optimal departure time of task i.

Definition 1. A Busy Period (BP) is a contiguous set of tasks

fk; . . . ; ng such that x�k�1 < ak, x
�
n < anþ1, and x�i � aiþ1 for

i ¼ k; . . . ; n� 1.

If we know that a particular set of tasks fk; . . . ; ng
defines a BP, then we can associate a problem with this BP

which is simpler than Problem J and will be referred to as

Problem Qðk; nÞ:
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min
�k;...;�n

Qðk; nÞ ¼
Xn

i¼k �i�ð�iÞ
n o

s:t: xi ¼ ak þ
Xi

j¼k �j�j; �i � 0; i ¼ k; . . . ; n;

xn � dn; aiþ1 � xi � di; i ¼ k; . . . ; n� 1:

By the definition of a BP, it is clear that xk ¼ ak þ �k�k
and xi ¼ xi�1 þ �i�i for all i ¼ kþ 1; . . . ; n. Therefore,
the nondifferentiable constraints (3) are replaced by
xi ¼ ak þ

Pi
j¼k �j�j, i ¼ k; . . . ; n, and the dimensionality

of Qðk; nÞ is no larger than N . Thus, if we can identify all
BPs in the task set f1; . . . ; Ng, then we can decompose
Problem J into a number of smaller and simpler problems
of the form Qðk; nÞ. Let us, therefore, focus on identifying
this BP structure. Proposition 1 provides the means for
achieving this through simple comparisons of the known
data aiþ1 and di for every i ¼ 1; . . . ; N .

Proposition 1. Tasks fk; . . . ; ng constitute a single BP and its
last task n ends at dn, i.e., x�n ¼ dn, if and only if ak > dk�1,
anþ1 > dn, and aiþ1 � di for each i ¼ k; . . . ; n� 1.

Proof. See the Appendix. tu
This property implies that a BP can be identified by

simple comparisons of the available arrival and deadline
information, a procedure whose complexity is OðNÞ.
Moreover, since x�n ¼ dn, the end of every BP is given by
the (known) deadline of task n. This implies that we can
further simplify Qðk; nÞ by replacing the inequality con-
straint xn � dn by the equality constraint xn ¼ dn.

The BP decomposition above allows us to concentrate on
solving Problem Qðk; nÞ with the added simplification that
the inequality constraint “xn � dn” is replaced by “xn ¼ dn.”
However, it should be noted that the dimensionality of
Problem Qðk; nÞ may still be high (N in the worst case,
where tasks f1; . . . ; Ng constitute a single BP). In addition,
Qðk; nÞ includes inequality constraints on xi that make its
solution harder to obtain. In the next subsection, we will
introduce a new structural property allowing us to further
decompose each one of the Qðk; nÞ problems and ultimately
solve it through a computationally simpler algorithm.

3.3 Critical Task Decomposition

In this section, we identify an additional structural property
that leads to decomposition of a BP fk; . . . ; ng into subsets
termed “blocks” associated with certain “critical tasks.” We
begin with the following lemma:

Lemma 1. 1) If ��i > ��iþ1, then x�i ¼ aiþ1, and 2) if ��i < ��iþ1,

then x�i ¼ di.
Proof. See the Appendix. tu

Lemma 1 identifies two cases when an optimal task
departure time x�i is readily computed: If we can detect
which of the two cases applies, then x�i is directly
determined as either aiþ1 or di. We associate these two
cases with “critical tasks” through the following definitions:

Definition 2. If ��i 6¼ ��iþ1, task i is critical. If ��i > ��iþ1,

then task i is left-critical. If ��i < ��iþ1, then task i is
right-critical.

Definition 3. A block in a BP fk; . . . ; ng is a contiguous set

of tasks fp; . . . ; qg ðk � p � q � nÞ such that ��p�1 6¼ ��p ,
��q 6¼ ��qþ1, and ��i ¼ ��j for all i; j 2 fp; . . . ; qg.

Using the definitions above, a BP consists of a set of
blocks separated by critical tasks. If all left-critical and right-
critical tasks in a BP can be detected, then the optimal
controls for tasks in each block can be directly and easily
determined. An example is shown in Fig. 1, where, for
simplicity, we let �1 ¼ � � � ¼ �9 ¼ 1. Assume we can detect
that ��4 < ��5 so that task 4 is right-critical, which implies that
x�4 ¼ d4 from Lemma 1. Then, the optimal controls of tasks
{1, 2, 3, 4} in BLOCK 1 are all equal and can be determined
as ��i ¼ ðd4 � a1Þ=4, i ¼ 1; . . . ; 4. Similarly, if we can also
detect that ��6 > ��7 , then task 6 is left-critical, which implies
that x�6 ¼ a7. Thus, the optimal controls of tasks {5, 6} in
BLOCK 2 can be determined as ��i ¼ ða7 � d4Þ=2, i ¼ 5; 6,
and the optimal controls of tasks {7, 8, 9} in BLOCK 3 are
given by ��i ¼ ðd9 � a7Þ=3, i ¼ 7; 8; 9. Hence, all that remains
is to identify all critical tasks. This is accomplished next and
our final result is formalized in Proposition 2.

When examining a BP, we apply a forward way to
identify all critical tasks; that is, in every iteration, we
always search for the first critical task in the BP and identify
the corresponding block. In the next iteration, we examine
the remainder of the BP as if it were a new one and detect
the first critical task in it. Repeating the process, all critical
tasks can be found. Based on this idea, we only need to
focus on finding the first critical task in a BP. This is
accomplished by formulating Problem CðpÞ below, where
k � p � n and sp is the starting time of the current BP, i.e.,

sp ¼ ak1½p ¼ k� þ x�p�11½p > k�;

where 1½�� is the usual indicator function. Problem CðpÞ is
defined as follows:

min
�p;...;�n

CðpÞ ¼
Xn

i¼p �i�ð�iÞ
n o

s:t: xi ¼ sp þ
Xi

j¼p �j�j; �i � 0; i ¼ p; . . . ; n;

aiþ1 � xi � di; i ¼ p; . . . ; n� 1; xn ¼ dn:

This can be regarded as a subproblem of Qðk; nÞ. In par-
ticular, if p ¼ k, then CðkÞ coincides with Problem Qðk; nÞ.
If p > k, then task p� 1 is the critical task identified in the
last iteration and the remaining tasks fp; . . . ; ng are viewed
as a new BP starting at sp ¼ x�p�1 and ending at dn.
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Proposition 2 provides the means to determine the first

critical task in the BP fp; . . . ; ng. We first establish some

convenient notations. Define, for i ¼ p; . . . ; n� 1,

GiðpÞ ¼
aiþ1 � spPi

j¼p �j
; HiðpÞ ¼

di � spPi
j¼p �j

; ð6Þ

and

GnðpÞ ¼ HnðpÞ ¼
dn � spPn
j¼p �j

:

Note that GiðpÞ is the processing time per operation

assigned to all tasks in a block ½sp; aiþ1� which ends with a

right-critical task i (by Lemma 1). The same is true for HiðpÞ
when the block ½sp; di� ends with a right-critical task. Both

GiðpÞ and HiðpÞ are readily computed for any given p and

i ¼ p; . . . ; n.
In addition, we define, for i ¼ pþ 1; . . . ; n,

G�i ðpÞ ¼ max
j2fp;...;i�1g

GjðpÞ;

H�i ðpÞ ¼ min
j2fp;...;i�1g

HjðpÞ;
ð7Þ

and

LiðpÞ ¼ arg max
j2fp;...;i�1g

GjðpÞ;

RiðpÞ ¼ arg min
j2fp;...;i�1g

HjðpÞ;
ð8Þ

where the operators “arg max ” and “arg min ” stand for the

argument of the maximum and the minimum, respectively.

By convention, if there are multiple indices in fp; . . . ; i� 1g
that satisfy the definitions of LiðpÞ and RiðpÞ in (8), then we

choose the largest index.

Proposition 2. Consider the problem CðpÞ and some i 2
fpþ 1; . . . ; ng such that GjðpÞ � H�j ðpÞ and HjðpÞ � G�j ðpÞ
for all j 2 fpþ 1; . . . ; i� 1g. Then,

1. If GiðpÞ > H�i ðpÞ, then task RiðpÞ is a right-critical
task and also the first critical task in the BP fp; . . . ; ng.
Moreover, ��j ¼ H�i ðpÞ for all j 2 fp; . . . ; RiðpÞg.

2. If HiðpÞ < G�i ðpÞ, then task LiðpÞ is a left-critical task
and also the first critical task in the BP fp; . . . ; ng.
Moreover, ��j ¼ G�i ðpÞ for all j 2 fp; . . . ; LiðpÞg.

Proof. See the Appendix. tu

Based on Lemma 1 and Proposition 2, an algorithm that

executes the critical task decomposition and determines the

optimal controls is given in Table 1. We shall refer to it as

the Critical Task Decomposition Algorithm (CTDA).

3.4 Additional Boundary Constraints

As already mentioned, in Problem J , we omitted the

constraints (5) imposed on the controllable variables �i,

i ¼ 1; . . . ; N . Having obtained through Proposition 2 the

solution of Problem J , we will now show that the solution

of the modified Problem ~J below (incorporating the

boundary constraints �min � �i � �max) can be recovered

from that of Problem J :

min
�1;...;�N

~J ¼
XN

i¼1
�i�ð�iÞ

n o
s:t: �min � �i � �max; i ¼ 1; . . . ; N;

xi ¼ maxðxi�1; aiÞ þ �i�i; i ¼ 1; . . . ; N;

x0 ¼ �1; xi � di; i ¼ 1; . . . ; N:

The connection between Problems J and ~J is established
through Proposition 3.

Proposition 3. Let ~��i denote the optimal solution of Problem ~J .

If ��i � �min for i ¼ 1; . . . ; N , then ~��i ¼ minð��i ; �maxÞ; other-

wise, Problem ~J is infeasible.

Proof. See the Appendix. tu

It follows from Proposition 3 that, having obtained the

solution of Problem J , we can check the feasibility of

Problem ~J and derive its optimal solution ~��i , i ¼ 1; . . . ; N ,

as a function of �min, �max, and ��i , i ¼ 1; . . . ; N .

3.5 Complexity Analysis

In this section, we analyze the complexity of the CTDA and

compare it to the YDSA [8]. As mentioned in Section 2, the

YDSA is designed for preemptive models, but it can also be

used (after some simple modifications) to solve the offline

DVS problem with nonpreemptive scheduling which we

have considered. Thus, it is worth comparing the two

approaches in terms of their relative computational com-

plexities. As shown next, through the use of critical tasks in

the CTDA, we have developed results in lower complexity

than the YDSA, which relies on the identification of critical

intervals. We point out that the notion of “criticality” in the

two algorithms is entirely different.
In the CTDA, we define a critical task as one whose

processing time per operation differs from that of the next

task, i.e., ��i 6¼ ��iþ1. In [8], a critical interval (when the

system is nonpreemptive and operates under FCFS) is

defined as one with the largest intensity, i.e.,
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TABLE 1
Pseudocode of the Critical Task
Decomposition Algorithm (CTDA)



I� ¼ arg max
I2f½ai;dj�ji;j¼1;...;Ng

Xj
k¼i

�k=ðdj � aiÞ;

which can be regarded as containing those tasks with the
shortest processing time per operation. Let nb denote the
number of tasks in a BP. In each iteration, the CTDA
identifies a critical task with complexity OðnbÞ, while the
YDSA identifies a critical interval with complexity Oðn2

bÞ.
Thus, the CTDA solves Problem Qðk; nÞ with complexity
Oðn2

bÞ, while the YDSA solves it in Oðn3
bÞ.

Looking back at Problem J , let nm denote the size of the
longest BP in the task set f1; . . . ; Ng. Then, the CTDA solves
Problem J with complexity OðNnmÞ, while the YDSA solves
it in OðNn2

mÞ since there are approximately N=nm BPs. In
the worst case, nm ¼ N , i.e., when the whole process
consists of a single BP, the complexity of the CTDA is
OðN2Þ while the complexity of YDSA is OðN3Þ.

4 ONLINE DVS ALGORITHM

4.1 Problem Formulation and Solution

In the offline problem solved so far, the task arrival times ai,
i ¼ 1; . . . ; N , are known in advance. In practice, these arrival
times may be unknown a priori. In this section, we define
an online problem based on the notion of “release time
jitter” [20] to capture this uncertainty. Specifically, ai is a
random variable defined over a known interval ½a�i ; aþi �,
which includes situations where expected tasks not re-
ceived within a particular time interval are considered
useless and are never processed (e.g., expected data that
arrive too late to a processing node in a sensor network).

The uncertainty introduced by “release time jitter”
makes it infeasible to obtain optimal controls based on the
actual arrival times. To guarantee that deadlines are met in
all cases, we inevitably have to make decisions based on the
worst case, that is, assuming future tasks will arrive at the
latest possible time aþi . However, the optimal solution
based on the worst case analysis must be conservative. To
obtain better performance, we utilize an online algorithm
which allows us to reoptimize controls based on new
observations made at a number of appropriately defined
decision points. In particular, new information is acquired
when the events characterizing the system take place, i.e., at
task arrival times and at task departure times. In what
follows, we choose task departure times to be these decision
points, corresponding to what is known as “intertask” DVS
[10] (other approaches for online control are considered in
[21]). Our approach does not depend on the choice of
decision points chosen. However, from a practical stand-
point, updating controls upon each arrival time can be
problematic when arrivals are bursty, in which case, it is
even possible that the calculation of new controls takes
longer than an interarrival time and this can lead to
unstable behavior.

At decision points, we can observe the actual arrival
times of all tasks in the queue and this information can be
utilized to improve the optimal control. Fig. 2 is an example
to illustrate how to improve optimal controls by updating
arrival information. At the decision point xK�2, task K has
not arrived, thus, aK , its actual arrival time, is unknown.
The optimal control at xK�2 has to be computed based on
the worst-case arrival time aþK . On the other hand, at the
next decision point xK�1, task K has arrived and is in the

queue so that we can make use of aK to evaluate the optimal
controls obtained when aþK is replaced by aK .

The observed arrival time of task i at the Kth decision
point (i.e., xK�1) is defined as

�ai ¼ ai1½xK�1 � ai� þ aþi 1½xK�1 < ai�:

Then, based on these observations, we solve the following
online problem at the Kth decision point:

min
�K;...;�N

JðKÞ ¼
XN

i¼K �i�ð�iÞ
n o

s:t: �min � �i � �max; i ¼ K; . . . ; N;

xi ¼ maxðxi�1; �aiÞ þ �i�i; i ¼ K; . . . ; N;

x0 ¼ �1; xi � di i ¼ K; . . . ; N:

It is important to note, however, that we apply only the
optimal control for task K, since future task controls may be
different at the next decision point, based on newly
acquired arrival time information. Since Problem JðKÞ
above has the same form as the offline problem ~J we have
already solved, we can still use the busy period and critical
task decomposition method to obtain its optimal solution.
In fact, it is not necessary to solve Problem JðKÞ completely:
We only need to identify the first BP and its first critical
task, since only the optimal control of the first task is
required at the time that JðKÞ is solved.

4.2 Complexity Analysis

Let nb denote the size of the first BP when solving
Problem JðKÞ. As mentioned above, at each decision point,
the CTDA only needs to identify the first critical task with
complexity OðnbÞ so as to obtain the optimal control of the
first task only. In contrast, the YDSA needs to solve the whole
problem related to the first BP in the worst case with
complexity Oðn3

bÞ so as to obtain the optimal control of the
first task.

Let nm denote the size of the longest BP. If there are
N tasks to be processed, the overall complexity of the CTDA
is OðNnmÞ, the same as in the offline case, while the
complexity of the YDSA becomes OðNn3

mÞ, worse than the
offline case. In the worst case nm ¼ N , the complexity of the
CTDA is still OðN2Þ while the complexity of the YDSA
becomes OðN4Þ. Thus, the CTDA is more suitable as an
online algorithm by virtue of the forward decomposition
way in which it operates.

5 SIMULATION RESULTS

5.1 CTDA versus YDSA

We provide some simulation results in order to illustrate
the computational complexity of the CTDA and compare it
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Fig. 2. Online framework example: aK does not need to be estimated at
xK�1.



to that of the YDSA in [8]. We omit simulation results for

the performance obtained under various DVS algorithms

since we have formally shown that the CTDA gives optimal

performance.
Define the probability that a task iþ 1 arrives after the

deadline of the last task as P ðdi < aiþ1Þ ¼ 1=nb. We can use

this probability to derive a process with the average BP size

set to nb. In the following, all algorithms are programmed in

C++ and are executed on a computer with CPU Intel

Pentium M 2.8 GHz. We compare the complexity of CTDA

and YDSA based on the elapsed time (seconds) in two cases:

nb ¼ N and nb ¼ 100 (the online YDSA [8] applies the

average rate heuristic, which is not applicable to non-

preemptive systems but only preemptive systems; there-

fore, we only compare with the offline YDSA). The results

are shown in Figs. 3 and 4, respectively.
In the case of nb ¼ N , we can see that the complexity of

the CTDA increases quadratically with N and the

complexity of the YDSA increases cubically in N , as

detailed in the previous sections. We can see that the

complexity of the CTDA increases linearly in N in the case

of nb ¼ 100. In addition to the CTDA having a lower level

of complexity compared to the YDSA in [8], note that both

the offline and online versions have the same order of

complexity. Thus, the CTDA can fully take advantage of

an online implementation.

5.2 Online versus Offline

Consider the problem

min
u1;...;uN

J ¼
XN
i¼1

�iðuiÞ ¼
XN
i¼1

�iC1
Vtui

ui � �iC2

� �2
( )

s:t: ui �
�iC2Vmax

Vmax � Vt
; i ¼ 1; . . . ; N ; x0 ¼ 0;

xi ¼ maxðxi�1; aiÞ þ uk � di; i ¼ 1; . . . ; N ;

ai 2 a�i ; a
þ
i

� �
; aþi < a�iþ1; i ¼ 1; . . . ; N;

where Vmax ¼ 5, Vt ¼ 1, C1 ¼ 1, and C2 ¼ 0:1. The parameter

values selected are motivated by CMOS microprocessor

power consumption data. We will assume that there is a

total of 50 tasks to be processed, i.e., N ¼ 50. In the

simulated system operation, task arrivals are randomly

generated within intervals ½a�i ; aþi �, i ¼ 1; . . . ; 50, whose size

is varied (see Table 2).
In this subsection, we apply a competitive analysis for

the specific example above. We define � as the ratio � ¼ Jon
Joff

,

where Jon is the optimal cost derived by the online method

and Joff is the optimal cost derived by the offline method;

the latter is the best that could have been achieved because

the optimal controls obtained by the offline method are

computed based on knowing all actual arrival times.
The effect of arrival uncertainty, i.e., the size of ½a�i ; aþi �,

on � is shown in Table 2. As seen in the table, � is close to 1.

Moreover, � increases as the size of ½a�i ; aþi � (the arrival time

uncertainty) increases.

6 CONCLUSIONS

The problem formulated and solved in this paper is

motivated by low power systems with hard real-time

nonpreemptive and aperiodic tasks. We have developed a

DVS algorithm for both offline and online problems with

worst-case computational complexity of OðN2Þ by exploit-

ing the structure of optimal sample paths in terms of

identifying busy periods and “critical tasks” allowing us to

efficiently decompose the original optimization problem

into a set of smaller easy to solve problems.
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Fig. 3. nb ¼ N.

Fig. 4. nb ¼ 100.

TABLE 2
The Effect of the Size of ½a�i ; aþi �



The development of such an efficient algorithm paves

the way for a variety of natural extensions. For example, we

are currently investigating the effect of making decisions at

task arrival times, as opposed to task departure times,

which should intuitively provide additional opportunities

for cost reduction in the online setting; in the offline setting,

we have recently shown [21] that the static controller

developed in this paper is in fact optimal even if one were

to include feasible policies in which the control (voltage)

may be varied while a task is executed; it turns out that such

dynamic control provides no extra benefit to power

management. Moreover, it is possible to relax the constraint

½a�; aþ� when applying online control, allowing arrivals to

occur at any time, as recently proposed in [22] using a

receding horizon approach which builds on the algorithm

developed in this paper.
Future work is aiming at incorporating additional

uncertainty factors such as uncertain deadlines and task

processing time, as well as systems that process tasks over

multiple stages.

APPENDIX

Proof of Proposition 1. First, we prove that

Iff aiþ1 � di; then aiþ1 � x�i : ð9Þ

Necessary condition: Assume on the contrary that

aiþ1 > x�i under the optimal control ��i . Then, there

must exist some � 0i > ��i such that x0i ¼ aiþ1. It follows

from xiþ1 ¼ maxðxi; aiþ1Þ þ �i�iþ1 that this increase

from ��i to � 0i does not affect any other control.

Obviously, �ð� 0iÞ < �ð��i Þ since �ð�iÞ is monotonically

decreasing. This contradicts the optimality of ��i . Thus,
aiþ1 � x�i must hold.

Sufficient condition: If aiþ1 � x�i and x�i � di (from the

feasibility constraint), it immediately follows that

aiþ1 � di.
To complete the proof of (9), we use contrapositivity,

i.e., iff aiþ1 > di, then aiþ1 > x�i . This implies that

1) x�k�1 < ak iff ak > dk�1 and 2) x�n < anþ1 iff anþ1 > dn.

From the definition of a BP, the result immediately
follows.

Finally, x�n ¼ dn easily follows from the fact that �ð�iÞ
is monotonically decreasing: Suppose ��i is such that

x�n < dn. Then, there exists some � 0i > ��i such that x�n ¼ dn
and �ð� 0iÞ < �ð��i Þ, contradicting the optimality of ��i . tu

Proof of Lemma 1. Let

Lð�i; �i; �i; �Þ ¼
Xn

i¼k �i�ð�iÞ

þ
Xn�1

i¼k �i aiþ1 � ak �
Xi

j¼k �j�j

� �
þ
Xn�1

i¼k �i ak þ
Xi

j¼k �j�j � di
� �

þ � ak þ
Xn

j¼k �j�j � dn
� �

;

where we have introduced multipliers �i � 0, �i � 0;

and � to adjoin the constraints in Problem Qðk; nÞ to the

cost function. We get

riLð�i; �i; �i; �Þ ¼ �i
�
�0ð��i Þ � �i þ �i

�
Xn�1

j¼iþ1
�j þ

Xn�1

j¼iþ1
�j þ �

�
¼ 0

riþ1Lð�i; �i; �i; �Þ ¼ �iþ1

�
�0ð��iþ1Þ �

Xn�1

j¼iþ1
�j

þ
Xn�1

j¼iþ1
�j þ �

�
¼ 0;

which implies that �0ð��i Þ � �0ð��iþ1Þ ¼ �i � �i. If ��i > ��iþ1,
then �0ð��i Þ > �0ð��iþ1Þ since �ð�Þ is differentiable and
strictly convex. It follows that �i � �i > 0, i.e., �i > 0
for �i � 0. Thus, the constraint aiþ1 � ak þ

Pi
j¼k �j�j is

active, that is, x�i ¼ ak þ
Pi

j¼k �j�j ¼ aiþ1. Similarly, if
��i > ��iþ1, we obtain x�i ¼ di. tu

Proof of Proposition 2. We will prove the first assertion
only, since the second one is similarly shown. Since the
proof is somewhat lengthy, we divide it into four parts.

Part 1: We first establish the following two inequalities:

GjðpÞ � H�i ðpÞ � HjðpÞ; j ¼ p; . . . ; RiðpÞ � 1; ð10Þ

GjðpÞ � H�i ðpÞ < HjðpÞ; j ¼ RiðpÞ þ 1; . . . ; i� 1: ð11Þ

By the definition of RiðpÞ,

H�i ðpÞ � HjðpÞ; j ¼ p; . . . ; RiðpÞ � 1; ð12Þ

H�i ðpÞ < HjðpÞ; j ¼ RiðpÞ þ 1; . . . ; i� 1; ð13Þ

H�j ðpÞ ¼ H�i ðpÞ; j ¼ RiðpÞ þ 1; . . . ; i� 1: ð14Þ

By assumption, GjðpÞ � H�j ðpÞ for all

j ¼ RiðpÞ þ 1; . . . ; i� 1:

Thus, using (14), we get

GjðpÞ � H�i ðpÞ; j ¼ RiðpÞ þ 1; . . . ; i� 1: ð15Þ

Combining (13) and (15) yields inequality (11). Next,
by the definition of G�RiðpÞðpÞ,

G�RiðpÞðpÞ � GjðpÞ; j ¼ p; . . . ; RiðpÞ � 1: ð16Þ

For RiðpÞ 2 fp; . . . ; i� 1g, HRiðpÞðpÞ � G�RiðpÞðpÞ by as-
sumption; hence, (16) gives

GjðpÞ � HRiðpÞðpÞ ¼ H�i ðpÞ; j ¼ p; . . . ; RiðpÞ � 1: ð17Þ

Combining (12) and (17) yields inequality (10).
Part 2: We shall now prove the following two

inequalities:

��RiðpÞ � H
�
i ðpÞ; ð18Þ

��RiðpÞþ1 > H�i ðpÞ: ð19Þ

Using the equality constraint in problem CðpÞ, we

have
PRiðpÞ

j¼p �j�
�
j ¼ xRiðpÞ � sp � dRiðpÞ � sp. Combining

this with the definitions in (6)-(8), we have

XRiðpÞ
j¼p �j�

�
j � HRiðpÞðpÞ

XRiðpÞ
j¼p �j

¼ H�i ðpÞ
XRiðpÞ

j¼p �j:
ð20Þ
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We can now proceed with a contradiction argument

to obtain (18). In particular, assume ��RiðpÞ > H�i ðpÞ.
Then, (20) implies that there must exist some t < RiðpÞ
such that

��j > H�i ðpÞ for j ¼ tþ 1; . . . ; RiðpÞ and ��t � H�i ðpÞ: ð21Þ

Based on the definition of HtðpÞ in (6), we have

dt � sp ¼ HtðpÞ
Pt

j¼p �j. From (21), we have ��t < ��tþ1,

which implies that x�t ¼ dt by Lemma 1. Therefore,

recalling the first constraint in problem CðpÞ, we haveXt

j¼p �j�
�
j ¼ x�t � sp ¼ HtðpÞ

Xt

j¼p �j:

Then, from (10),
Pt

j¼p �j�
�
j � H�i ðpÞ

Pt
j¼p �j. However,

from (21), we have
PRiðpÞ

j¼tþ1 �j�
�
j > H�i ðpÞ

PRiðpÞ
j¼tþ1 �j and,

from (20), it follows that
Pt

j¼p �j�
�
j < H�i ðpÞ

Pt
j¼p �j,

which contradicts the inequality above.

Proceeding along the same lines, we can establish (19).

From the definition of problem CðpÞ,

XRiðpÞ

j¼p
�j�

�
j ¼ xRiðpÞ � sp � aRiðpÞ � sp:

Combining this with the definitions in (6)-(8), we getXi

j¼p �j�
�
j � GiðpÞ

Xi

j¼p �j;XRiðpÞ
j¼p �j�

�
j � HRiðpÞðpÞ

XRiðpÞ
j¼p �j

¼ H�i ðpÞ
XRiðpÞ

j¼p �j;

which implies

Xi

j¼RiðpÞþ1
�j�

�
j � GiðpÞ

Xi

j¼p �j �H
�
i ðpÞ

XRiðpÞ
j¼p �j: ð22Þ

By the assumption GiðpÞ > H�i ðpÞ, we get

GiðpÞ
Xi

j¼p �j > H�i ðpÞ
Xi

j¼p �j

¼ H�i ðpÞ
XRiðpÞ

j¼p �j þH�i ðpÞ
Xi

j¼RiðpÞþ1
�j;

which implies

GiðpÞ
Xi

j¼p �j �H
�
i ðpÞ

XRiðpÞ
j¼p �j > H�i ðpÞ

Xi

j¼RiðpÞþ1
�j:

ð23Þ
Combining (22) and (23), we haveXi

j¼RiðpÞþ1
�j�

�
j > H�i ðpÞ

Xi

j¼RiðpÞþ1
�j: ð24Þ

As in proving (18) above, from (11) and (24), we can

similarly proceed with a contradiction argument to

obtain (19).

Part 3: We finally prove that task RiðpÞ is a right-

critical task, and also the first critical task in CðpÞ, and

show that ��j ¼ H�i ðpÞ, j ¼ p; . . . ; RiðpÞ. From (18) and (19),

we have ��RiðpÞþ1 > ��RiðpÞ; that is, taskRiðpÞ is indeed right-

critical. To obtain ��p ; . . . ; ��RiðpÞ, we need to minimize the

additive cost function
PRiðpÞ

j¼p �j�ð�jÞ subject to the two

constraints in problem CðpÞ. By Lemma 1, we have

x�RiðpÞ ¼ dRiðpÞ. Thus, the first constraint in problem CðpÞ
becomes

PRiðpÞ
j¼p �j�

�
j ¼ dRiðpÞ � sp and, using the defini-

tion of HRiðpÞðpÞ in (6), we can rewrite it as

XRiðpÞ
j¼p �j�

�
j ¼ HRiðpÞðpÞ

XRiðpÞ
j¼p �j ¼ H�i ðpÞ

XRiðpÞ
j¼p �j: ð25Þ

The remaining inequality constraints can similarly be

written as

GjðpÞ
Xj

m¼p �m �
Xj

m¼p �m�m � HjðpÞ
Xj

m¼p �m ð26Þ

for j ¼ p; . . . ; RiðpÞ � 1. Ignoring the latter constraints

for the moment, set B ¼ H�i ðpÞ
PRiðpÞ

j¼p �j and consider

the problem of minimizing
PRiðpÞ

j¼p �j�ð�jÞ subject toPRiðpÞ
j¼p �j�j ¼ B. Adjoining

PRiðpÞ
j¼p �j�j �B to the cost

function using a Lagrange multiplier �, the necessary

condition for optimality is

�j�
0ð�jÞ þ �j� ¼ 0; j ¼ p; . . . ; RiðpÞ:

Therefore, �0ð�jÞ ¼ �� must hold for all j ¼ p; . . . ; RiðpÞ.
Since �ð�jÞ is strictly convex and differentiable, this

implies that ��p ¼ . . . ¼ ��RiðpÞ and it follows that

��j ¼ B=
PRiðpÞ

j¼p �j ¼ H�i ðpÞ, j ¼ p; . . . ; RiðpÞ. Moreover,

observe that �j ¼ H�i ðpÞ, j ¼ p; . . . ; RiðpÞ, satisfies the

inequality constraints (26) by using (10), which gives,

for j ¼ p; . . . ; RiðpÞ � 1,

GjðpÞ
Xj

m¼p �m � H
�
i ðpÞ

Xj

m¼p �m � HjðpÞ
Xj

m¼p �m:

ð27Þ

Thus, ��j ¼ H�i ðpÞ, j ¼ p; . . . ; RiðpÞ are indeed the optimal

controls. Finally, from above, we have ��j ¼ H�i ðpÞ,
j ¼ p; . . . ; RiðpÞ. Therefore, task RiðpÞ is also the first

critical task in CðpÞ. tu
Proof of Proposition 3. First, we prove that, if there exist

some tasks i such that the optimal solution of Problem J ,

��i < �min, then Problem ~J is infeasible. Without loss of

generality, assume that there exist tasks p; . . . ; q ðk < p �
q < nÞ in a BP fk; . . . ; ng of an optimal sample path of

Problem J such that

��p�1 � �min; ��qþ1 � �min; ��i < �min; i ¼ p; . . . ; q: ð28Þ

Using (28) and Lemma 1, we know that the optimal

departure times of Problem J satisfy

x�p�1 ¼ ap; x�q ¼ dq: ð29Þ

Since x�q ¼ x�p�1 þ
Pq

i¼p �i�
�
i , combining this equation

with (28) and (29), we have

dq � ap ¼ x�q � x�p�1 ¼
Xq

i¼p �i�
�
i < �min

Xq

i¼p �i: ð30Þ
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For all possible solutions �p; . . . ; �q of Problem ~J , it must
hold that

Pq
i¼p �i�i � dq � ap. Combining this inequality

with (30) givesXq

i¼p �i�i < �min

Xq

i¼p �i; ð31Þ

which implies that there always exists at least one
task i 2 ½p; q� such that �i < �min, that is, Problem ~J is
infeasible.

Second, we prove that, if ��i � �min for i ¼ 1; . . . ; N ,

then ~��i ¼ minð��i ; �maxÞ. Since ��i � �min for i ¼ 1; . . . ; N ,

Problem ~J is feasible and the removal of inequality

constraints �i � �min will not affect the optimal solution of

Problem ~J . Since the BPs in Problem J are decoupled

from each other, we only need to show that ~��i ¼
minð��i ; �maxÞ holds in a single BP of an optimal sample

path of Problem J . Without loss of generality, a single BP

can be divided into several segments according to

whether optimal controls exceed the threshold �max or

not. We define U as the set of segments with ��i > �max

and define L as the set of segments with ��i � �max.

For any task i in the segments belonging to U , in

order to satisfy the constraint �i � �max, the monotoni-

city of �ð�iÞ implies that we must reduce ��i to �max, i.e.,

the optimal control is ~��i ¼ �max. For tasks in the

segments belonging to L, we assume the contiguous

tasks fp; . . . ; qg form a segment belonging to L without

loss of generality. Since the segments in L must be

separated by segments in U , that is, ��p�1 > �max � ��p and

��q � �max < ��qþ1, it must hold that task p starts at ap and

task q ends at dq based on Lemma 1; that is,
Pq

i¼p �
�
i has

reached its maximum value dq � ap. So, ��i for all i 2
fp; . . . ; qg can never increase no matter how ��i changes

for i 62 fp; . . . ; qg. Thus, we have ~��i ¼ ��i for all tasks i in

the segments belonging to L. We conclude from the

above that ~��i ¼ minð��i ; �maxÞ for i ¼ 1; . . . ; N . tu
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