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Abstract—We study wireless sensor networks whose objective
is to control the locations of mobile nodes so as to maximize the
probability of detecting randomly occurring events in a mission
space and to extract information from data sources, when de-
tected, with maximal effectiveness. The control system for the
mission is composed of three components executed in parallel on
sensor nodes: coverage control, data source detection, and data
collection. In order to maximize the joint detection probability of
random events in a given mission space, we build upon a previously
developed distributed gradient-based coverage control scheme to
include three additional capabilities: allowing polygonal obstacles,
including limited sensing field-of-view constraints, and preserving
network connectivity through a provably correct algorithm using
each node’s routing information. In order to combine coverage
and data collection, we formulate and solve a modified optimiza-
tion problem with these two objectives. The interactions among
the three components of the sensor network control system are
discussed and simulation examples are presented to illustrate our
results.

Index Terms—Cooperative control, distributed optimization,
distributed systems, sensor networks.

1. INTRODUCTION

ANY civilian and military missions involve searching
M and collecting information in highly dynamic and
potentially adversarial or hazardous environments. Examples
include pollution detection, wildfire monitoring, search and
rescue missions, reconnaissance, and surveillance. Thus, it
is desirable to develop autonomous mobile sensor network
systems which are capable of dynamic self-deployment and
can replace human operators for potentially long unattended
periods of operation. The performance of such a mobile sensor
network generally depends on how its nodes are located within
a “mission space,” which gives rise to the fundamental problem
of coverage control or active sensing [1]-[3]. In particular,
nodes must be deployed so as to maximize event detection in
the mission space while maintaining acceptable levels of com-
munication and energy consumption. At the other end of the
spectrum, once data sources are known, the problem becomes
that of efficient data collection and there is a basic trade-off
to be managed between these two objectives. In this paper, we
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build upon our previous work in distributed coverage control
[4], [5] and develop a framework for providing an end-to-end
solution to sensor network missions where mobile sensor nodes
are deployed to detect and extract information from events
occurring in a mission space. As illustrated in Fig. 1, we view
a sensor network as a system that must perform the following
three tasks simultaneously:

Task 1: Coverage Control: Sensor nodes perform motion
control to reach an optimal deployment which maximizes the
probability of event detection based on some (possibly none)
prior knowledge of the event density over the mission space.
After an event is detected, it is referred to as a data source.

Task 2: Data Source Detection: Sensor nodes actively run
a procedure for detecting and locating emerging data sources.
This usually returns binary results tainted with both false alarm
and missed detection errors. Thus, we need to model such un-
certainty in order to provide reliable information to Task 3.

Task 3: Data Collection: Sensor nodes gather information
from detected data sources. To achieve maximal data collection
quality, the nodes need to adjust their locations according to the
known or estimated data source locations.

The interactions among these three tasks (see also Fig. 1) are
important as they give rise to critical trade-offs that we will try to
analyze and use as the basis for formulating and solving relevant
optimization problems. We summarize these interactions as fol-
lows: (i) Task 1 aims to increase the probability of data source
detection performed under Task 2. (ii) The history of detected
data sources in Task 2 can be used to update the event density
used in Task 1 for predicting where new data sources will ap-
pear in the future. (7ii) Task 2 provides estimates of data source
locations to Task 3. (iv) As a byproduct of Task 3, since nodes
move closer to probable (but still unconfirmed) data source lo-
cations, the uncertainty in the data source occupancy map gen-
erated by Task 2 tends to be reduced. Observe that optimal cov-
erage (under Task 1) and optimal data collection (under Task 3)
have conflicting goals: when nothing is known about the data
source locations in the mission space, then coverage control
is the first step in the sensor network’s operation; conversely,
if there is always full knowledge of the data sources, then the
system operates exclusively in data collection mode.

In the following, we provide some background information
on the three tasks of Fig. 1 and describe our contributions toward
providing solutions to them.

Coverage Control: The static version of coverage control
involves positioning sensors without any further mobility and
optimal locations can be determined by an off-line scheme akin
to widely studied facility location optimization problems [6],
[7], where the goal is to decide the optimal location of a facility
in order to minimize the sum of weighted Euclidean distances
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Fig. 1. Three main tasks of a sensor network and their interactions.

from this facility to several fixed demand points. In contrast to
this problem and its variations, coverage control aims to find the
optimal locations to “service” the whole region instead of a few
discrete points in the region.

The dynamic version allows the coordinated movement of
sensors, which may adapt to changing conditions in the mission
space, typically deploying them into geographical areas with
the highest information density. In [2], a decentralized coverage
control algorithm is proposed based on centroidal Voronoi par-
titioning and a dynamic version of the Lloyd algorithm [8] has
been used to iteratively find such a configuration. Other related
work based on Voronoi partitions includes [9] and [10]. In [1] a
coverage control scheme is used aiming at the maximization of
target exposure in some surveillance applications, while in [11]
and [12], heuristic algorithms based on potential fields and “vir-
tual forces” are applied to push nodes away from each other and
disperse them into the unoccupied areas in the mission space to
enhance the coverage of a sensor network.

Methods based on partitioning the mission space assume
that the sensing quality at a point in space is affected by only
one sensor, usually the closest one, and overlook the fact that
the overall sensing performance may be improved by sharing
the observations made by multiple sensors with overlapping
coverage area. In addition, many approaches assume uniform
sensing quality and an unlimited sensing range, which is not
the case for most sensing devices used in practice. A number of
solution techniques are also based on a centralized controller,
which is inconsistent with the distributed communication
and computation structure of sensor networks. Moreover,
the combinatorial complexity of the problem constrains the
application of such schemes to limited-size networks. Finally,
another issue that appears to be neglected is the movement of
sensors, which not only impacts sensing performance but it also
affects other quality-of-service aspects in a sensor network,
especially those related to wireless communication: because
of the limited on-board power and computational capacity, a
sensor network is not only required to sense but also to collect
and transmit data as well. For this reason, both sensing quality
and communication performance need to be jointly considered
when controlling the deployment of sensors. In order to address
all these issues, a distributed coverage control algorithm was
developed in [4] and [5] which uses a distance-dependent prob-
abilistic sensing model and incorporates communication costs.
The environment assumed in [5] does not take into account
boundaries in the mission space and allows no obstacles. It also
assumes omnidirectional sensors and deals with communica-
tion limitations by including a cost in the objective function, but
does not explicitly guarantee network connectivity. One of the
contributions of this paper is to provide these three extensions
to the original distributed coverage algorithm in [5].
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First, we will provide a distributed optimization solution to
the coverage control problem which incorporates mission space
boundaries and allows an arbitrary number of polygonal obsta-
cles. This setting is similar to the classic Art Gallery problem
[13], [14] where the goal is to ensure that every point in the art
gallery, represented as a simple polygon, is “visible” by at least
one omnidirectional security guard with unlimited sensing range
and establish bounds on the minimum number of guards needed.
In contrast to that setting, we consider a more general objective
of maximizing the joint probability of detecting random events
in the mission space with a given event density function. In ad-
dition, the nodes may have different sensing characteristics and
do not have unlimited range. We formulate this problem and de-
velop a gradient-based distributed coverage control scheme (first
presented in [15]) which allows polygonal obstacles in the envi-
ronment. Second, we address the issue of limited sensor field of
view in coverage control (e.g., when a sensor is a video camera
or a laser range finder). We model this limitation by a sensing
cone which gives rise to discontinuities similar to those caused
by obstacles. We then derive a more general coverage control al-
gorithm which handles both obstacles and limited field of view
involving additional controllable variables. Third, we study how
the mobile nodes operating with asynchronous distributed opti-
mization algorithms such as the coverage control algorithm we
derive can preserve connectivity of the underlying communica-
tion network so as to exchange information either directly or in-
directly. In [16], adecentralized power iteration algorithm is pro-
posed to estimate the algebraic connectivity of a graph. In [17],
each node maintains a local estimate of the network graph and
a market-based auction mechanism is proposed so that deletion
of a communication link will not disconnect the graph. The ap-
proach we take (introduced in [18]) utilizes the information in
each node’s local routing information to a base station, which is
maintained by a wireless routing algorithm [19], [20] running
in parallel with the optimization process.

Data Collection: After events are detected and confirmed by
the sensor nodes, they become data sources. When data sources
contain information that can be collected by a single visit, some
of the sensor nodes can visit them by applying a multi-node re-
ward maximization algorithm [21] and return to executing the
coverage mission after collecting the reward. However, when
the data sources generate valuable information over a long pe-
riod of time (e.g., in a surveillance mission), sensor node motion
control now has a long-term second task, which is to improve
the quality of monitoring and information extraction from these
detected data sources. This second task is formulated as an opti-
mization problem which is combined with the coverage control
problem discussed above to capture the trade-off between the
two objectives.

Data Source Detection: A critical link between coverage
control and data collection is the data detection process, which
benefits from improved event detection probability and sup-
plies a list of detected data sources to the data collection task.
To achieve reliable data source detection with error-prone bi-
nary sensor measurements, we adopt the Bayes estimation idea
commonly used in robotics [22], [23] and autonomous vehicle
driving [24] to recursively integrate new sensor observations
into a probabilistic occupancy grid map of the data sources. De-
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tails of this mechanism are not covered in this paper but can be
found in [25].

The rest of the paper is organized as follows. In Section II,
we first formulate the coverage control problem and review the
distributed optimization approach of [5] for a convex mission
space with no obstacles. We then provide the analysis that en-
ables us to incorporate polygonal obstacles and limited sensor
field of view constraints. A modification of the algorithm is in-
troduced in Section IIB to enhance its performance when high
detection probability can be traded off against a more balanced
overall space coverage. In Section IID a connectivity preserva-
tion algorithm is introduced and its correctness is verified. In
Section III, we introduce data collection as a second objective
in the motion planning of sensor nodes. We conclude the paper
and outline some future work in Section I'V.

II. DISTRIBUTED COVERAGE CONTROL

At the start of a sensor network mission, the locations of data
sources are usually either unknown or uncertain. To increase
the probability of detecting future or existing data sources, the
sensor nodes solve a coverage control problem as formulated
in [5] and [15], which we first concisely review in order to in-
troduce the notation needed for the extensions to this problem
presented later in this section.

We model the mission space Q@ C R? as a non-self-inter-
secting polygon, i.e., a polygon such that any two non-consec-
utive edges do not intersect. An event density function R () :
2 — R captures the frequency of random event occurrences at
some point z € ). We assume that R (x) satisfies R () > 0
forall z € Qand [, R(z)dz < oo and that when an event
takes place, it will emit some signal which may be observed by
at least some sensor nodes.

The mission space may contain obstacles which can interfere
with the movement of sensor nodes and the propagation of event
signals. We model the boundaries of these obstacles as m non-
self-intersecting polygons properly contained in {2 and denote
them by P; C €, 7 = 1,...,m. Each P; divides 2 into two
disjoint regions, P;’s exterior and interior. The interior of P},
denoted by P;, is infeasible for the sensor nodes to navigate
in. Thus, the overall feasible (or navigable) subspace of (2 is
F =0\ (Pl U---u Pm) Equivalently, we may consider the
mission space as the interior and boundary of a polygon with
holes, each hole corresponding to an obstacle and the interior of
the holes considered to be on the exterior of the polygon [26].

We will assume that R (z) = 0 for z ¢ F either because
there is “nothing interesting” happening outside of F’ or because
the sensor nodes ignore all points outside of F'. In our coverage
control problem, the number of sensor nodes deployed in €2 may
be a fixed integer N or time-varying N (t) if nodes are allowed
to “die” or new nodes are occasionally introduced. When the
number of nodes is IV, their location is denoted by a 2/N-di-
mensional vector s = (s1,...,sy) withs; € F,i=1,...,N.

Next, we discuss the sensing model used. If there is no ob-
stacle and €2 is convex (thus, there is a clear line of sight between
any two points in §2), the probability that sensor node 7 detects an
event occurring at « € F is denoted by p; (, s;). The received
signal strength generally decays with ||z — s;||, the Euclidean
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Fig. 2. Mission space with two polygonal obstacles.

distance between the source and the sensor. We represent this
degradation by a monotonically decreasing differentiable func-
tion p; (x, s;). An example of such a function is

pi (2, 5;) = poie~Nillz=sil (1)

where po; € (0, 1] and A; are positive constants. Notice that (1)
is an omnidirectional model and can be viewed as a function of
e — sill.

Similar to the geometric terms in [14], we use the prefix 0 to
denote the boundary of a topological set, so that 0F = 92 U
Py U---U P, and let T be the set of vertices of OF'. A vertex
v in T is a reflex vertex if the two edges incident at v form an
angle strictly greater than 7 in the interior of F'. In Fig. 2, for
example, all vertices of the two obstacles, except v,, are reflex
vertices.

A point x € F is visible from y € F if the line segment
defined by x and y is contained in F, i.e., (Az 4+ (1 = \)y) €
F, for all A € [0,1]. The visibility polygon V (z) C F from a
pointw € F is the set of points in F' visible from z. Let V (z) =
F\V (x) denote the invisibility polygon with respect to x. For
example, in Fig. 2, the white area is the visibility polygon V' (s;)
of s; and the grey area is V(s;).

Let v be a reflex vertex and let x € F' be a point visible from
v. We define a set of points I (v, ) as follows:

IT(we)={qgeV @) :q= +(1=Nz, A>1}. (2)

To give a graphical interpretation of I (v, z), consider a ray ex-
tending from v in the direction of v — x. This ray travels inside
F until it hits OF at an impact point. The line segment between
v and the impact point is I (v, z) (see also Fig. 2).

Sensing Model: If = ¢ V (s;), then the ability of node 4 to
detect an event occurring at z will be reduced, possibly to zero.
In general, an event signal might still be able to travel through
obstacles, but its intensity will be attenuated more so than in
open space depending on factors such as the size of the obstacle
and the number of obstacles in the line of sight. Thus, the mod-
ified probability that sensor node ¢ detects an event occurring at
T is
ife e V(s)

o pi(z,s)
pi (w,si) = { ifz €V (si) *

pi (x,57)

where p; (z,s;) < p; (z,s;). For a totally “opaque” obstacle,
we have p; (z, s;) = 0. Note that for a fixed point z, p; (z, s;)
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is not a continuous function of s;. There is a jump whenever s;
crosses a line I (v, x), where v is a reflex vertex visible from .
For example, in Fig. 2 assuming “opaque” obstacles, s; cannot
see x, so p; (z,s;) = 0. But if s; moves left and eventually
reaches I (v, ), then z becomes visible with respect to s; and
Pi (z, ;) jumps to a nonzero value p; (z, $;).

Coverage Optimization Problem: Since multiple sensor
nodes are deployed to cover the mission space, assuming node
independence the joint probability that an event occurring at x
is detected, denoted by P (x,s), is given by

N

P(xz,s)=1- H [1—p;(z,s;)] 4)

i=1

and the optimization problem of interest is

max / R (z) P (z,s)dx 5)
s Q
st. s;€F, 1 =1,...,N.

Our goal is to develop a distributed algorithm to solve this opti-
mization problem with each node performing a limited number
of computations based on local information only. This elimi-
nates the communication burden of transferring information to
and from a central controller and the vulnerability of the whole
system which would be entirely dependent on this controller.
Since we have assumed R (z) = 0 for ¢ ¢ F, we rewrite the
objective function in (5) as

H(s) = /FR(LL’)P(.T7S) dz. (6)

If the mission space is convex and contains no obstacles, we
have FF = Qand z € V (s;) for any z, s; € F. Thus, p; (z, s;)
in (4) can be replaced by p; (z, s;) and P (z,s) is a continuous
function of s; if p; (x, s;) is continuous. Therefore

OH (s) :/QR(x)de. )

asi 8si

As shown in [5], this derivative can be expressed as

0H (s) dp; (z,s;) $; —x
=[| R 1 —pr(z, —_— d
0s; /Q (@) H L= pile, s0)] dd;(z) di(z) v
i keB;
(®)
where d; () = ||z — s;||. If 6 denotes the sensing radius of

node i, then the node’s region of coverage is represented by
Q;, = {z : di(x) < 6}. B; is a set of neighbor nodes with
respect to ¢

In (8), all information is locally available to node ¢ and the gra-

dient can be used to determine the next waypoint on the sth mo-

bile sensor’s trajectory through

OH (s)
dsk

st

k
=5; + Mk ©)
where k is an iteration index, and the step size sequence {7 }
is selected according to standard rules (e.g., see [27]) when the
convergence of motion trajectories must be guaranteed.
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A. Mission Space With Obstacles

Node i’s position in R? is represented by s; = (s, 5y,),
where x and y in the subscript indicate the z-axis and y-axis
component of a point in R? respectively. For simplicity, we will
drop the subscript 4 in s;, S5, sy, and focus on a typical node
whose position is denoted by s. In addition, in the following
discussion, we will assume that obstacles are fully opaque, i.e.,
pi (z,8;) = 0, for all 4, z and s;, in order to simplify the deriva-
tion. As already pointed out, for a given z € F', p(z, s) is not a
continuous function of s and so neither is P (z, s) in (4). Thus,
we cannot interchange the order of differentiation and integra-
tion as in (7). A natural way to proceed is to separate the inte-
gration area F' in (6) into the visibility polygon V' (s) and invis-
ibility polygon V (s), and define

N
P (z,8)=1— H [1 =Pk (z,56)] (1 — pi (2, 8:))
k=1,k#i
N
Py(z,s)=1— J[ [1=pk(@s)](1—pi(z,s:)
k=1,k#i

R(x) Py (z,s) dz. (10)

H(s):/ R(z) Py (z,s) da:—}—/
V(s) JV(s)

Gradient Derivation: We will apply an extension of the
Leibnitz rule [28] to evaluate OH (s) /s, since in (10), both
the integrand and the domain of integration are functions of s.
For the first term in the right hand side of (10), we have

d

8P1 (:L‘./ S)
dsm V(s)

R (z) D5,

R(z) Py (z,s)dx :/ dz (11)

V(s)

~|—/ R(z) Py (z,8) (updz, — uydz,)
oV (s)

where (u,, u, ) denotes the “velocity” vector at a boundary point
x = (%4, x,) of V (s). The first term in the right hand side of
(11) does not involve any variation of the integration domain
and can be evaluated similarly to (8). To evaluate the second
term, we need to introduce some more definitions related to the
geometry of Fig. 2.

A reflex vertex v is an anchor of s if it is visible from s and
I (v, s) defined in (2) is not empty (see also [14]). Denote the
anchorsof sby v;,j = 1,...,Q (s), where @ (s) is the number
of anchors of s. An impact point of v;, denoted by V}, is the
intersection of I (v;,s) and 9F. Let D; = ||s — v;|| and d; =
|IV; — v;]|. Define 6; to be the angle formed by s — v; and the
x-axis which satisfies ; € [0,7/2].

For simplicity, we will abbreviate I (v;, s) by I; in what fol-
lows. Observing that I; is always on the boundary of V' (s) and
V (s), we define n; to be the unit normal vector on I; which
points to the interior of V' (s). Assuming that s is not on a reflex
vertex, a polygonal inflection, or a bitangent (see definitions of
these terms in [29]), on the boundary of the visibility polygon of
s, only the points on I;, j = 1,...,Q (s), will have a nonzero
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“velocity” when s is perturbed. Thus, for the second term in the
right hand side of (11)

/ R(z) P (z,s) (ugdzy — uydz,) (12)
OV (s)

Q(s)
= Z / R(z) P (z,8) (ugdzy — uydzy) .

g=1"71%

Without loss of generality, we further assume that a point on
will only move along the x-axis under a small perturbation in

sz. Thus we have v, = 0 and u, = — ||v; — ||/ D}, for a point
x € I;. Define
|lvj — || if integration is from v; to V;
r= i . .
||V; — || if integration is from Vj to v;

and let dr be the new variable of integration in (12). Thus

o if integration is from v; to V;

we = Dy (13)
— B, if integration is from V; to v;

dzy = — sgn (njz)siné; - dr. (14)

Substituting (13) and (14) into (12) and using a change of
variable (r’ = d; — r) reveals that the two cases in (13)
give equivalent results. After evaluating the second term
in (10) in a similar way and combining the results, we set
p; (r) = (V; —v;) (r/d;) + v; and obtain

0H (s) OP; (z,s)
83,3 o v/V(s) r (ZU) 0833 de

+Q§(S:) ( ) )sinHj
< SgN(Njg Dj

15)

0 " R(pi (r) @Y, (r)pi (i (r), s:)rdr

where
N
oMy = [ [ —=5k(o(r),s0)]-
k=1,ki

Proceeding in the exact same manner, we obtain a similar ex-
pression for OH (s) /0s,. A more elaborate derivation of (15)
using purely geometric arguments (instead of the Leibnitz rule)
is also possible and can be found in [30].

Distributed Algorithm: The derivatives 0H (s) /Js, and
OH (s) /0s, can now be used in the motion control scheme (9)
with the inclusion of a standard projection mechanism so that
if a node points immediately into an edge of an obstacle or of
the mission space boundary, we project OH (s) /Js; onto that
edge, thus forcing the node to “slide” along the associated mo-
tion constraint. As in the case of no obstacles, H (s) /Js; can
be evaluated using only information locally available at node .
We can then rewrite (15) as

OH (s) _
08z,
_5u(r.s dpi(fE,Si) (Si_x)q; 2
/V(s)mm B(z) kgi[l Pr(, 5] dd;(z) di(x) d
£ 3 sgnlnin) [ Ry )Y, (i), )
JET; 1

(16)
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where I' = {j : D; < 6,5 = 1,....Q(si)}s

zj = min (d;j,6 — D;) and we define

&N;(r) =TI 11 =5 (o (r)50)]

keB;

The computation of the integrals in (16) is quite involved. Thus,
we resort to the same mission space discretization as in in [5],
which reduces the evaluation to a worst-case computation of
order O(NgW? 4 |I';| NsU) where N — 1 is the number of
neighbors of i, while W and U are controllable resolution pa-
rameters to discretize the surface integration and line integra-
tion, respectively.

Recall that in the derivation of (15) we assumed that the con-
trollable node location s; does not coincide with a reflex vertex,
a polygonal inflection, or a bitangent, at which points H (s) is
generally not differentiable. To take these points into account,
one can modify the standard gradient-based algorithm in (9) re-
sorting to subgradient algorithms (e.g., [31]) or bundle methods
[32] which aggregate the subgradient information in the past it-
erations. Whereas such nonsmooth optimization methods are in-
valuable in optimization problems where the points of nondif-
ferentiability are hard to determine in advance, the geometric
properties of the coverage problem greatly simplify this con-
cern since it is easy to detect when s¥ is in the vicinity of reflex
vertices, polygonal inflection points, or bitangents. Moreover,
the goal of a sensor network’s mission does not stop with cov-
erage and is constantly updated depending on new data sources
found and on the parallel effort to optimize the data collection
process. Thus, the overall problem goes beyond seeking a global
optimum for the coverage component of the problem alone.

B. Modified Coverage Objective for Balanced Detection

As defined in (5), the coverage objective function aims at
maximizing the joint event detection probability without con-
sidering the issue of maintaining a balance between a region
which may be extremely well covered and others which may
not. As aresult, an optimal coverage solution may lead to a part
of the mission space having a detection probability near 1, while
other parts are covered with a disproportionately small detection
probability. In order to address this issue, we introduce a modi-
fication to the objective function as follows:

Hag(s) = / R(z) M (P (z,5)) do (17)
Q
where M (P) : [0,1] — R is a (possibly piecewise) differ-
entiable concave non-decreasing function of the joint detection
probability P. Clearly, M (P) may be selected so that the same
amount of marginal gain in P(z, s) is assigned a higher reward
at a lower value of P. Letting

U= M(1—@N;(r)[L —pi (p; (r))]) = M(1 = B5(r))
and using M’ (P) to denote the derivative of M (P), the gra-
dient of Hyy (s) is given by

aH]\[ (S)

Tos, /V<s> AR s

OP; (z,s)

Foc dz (18)
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Fig. 3. Coverage control using the sensor model (1), po; = 1, A; = 0.08,8
nodes deployed. (a) H(s) = 757.3. (b) H(s) = 1832.6.

) sinf; [%
+ Z sgn (njz) D'] / R (pj (r)) Wrdr
=1 770

with a similar expression for 0Hyy (s) /Js,. Comparing the
second term on the right hand side of (18) and that of (15),
we can see that ®;;(r)p; (p; (r),s;) is replaced by W, which
actually reduces to ®};(r)p; (p; (r) , si) if we let M (P) = P.
Obviously, using OHy; (s) /Js; instead of OH (s) /ds; to drive
the motion control (9) will lead to different local optima. One
can use H(s) to guide the nodes to such a point and assess
whether the coverage is sufficiently balanced. If not, switching
to Hjs(s) induces the nodes to move to a different stationary
configuration at which, interestingly, H (s) may in fact be higher
than before.

Fig. 3 shows snapshots of an optimal coverage deployment
trajectory generated under (9) with the gradient evaluated
using (15) in an interactive Java-based simulation environment
which we have developed and may be found at http://codes-
color.bu.edu/simulators.html. In this example, there are eight
sensor nodes in a bounded mission space with uniform event
density. The dark polygons represent obstacles which are
totally opaque to the sensors. The numbered small white rect-
angles indicate the locations of the nodes, all initially starting
at the upper-left corner. The mission space is color-coded from
darker (purple) to lighter (white) as the detection probability
decreases. Note that the equilibrium configuration includes
three nodes (2, 4 and 6) which are very close to each other;
local optimality prevents them from navigating into the lower
right corner, which is only partially covered. If the modified ob-
jective function (17) is used with all other settings unchanged,
the nodes spread more evenly as shown in Fig. 4(a). After an
equilibrium is reached using (17), we change the objective
function to the original one and obtain the coverage of Fig. 4(b)
where the value of H (s) achieved is higher than that in Fig. 3.

Fig. 5 shows snapshots of an optimal coverage deployment
trajectory in a maze-like environment, which is harder to cover.

In addition to extensive simulation experiments, we have con-
ducted some tests of the coverage control algorithm in a labo-
ratory setting with Khepera III mobile wireless robots and an
overhead video camera. Fig. 6(a) shows the final node deploy-
ment in one of those tests. If we compare it with the simulation
result obtained under a similar obstacle configuration (shown in
Fig. 6(b)), the results are very close and both achieve a good
coverage given the limited number of the nodes available.
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Fig. 4. (a) Modified coverage objective used. (b) Original objective used after
reaching (a). (a) H(s) = 1775.7.(b) H(s) = 1908.7.

(a) (b)

Fig. 5. Coverage control of maze with A; = 0.05, 15 nodes. (a) H(s) =
452.3. (b) H(s) = 2332.0.

.H

(b)

Fig. 6. (a) is the final node configuration in a test with four Khepera III robots.
The color blocks represent obstacles and the mission boundary is marked with
white lines. An overhead camera is used to to capture the robots’ positions in this
indoor laboratory setting. (b) is the simulation result in an environment similar
to that of (a). The final node configurations in these two experiments are very
close.

C. Limited Sensor Field of View (FOV)

So far, an omnidirectional sensing capacity model is assumed.
In reality, many types of sensors (e.g., video cameras) only
have a limited field of view (FOV). We model this limited FOV
with a sensing cone, which is defined by the sensor location s,
a left edge E1, (a ray starting from s and extending to infinity)
and a right edge E r. The angle formed by the left (right) edge
of the sensing cone and the positive direction of the x axis is
denoted by 1, (fg). Define e;, = arg mil’lqe{fhmap} llg — sl
(the point where FE first hits an obstacle or boundary)
and eg = arg minqe{ERmaF} llg —s||. Let E; (Eg)
denote the line segment between s and e (er), ie.,
Er, = {ql¢g=rer+(1=X)s,Ae0,1]}. In addition,
for simplicity, we assume that all sensors have the same and
fixed FOV (fixed angle Zey seRr).
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We now add 6, to each sensor node’s state vector as a new
decision variable and redefine s = ((s1,011),...,(sn,0Ln)).
Given (s 6r) for a typical node, its sensing cone, g, ez, er,
FEp and Eg can all be determined. Denoting a node’s sensing
cone by C' (s, L), we have a new sensing model

i ($7 84, HLZ) _ {pi (.’177 51) ifx € V (Sz) nc (Si, eLz)

0 otherwise
(19)

FE1, and E'r introduce discontinuities to the derivative similar to
those introduced by I (v, s) defined in (2) where v is an anchor
of s. Thus we can extend the result in (15), and get the new
partial derivative for s,

0H (s) / R
0sg, JV (s)NC;

sin 6;

Qi d;
2 sonn) 5 [ ROy )Ry

;B) 8P1 (.1177 S)

d -
0Sq, v

— /E | R(p;(r)) @f}fj(r)pi (pj (r),s;)sinfprdr
+ /E | R(p; (1)) @f?rj(r)p,; (pj (r),s;)sinOgrdr

with a similar expression for 0H (s)/ds,,, where C; =
C (s;,0r;) and @ (s;) is the number of anchors of s; located in
C;. The derivative with respect to the angle of the node’s FOV
is obtained as

O (s) _ | B3 1) 020005 () ) i 20)

90,
- /E R (p; (r) ®X,(r)pi (p; (r) . 5) .

Observe that in (20) if only the rotation direction of a node’s
sensor is needed, we can simply compare the length of ' and
FE1, and let the sensor turn toward the longer side. Similar to (9),
at each iteration, €, is updated according to

OH (s)

OpF =05 + G 08,

21

where (. is the step size and Hfi denotes the value of 6y, at
the kth iteration. As in (9), the convergence of (21) requires an
appropriately selected step size sequence. As already pointed
out, convergence is not always desirable if the mission space
is not stationary and one needs to track changes in the density
function or the addition/removal of sensor nodes. One may trade
off oscillatory behavior around local optima for the benefit of
reacting to such changes. It is also obvious that the addition of
(21) to (9) increases the possibility of local optima in solving
the coverage problem.

An example of coverage control with sensor nodes that have
a limited FOV is shown in Fig. 7 where four nodes have a 90°
FOV under two different initial starting points. Observe that the
final node configuration could be very different depending on
initial conditions.

D. Connectivity Preservation

We have thus far assumed that nodes exchange information
over a connected communication network. However, when
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90deg, start from middle, (991) 90deg, start from 4 corners, (1404)

Fig. 7. Coverage with sensor nodes having different FOV size. Objective func-
tion values after convergence are shown in parentheses. Lines extending from
sensor nodes indicate edges of their sensing cone. Green indicates good cov-
erage while yellow or white indicate poor coverage.

nodes are mobile and wireless, this assumption is often violated
unless there is a mechanism to explicitly preserve connectivity.
For example, in coverage control missions, sensor nodes tend to
spread out to cover remote regions; this increases hop distance
and often disconnects critical links. In this section, we address
the issue of connectivity preservation which is essential in the
context of our overall sensor network framework in Fig. 1. In
particular, we seek to ensure the following two requirements:
(i) The distance between two communicating nodes is less than
a certain threshold C. This is to maintain link quality (i.e.,
a sufficiently high SNR). We define the following Boolean
variable to indicate whether two nodes 7 and j satisfy this
requirement (henceforth s; will be interpreted as node ¢’s 2-D
location):

oL si=sill<C
c1 (si,85) = {07 otherwise

(ii) In the presence of obstacles [15], line-of-sight between two
communicating nodes is maintained. We define the Boolean
variable

o3 (si,8;) = 1, as;+(1—a)s; € Fforalla € [0,1]
2V %1770, otherwise

where F' denotes the free portion of the mission space unoccu-
pied by obstacles. Links satisfying (i) and (ii) are termed strong
links and we define c (s;,s;) = ¢1 (si, ;) - c2 (si, s5) so that 4
and j form a strong link if and only if ¢ (s;, s;) = L.

Let us represent the network of mobile nodes by a graph
G(s) = (WN,€(s)), where N' = {0,1,...,N} is the set
of node indices including the base station denoted by 0, and
E(s)={(i,g) : 4,7 € N,i # j, c(s;,s;) = 1}, which is
the set of all strong links. Over G (s), let II; be the set of all
possible loop-free paths from node i to 0. If II; # () for all
i € {1,..., N}, the graph G (s) is connected. Our goal is to
preserve this property.

We assume that the network operates with a distributed
routing algorithm in parallel with our distributed optimiza-
tion algorithm. The routing algorithm proactively generates
and maintains a set of paths, denoted by II;, for each node
i to forward data to 0. Note that the routing algorithm is
not restricted to use only links in & (s). Let II; = II; N II;
be the set of paths in ﬁi which contains only strong links.
Denote the kth path in II; by 7; 1, represented by a sequence
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Fig. 8. Base station is labeled 0. Desired communication range is marked for
node 0 and 5. Strong links are indicated by lines between nodes.

(ordered set) which contains all the nodes on this path from ¢
and O (including % and 0) ordered by their hop counts. If we
use 7}, to denote the jth element in m; j, then node =}, is
j — 1 hops away from node i on the path i k. We require
that the path be loop-free, thus m;  cannot contain duplicate
elements, i.e., 77 , # wf’k, if j # 1. Since II; only uses links in
& (s), c(wf’k, rf*,;l) = 1, for all 4, j, k. For example, in Fig. 8,
ﬁs = {{5747270}7{5737170}7{5737 17270}7{574727170}}
and depending on the result of the routing algorithm, II5 is
some subset of 1I5. The routing algorithm also maintains at
node ¢ its upstream (further from the base station 0) node set,
denoted by U; = U, pw; (7; 1) where

-1

o raa) = { 77

. i . i . . l
ifi €mjp,i#jandi =7, .
else

In addition, it maintains the downstream node set D; =
{j:iel;,je{0,...,N}}.

Before proceeding, we also define a projection of z € R?
onasetS C R? as Ps(z) = argminges ||z — yl|. Next,
let X (s) = {:2 €R? c(z,s) =1} be the region where a
strong link with s can be established. Finally, for simplicity,
henceforth s; stands for s; (k) unless expressly specified oth-
erwise, where k indexes state update times .

Algorithm 1:

When node 7 makes a location update at £, using (9), it takes

the following steps:

1) Using (9), generate a candidate of the next location: ;.

2) Ifforall j € D;, ¢(8;,s;) = 0, go to Step 3; else, go to
Step 5.

3) If there exists anode j # i such that s; € X' (§;) and there
exists a path 7;; € II;, such that 4 ¢ 7.1, g0 to Step 5;
else, go to Step 4.

4) Select some j € D; and project §; on X (s;). Redefine the
result Py(,) (5;) as ;.

5) If forall j € U;, c(8;,s;) = 1, go to Step 7; else, go to
Step 6.

6) If for all j € U; such that c(8;,s;) = 0 there exists a
path 7;; € II;, such that either ¢ ¢ m;; or i € mj,
and ¢ (8;,s,) = 1 with 7 = w; (m;,1), go to Step 7; else
si (k+1) = s; (k) and skip Step 7.

7) s; (k-f— 1) = 5.

It should be pointed out that in Steps 3 and 5, node 7 has to

communicate with nodes in X (§;) and U; respectively. In Step
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4, when the set X (s;) is a disk, the projection is straightforward.
When X (s;) is nonconvex due to obstacles, the projection in-
volves finding the closest point on some line segments and some
circular arcs to ;.

To show the validity of this algorithm, we define some
extra notation. When ¢ € =, we can divide path 7 into
two sub-paths separated by 4. Let (; () denote the first
sub-path, which does not contain ¢, and ~;(w) denote
the second sub-path, which contains 7. We use the bi-
nary operator 4+ to concatenate two paths into a new path.
If n, = {’/T;, . ,’/T(T} and m, = {Wg, . ,’/TZL}, then
Tg + Tp = {W;,...,W,T,Wg,...,wf .

Theorem 1: Assuming only one node performs a state update
at any given time and IT; # @ forall j € {1,..., N} before the
state update, an iteration of Algorithm 1 preserves the connec-
tivity of G (s).

Proof: Let us assume that node ¢ updates at ;. using Algo-
rithm 1 and IT; (k) # 0 forall j € {1,..., N}. We will prove
that IT; (k + 1) # @ forall j € {1,...,N}.

We first rewrite the node set so that {1,..., N} = NfUN U
{i} where j € N if there exists a path 7;; € II; (k) such that
i ¢ mjyandj € Nyifj # i and thereexistsapathm;; € I1; (k)
such that + € 7;;. We will prove the desired result for each
subset.

By assumption, only s; is modified. Therefore, a path 7 is
unaffected by an algorithm iteration if ¢ ¢ 7. For any j € A,
there is a path 7;; such that i ¢ m;; thus IL; (k+1) # 0
because 7;; € II; (k + 1).

Next we show that Steps 2—4 of Algorithm 1 guarantee that
if s; (k 4+ 1) = 4, is executed at Step 7, II; (k + 1) contains at
least one path, denoted by 7. Note that from Step 2, there are
three possible control paths which lead to Step 5. When the path
is(2 — 5)or (2 — 3 — 4 — 5), there exists anode j € D;
such that ¢ (8;,s;) = 1. Then, by the definition of D; and U4;,
there is a loop-free path 7, with the form 7, = {...,4,4,...,0}
and we can set m, = «; (7,). When the path is (2 — 3 — 5),
there exists a node j such that ¢(38;,s;) = 1, m;; € II; (k)
and i ¢ 7, ;. Thus, my = {i} + m;;. By now, we have shown
the existence of 7, and it will not be affected by later algorithm
steps since §; is not modified in them.

Steps 5-6 of Algorithm 1 guarantee that for j € N,
I0; (k + 1) contains at least one path, denoted by 4. Let 7, ;
be a path in II; (k) such that ¢ € 7;; and 7. = f; (7). The
last element in 7. is denoted by ¢ and note that ¢ € U;. From
step 5, there are three possible control paths to reach the end
of the algorithm. First, when the path is (5 — 7), we have
c(8i,84) = 1, and my = m, + ™. Second, when the path is
(5 — 6 — 7),if we have ¢ (8;,84) = 1, then 7y = 7. + 7.
If ¢(8;,5,) = 0, we have two cases. If there exists a path
g1 € II, (k), such that ¢ ¢ m,,, then 7y = m. + mg.
If there exists a path m,; € II; (k), such that i € m,; and
c (§i, swi(ﬁqyl)) = 1, then mq = 7w, + f; (mq,1) + mp. Finally,
when the path is (5 — 6), s; (k+ 1) = s; (k) and no change
is made to s. Then, we still have IT; (k + 1) = I1; (k) # 0 for
all j € {1,...,N}.

Now we can conclude that under all possible control paths,
O;(k+1) # 0 forall j € {1,...,N}, which implies
G (s (k + 1)) is connected. |
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Fig. 9. (a) shows the final node deployment when applying the original cov-
erage control algorithm. The lines between nodes indicate communication links.
The objective function reaches a value H (s) = 1642.1. In (b), Algorithm 1
with C' = 10 is applied to preserve connectivity and H (s) = 1449.4.

Fault Recovery: When two or more nodes update their states
at the same time, Algorithm 1 does not guarantee connectivity,
thus a fault recovery mechanism is required. Connectivity loss
may also be caused by a bad initial condition, excessive com-
munication delays, or node failure. When a node detects that the
base station is unreachable, a connection can be re-established
by navigating back toward the base station (a known position).
As soon as that node establishes a communication link with the
base station or any other node with a path to the base station, it
can use Algorithm 1 to maintain connectivity.

In Fig. 9, we compare the results of coverage control with
and without connectivity preservation. The base station is lo-
cated at the upper-left corner and all nodes initially start from
that location. Blue rectangles represent obstacles and the navi-
gable areas are color-coded to indicate the quality of coverage
as described earlier. Fig. 9(a) shows the final node deployment
after applying coverage control without connectivity preserva-
tion. Fig. 9(b) shows the result of applying Algorithm 1 to the
coverage control problem. Here, all communication links are
under the desired range limit C' = 10 and line-of-sight con-
straints are satisfied (unlike in (a)). As a price for guaranteed
connectivity, the final objective function value reached is lower
when Algorithm 1 is applied.

III. DATA COLLECTION FROM DETECTED DATA SOURCES

In our work thus far, we have focused on how to deploy sen-
sors in order to maximize the probability of detecting future
events, whose spatial distribution is given by the event density
function R (-). Once such an event is detected at a certain lo-
cation by a sensor node, it becomes a known data source and
one can expect that some sensor node locations will be recon-
figured to extract additional information from the newly found
data source. Inevitably, the reconfiguration will disturb a mo-
tion controller (9) aiming at maximizing coverage. However,
this should not substantially degrade the coverage component of
the mission (e.g., leave security loopholes for future intruders in
a surveillance task). Thus, the sensor network’s overall objec-
tive now becomes to collect information from all known data
sources while still maintaining adequate coverage to detect fu-
ture events. In this section, we discuss how this objective can be
achieved by modifying the optimal coverage problem to incor-
porate a data collection objective.
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Similar to a sensing model necessary for formulating the cov-
erage problem, we now need a data collection model. Let A; be
a time-varying discrete set which contains all known data source
locationsin {2 attime t. Foreachu € A, wedefine S (u) € [0,1]
to be the “source value” associated with the data source at .
This quantity measures the relative importance of different data
sources to the sensor nodes and the exact form of S (u) is applica-
tion-dependent. In the rest of this section, we will assume that A,
and S (u),u € A4, are all known. In the next section, we will re-
turn to the data source detection process, which ultimately gives
us an estimate of A; and we will present a possible form of S (u),
which takes sensor perception into consideration.

Next we define f; (u,s;) : 2 xQ — [0, 1] to be a data collec-
tion quality function for node . We assume that the quality of
data collection deteriorates with distance, thus f; (u, s;) should
be a non-increasing function of ||u — s;||. Notice that f; (u, s;)
could also be affected by factors such as obstacle occlusion and
limited sensor field-of-view. The effects of these factors can be
modelled by following the same approach as in Section II and
will not be elaborated here.

Since multiple nodes can collect data from a single source
simultaneously, we also need to define a joint data collection
function F (u, s) to represent the total data collection quality at
x. Similar to (4) we define

N
F(u,s)=1- H[l — fi(u, )]

=1

(22)

With A; and F' (u,s) defined, we modify the optimization
problem (5) to incorporate rewards from collecting data as
follows:

H(s,t)= / R(z)P(x,s)dz+B Y  S(u)F (us). (23)
Q uEN:

The positive coefficient 3 is used to trade off the two competing
goalsin H (s, t). Forlarger (3, the sensor network will shift more
of its attention from coverage to data collection, and vice versa.
Notice that the objective function is time-varying because A;
changes over time. The distributed motion control of node % in
(9) is now driven by

%ﬁ:%/{)z—z(;p)zs(x?s)dﬁﬂ S S(u)

u€EA;

OF (u,s)
851- ’
(24)

To evaluate (24), the sensor nodes need a mechanism to reliably
estimate A;. Such a mechanism is discussed in [25], which uti-
lizes a recursive Bayes filter to integrate successive sensor ob-
servations into an occupancy grid map. A simulation example
that illustrates the operation of a sensor network under the com-
bined effect of all three tasks of Fig. 1 is shown in Fig. 10. In
this example, the data source detection mechanism proposed in
[25] is in effect and data collection is traded off against cov-
erage once a mobile data source is detected. In subfigure 1 of
Fig. 10, no data source exists and the nodes perform coverage
control. In subfigure 2, a data source (purple circle) appears and
is detected by the nearest node 0. When the data source moves
across the cluttered space, it is always closely monitored by one
or two sensor nodes, while at the same time the remaining nodes
maintain adequate coverage.
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Fig. 10. Data source moves across the mission space and the sensor nodes ad-
just their locations to trade off between coverage and continuous monitoring of
the data source.
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IV. CONCLUSION

We have presented a framework intended to provide an
end-to-end solution to a wireless sensor network mission whose
objective is to control the locations of mobile nodes so as to max-
imize the probability of detecting randomly occurring events in
a mission space and to extract information from data sources,
when detected, with maximal effectiveness. We have identified
and developed models for three interacting components required
in the execution of such missions: coverage control, data source
detection, and data collection. The coverage control and data
collection components are solved jointly as an optimization
problem trading off two objectives. The data source detection
procedure proposed in [25] follows a Bayes estimation approach
in order to mitigate the effect of detection errors in the process.
We have also discussed the interactions among these three com-
ponents leading to an overall mission execution control system
and addressed related node communication issues.

Future work in coverage control includes refining our model of
the sensing cone under limited field of vision, so that the sensing
capability varies according to the angular distance from the cen-
tral axis. In addition, as mentioned in the introduction, the opti-
mization problem we solve needs to incorporate the energy con-
sumed for both communication and motion. In the data detection
component of the overall system, we intend to explore tracking
approaches for data sources which depend on specific applica-
tion settings. Finally, we are studying how the event-driven com-
munication mechanism used in [33] to solve the coverage control
problem without any synchronization limitation can be used in
the the modified optimization problem that combines coverage
and data collection quality. A prevailing question in the gradient-
based optimization framework is the presence of multiple local
optima. As pointed out in Section IIB, modifying the objective
function to compensate for imbalanced joint detection probabil-
ities over the mission space can partially address this problem
and suggests the possibility for a systematic approach to seek
a global optimum or at least improved performance.
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