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Abstract—We consider threshold-based admission control poli- fundamental issue arising in networks supporting QoS require-
cies for traffic in fixed-route circuit-switched networks, and de- ments is that otall admissionthe decision to accept or reject
velop a scheme for adjusting the threshold parametersnline so 5 ey call. The need for admission control, even when network
that, as operating conditions in the network change, the thresholds ilable. is due to the fact that th t f
“adapt” with the objective of minimizing a weighted sum of call resou,rces are avaiiable, 1S Lfe 0 the tact that the acceptance o
blocking probabilities. Instrumental in this scheme is an algorithm ~ Certain calls can have a detrimental effect on the performance
for estimating online the sensitivity of the call blocking metric with ~ of the entire network, as well as the individual performance of
respect to thresholds. The formal optimization problem over the currently active calls. The call admission problem has attracted
set of discrete threshold parameters is solved by means Ofaconver'considerable interest in recent years and is most often placed

sion to an optimization problem over a set of auxiliary real-valued . th text of high dint ted . i K
parameters. Such threshold-based policies, though conservative at'" 1€ Context ot high-speed Integrated Services networks (see,

low traffic rates, have the advantage of being simple to implement, €-8-, [13] and [25]).
distributed in nature, adaptive, and not requiring explicit distri- The problem of determining an optimal call admission policy
butional modeling assumptions. Numerical results included in the s frther complicated by its interdependence with the call
paper indicate that at higher traffic rates these simple policies yield . .
the same performance as more complex and less flexible call admis-"0UtiNg problem. Marbgckgt al. [25], for example, c0_n3|c_ier
sion schemes. the problem of call admission control (CAC) and routing in an
Index Terms—Call admission control, perturbation analysis integrated services netwo_rk thgt handles several clagses of calls
(PA), sensitivity estimation, stochastic optimization. of different value and with different resource requirements.
Even when the call arrivals are assumed to be independent
Poisson processes with known rates, the problem is too complex
|. INTRODUCTION to be solved exactly, therefore an approximation is necessary.
UALITY-OF-SERVICE (QoS) requirements for traffic In [25], neurodynamic programming (NDP) methods are used
(especially voice and video) such as low variance ar@dong with a decomposition approach to tackle this problem.
short delay motivate establishing and maintaining, for In this paper, we consider the call admission problem in gen-
the duration of the call, a circuit-switched path between theral-topology circuit-switched networks with fixed routing and
communicating nodes. Circuit-switching entails the reservatillmmogeneous traffic. Fixed routing implies that all routes be-
of limited resources (i.e., bandwidth) at each node along theeen source and destination (S/D) nodes have been predeter-
circuit-switched path or circuit. If, upon arrival of a call, the demined, so that each S/D pair can be viewed as a circuit with the
sired resources are unavailable at any of the intermediate nod#s such circuit denoted by;. A call routed on circuit will
the call is said to bélocked Blocked calls are assumed to bée termed as #&pe+ call. Circuit switching is generally im-
lost from the system, a mode of operation known as “blockgdemented using frequency division multiple access (FDMA)
calls cleared” (in some models, calls that are denied immediatetime division multiple access (TDMA) over the shared trans-
access can be queued until network resources are availabi@gsion channel (see, e.qg., [4]). In the case of fixed networks,
Common performance measures for this mode of operatithe multiplexing can be achieved using frequency division mul-
include blocking probability and throughput. Circuit-switchindiplexing (FDM), time division multiplexing (TDM), or wave-
is ubiquitous in telephony and there exists a vast body ngth division multiplexing (WDM) technigues. Conceptually,
literature on the performance analysis of circuit-switcheahultiplexing can be viewed as partitioning the shared channel
voice in communication networks (see [21], [28], [29], and theith capacityC bits/s, inton logical channels each with ca-
references therein). Typically, blocking models are developedcity C/n bits/s. Associated with each logical channel is a
for the network in amuincontrolledmode of operation, i.e., a call transceiver (transmitter/receiver pair). Equivalently, the network
is always accepted provided network resources are availablere&ources can be thought of as consisting: @fansceivers at
each node. A type voice call in this model must reserve, for
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The call admission problem in circuit-switched networkperformance of this simple distributed threshold-based policy
with fixed routes was considered in [2] and [31] (in thes in fact comparable to that of the coordinate convex policy.
context of multihop radio networks) using a multiple-ser- Note that, with minor modifications, the applicability of our
vice—multiple-resource (MSMR) framework in conjunctioralgorithm can be extended to other networking environments
with a coordinate convex policy [20]. Although coordinatevhere the bandwidth is allocated to different traffic classes over
convex policies are not necessarily optimal, Jordan and Varapyarmanent or semi-permanent virtual paths (e.g., as in the asyn-
[20] have considered several examples where such a polayonous transfer mode (ATM) setting [3]).
performs as well as dynamic programming solutions. However,The paper is organized as follows. In Section Il, we pose
determination of the optimal coordinate convex policy (undéhe optimal threshold assignment probl€R1 ). In Section I,
exponentially distributed call interarrival times and call durave consider the case where the performance measure is the
tions) requires amffline computationally intensive evaluationblocking probability over a fixed number of call arrivals and
thereby limiting its applicability as the network size increasesldress the issue of estimating the sensitivity of this measure
(see [31]). In [2] and [31], it has been shown that optimizingith respect to the threshold parameters. We show that a sample-
only the circuit thresholds results in control policies that angath-based algorithm can be used to estimate such sensitivities
almost as good as theptimal coordinate convex policy which online Next, in Section IV, we return to proble(®1). Rather
is found by optimizing both the circuit thresholds and ththan solving it directly, we use the approach recently proposed in
linear-combination constraints. Therefore, in this paper vW&5], whereby we transforriP1) into acontinuous'surrogate”
consider a state-dependent but simptlereshold-basectall optimization problem{P2). The latter is then solved through a
admission policy where a typeecall is accepted if and only if stochastic approximation type algorithm which is driven by gra-
there are less thdfy calls currently active over circuit These dient estimates of the cost function with respect to the “surro-
thresholds can then be “tunedhline so as to optimize net- gate” variables. Gradient estimation makes use of the algorithms
work performance (usually, minimization of the call blockingleveloped in Section Ill. Finally, in Section V we illustrate the
probability or maximization of call throughput). proposed methodology by considering several circuit-switched

Threshold-based call admission control policies have three agtworks and compare the performance of the threshold-based
tractive features. First and foremost, they are distributed in raolicy with that of the coordinate convex policy considered in
ture. That is, call admission is done at the source node usi2§ and [31] to the uncontrolled network case.
local information this is in contrast to the uncontrolled case
(i.e., no admission control) which employs call setup packets
or the coordinate convex policy in [2] and [31] which entails
centralized admission control. Second, the proposed approackVe consider agV-node network with fixed routing specified
for determining the threshold values requiresdistributional by C circuits. Let theith circuit be denoted by the vectoy =
informationon the arrival process and minimal assumptions dni1, ¢;2, . . ., cin] Wheree;; = 1 if circuit ¢ traverses nodg,
the nature of the call service processes. Third, it in@aptive andc;; = 0 otherwise. For simplicity, we assume bandwidth
policy in the sense that the optimal threshold values are aut®mogeneity, i.e., the bandwidth is such that we can multiplex
matically adjusted as operating conditions (e.g., traffic loads nrvoice calls on any node. Circuit-switching requires that for
bandwidth) in the network change. The price to pay for thesecall to be accepted adequate resources (i.e., a transceiver) at
features is that threshold-based policies belong to the classath node along the circuit should be available. The thresholds
complete partitioningolicies, which may make inefficient usein our admission control policy should be chosen so as to ensure
of resources at lower network utilizations. that circuit-switching is emulated. Finally, the policy is work-

The main contributions of this paper are the followingconserving, i.e., a typéecall is always admitted if the threshold
First, we formulate the optimal threshold-based admissiismnot exceeded.
control problem as a stochastic resource allocation problemThresholds are viewed g&rtitioning the total resources:(
and develop a specific methodology for t@ine optimization transceivers) at each network node. Therefore, determining the
of the thresholds so as to minimize the weighted network calptimal thresholds is equivalent to finding the optimal parti-
blocking probability. Central to our approach is the use of setioning of the transceivers at each node. With this in mind, let
sitivity information, i.e., knowledge of the effect of changing;(s) be the number of transceivers assigned to circaitnode
a threshold valud; by +1 or —1 on the typei call blocking j with the capacity constraintileti(j)cij < nforall j =
probability. Thus, a second contribution is an algorithm far, ..., N. When establishing a circuit, a call needs to reserve a
estimating this quantity for networks with isochronous traffidransceiver at each node along the circuit which imposgs a
Even with this information available, determining the optimatuit constraintsuch that;(j) = ¢;(k) = 1; for all nodesy, &
threshold parameters remains a hard discrete stochastic optiich belong to circuit. We can then definethreshold vector
mization problem. We present a specific algorithm toward thiE = [T7, .. ., 7], which inherits the circuit constraints.
goal, based on transforming the original discrete optimization Consider the probability spa¢€, S, P) where§2 = [0, 1]*°
problem into a continuous optimization problem. Finally, wés the sample spac& = 2 is thes-field and P is a proba-
present a performance comparison of our threshold-based hitity measure (depending on the properties of the system) on
proach with the coordinate convex policy considered in [2] aridl. Note thate € €2 is a sequence of numbers frdf 1] used
[31], as well as the uncontrolled network. Extensive simulatido create the interarrival times, the service times, and the call
results indicate that when the network is not lightly loaded, thgpes and characterizes a sample path.L&T) be the cost

"II. CALL ADMISSION CONTROL PROBLEM FORMULATION
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of circuit ¢ observed along a sample path associated with the
threshold vectofI'. The resource partitioning problem is now
formulated as a discrete optimization problem where the objec-
tive is to determine the vectdF minimizing a weighted sum

of expected cost&[L;(T)] over all circuits. In our problem,
L;(T) is the fraction of blocked typé calls over some given c
time interval (or at steady state, if appropriate) and depends only

onT;, so that the performance objective becomes the minimizag. 1. Tandem network with six nodes.

tion of a weighted blocking probability over all call types

c both optimizationover a discrete set arestimationof the cost

(P1) minZﬁiE[Li(Ti)] under all feasible threshold vectdis It therefore becomes a
T4 stochastiadiscrete optimization problem.

For solving(P1) we will use the approach proposed in [15].

subject to theesource capacitgonstraints . : .
) pactty We consider transceivers at each node as discrete resources to

Z T, <n forallnodesj=1,...,N: be allocated to circuits. By relaxing the integrality constraints
icD, - on the thresholds, we transforf®1) into a “surrogate” contin-
T, € {0,1,...} forall circuitsi = 1 C uous optimization probleniiP2), which is then solve@nline
T ? yr T - Tt

through a stochastic approximation type algorithm updating the
In this formulation,3; is the weight associated with typealls, actual system as the surrogate system is updated. The solution
and of this “surrogate” problem can be used to recover the solution
of the original problem as shown in [15]. The probléR1) is
Dj={itcy=Li=1,...,C} separable, therefore the sensitivity estimation required in the al-
_ o ) gorithm is simplified in that we will use perturbation analysis
is the set of all circuits that traverse nofle _ . (PA) (see [9] and [17]) for the sensitivity estimation of the cost
Example: To illustrate this problem formulation, Cons'dercriterion with respect to the thresholds,i = 1,...,C. This

the 6-node tandem network with five circuits shown in Fig. Jagimation is based on the observed data, hence, no specific as-

For this network, lettingZ = {0,1,...}, the partitioning g,mntions on the distributions of call arrival and holding pro-
problem(P1) is given by cesses will be needed.

min Y BE[Li(T)] lIl. SENSITIVITY ESTIMATION
TeZY 4
Tt In this section, we focus on processing packetized traffic in
subject to a circuit-switched network. We begin by specifying the model
we will adopt and then present an online sensitivity estimation
Li+Ty<n algorithm for the effect of threshold parameters on the cost cri-
To+T1y<n terion, taken to be a weighted sum of call blocking probabilities
Ty +Ts < n over all call types (circuits).
I3+T5<n

A. Frame-Based Modeling for Isochronous Traffic

where the first inequality above applies to nodes 1 and 2, bothCircuit-switching is most commonly implemented using
of which share the call 1 and call 4 traffic. Similarly, the seconiDMA, where multiplexing is achieved by defining, feach
inequality applies to node 3 which shares call 2 and call 4 traffingtwork node, am-slot framesuch that each slot in the frame
the third inequality applies to node 4 which shares call 2 and cal uniquely assigned to a call, and such that the slot size is
5 traffic, and the last inequality applies to nodes 5 and 6 whidketermined by the bandwidth requirements of each call type
share call 3 and call 5 traffic. In Fig. 1, the acceptance of a tyffer simplicity, we assume uniform bandwidth requirements).
4 call (c4) will subsequently block resources from type 1 and call which is assigned a slot in a given frame retains, for the
type 2 calls. Thus, there exists an inherent performance trade-effation of the call, that same slot in subsequent frames. In this
between rejecting a type 4 call and freeing up resources for typPMA model, anindividual slotwithin a frame corresponds to
1 and type 2 calls. This tradeoff is captured by the selection @fogical channel or, equivalently teansceiver
the thresholdZ}. The threshold-based policy described in Section Il implies
Assuming thatE[L;(T;)] is a priori known for all feasible that we need to specify a frame for each network node; more-
T, (P1) is a special case of a deterministic nonlinear integewer, the respective frames must be designed so that circuit
programming problem (see [19], [26], and the referencewitching is emulated. For example, for the tandem network
therein), and is in general NP-hard [19]. Aside from thishown in Fig. 1, if a type 4 call is assigned tjith slot in the
computational difficulty, it is generally the case that ndrame at the source node (node 1), then the corresponding
closed-form expression fdt[L;(T;)] is available, so that this slot in the frame design at node 2, and node 3 must also be re-
cost is estimated through Monte Carlo simulation or by direserved for that call. This slot assignment results in allocdfing
measurements made on the actual system. THRI) involves slots to typei calls in each frame for each node which belongs
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to circuitz. For example, in Fig. 1, the frames associated withe assigned an available transmission slot are blocked. A sim-
node 1, node 2, and node 3 are designed sucHithalots are ilar model was considered in [7] and [24]. Note that this model
allocated to type 4 calls. In short, the threshold paraniEtar allows for an arbitrary selection of which calls at the beginning
our admission policy igquivalent to the number of slots in aof any frame will be blocked.
frame allocated to typé calls. Let us now concentrate on the specific performance measure
The QoS associated with the traffic is such that a call of interestto our problem, i.e., the blocking probability for each
blocked if it cannot be assigned a slot in the frame. We witype: call. Suppose a sample path of this system is observed and
not be concerned here with any specific model for the trafflet ; be the total number of typecalls that are blocked over
carried by the network; rather, we simply assume that samplitigs sample path. I type: call arrivals were observed, then an
and encoding are such that at most one packet is submitestimate of the blocking probability is given By (K)/K). As-
for transmission per frame. For this reason, it is referred smming that a stationary blocking probability exists under stan-
asisochronousor continuoustraffic, in the sense that, for the dard ergodicity conditions, we denote it By and observe that
duration of the call, fixed-length packets are generated at a
uniform rate of 1 packet/frame. P = lim bi(K )_ 1)
With this frame-based model in mind, we now proceed as fol- K—o0
lows. First, at eachourcenode there is a process of call arrivals _ o
for each call type that happens to originate at that node, whic s already pointed O_Ut’ in this model the th_reshold parameter
we assume to be characterized by an arbitrary interarrival disg?— represents the maximum number of slots in a frame that can

bution, possibly including correlations between individual cal ]?f afs;%ned tobtypefcszIIsdelearly, s chané;e I gentlarallyth
arrivals of a given call type, as well as between arrivals of dif- ects the number of blocked calisobserved in a sample pa

ferent call types. Thgth typei call is characterized by the pair € now pps_? the folllowmg question, typical of the PA apprqach
(AL, %), whereA’ is the call arrival epoch ang is the call du- used in similar problems (e.g., see [8], [14], and [17]). Given
ration, expressed as an integer number of frames. The discrI f aslotis allocated to typecalls in a frame, can we predict
random vanabl@’ has an arbitrary distribution. e effect of removing that slot from the allocation to type
Next, we descnbe the operation of the system from the po?ﬁ,lls? Similarly: Given that a slot is not allocated to typalls
of view of some call typé at nodey (the operation is the sameln @ frame, can we predict the effect of adding that slot to the
from the point of view of any other call type and node). Rec :ﬁllocatlon to type ca_lls? Our g(_)al is to answer these questions
that each slot in a frame is allocated to some call type; thus,(’h sedbnly on data directly available from an observed sample
nodegq frame consists of (a) slots allocated to tyije € D) path under the current threshold parametir
calls, and (b) slots allocated to other call type(s). Using the ter—
minology introduced in [7], a slot allocated to typealls is re- . The “Marked/Phantom” Sensitivity Estimation Algorithm
ferred to as dransmission slgtwhereas all remaining slots are Inthe observed sample path, where the system operates under
termedvacation slotsas far as typeé calls are concerned. Sup-a thresholdZ; for typei calls, a frame at some nogecontains
pose the node frame is designed so thdt slots are allocated a total number of: slots (same as the number of transceivers
to types calls. At any time instant, not all of these slots need tavailable) of whichl; are allocated to typécalls (i € D, ).
be currently utilized by such a call; in particular, let “free” slotd.et us assume tha arrivals of typei call are observed over
fi,0 < f; < T;, be the number of transmission slots that arg; frames. We then ask the question “What would happen to
not presently used by any ongoing typeall (thus, there ar@; the number of blocked calls if one less (or more) slot were
slotsallocatedto type: calls, but currentlyf; of them are un- allocated to these calls?” Equivalently, using the terminology
used, i.e.free). Then, when a caIQAjc, 5;1) is submitted to the introduced in the previous section, “What would happety i6
system, itis admitted if; > 0, in which casef; is decremented a transmission (or vacation) slot was converted into a vacation
by 1; otherwise, iff; = 0 the call is blocked and considered(or transmission) slot for typecalls?”
lost. Note that the call admission decision is made using onlyOur first approach in answering these questions is to view a
local information, i.e., the number of free transmission slots alot allocated to the typecall as amarkedslot and attempt to
located ta: in the current node frame. Once a slot is assignedevaluate the number of blocked calls that would have resulted
to this particular call it remains assigned for the duration of thead this been a vacation slot instead. We emphasize that we are
call, i.e., if thejth typei call is accepted and begins using thénterested in accomplishing this based on data directly obtained
mth slot of thekth frame on the time line, then it maintains posfrom the sample path we are observing (or perhaps, simulating).
session of the sameth slot for the{(k+1),..., (k+¢; —1)}  Our second approach, which is the dual of the first approach,
frames. These slots are now considevedvailableto future is to consider a vacation slot for tygecalls and view it as
typei calls. Note that the call duraticﬁj need not be known in a phantomslot, in which case our objective is to evaluate the
advancethe effect of a call terminating is simply to incremenhumber of blocked calls that would have resulted had this been
the variablef; by 1, when this event takes place. a transmission slot instead.
The model is complete once we specify how long an arriving We will refer to the observed system as ti@mminalone and
call can wait for an accept/reject decision. We assume that the system that would have resulted from marking (or phan-
decision to accept calls is made at the beginning of each frant@nizing) a slot as thmarked(or phantomizefisystem. We also
all calls that arrive during a frame are therefore queued up to theint out that, given the model presented in the previous section,
beginning of the next frame. At that time, those calls that cannibie marking (or phantomizing) a slot within the frame at ngde
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is equivalent to the marking (or phantomizing) of a transceivém the marked system; (k) is directly observable from the

at that node. nominal system, wherea&™ (%) will be obtained as explained
Let us define the following sample path quantities. below.

b;: Total number of typé blocked calls in the nominal  Letus now introduce the concept atygedcall. Thisis acall
system. that is accepted in the nominal but not in the marked system at

b Total number of type blocked calls in the marked the end of some frame. We define an additional binary variable
system. z; (k) (indicator of a tagged call at the beginning/gh frame)

b Total number of type blocked calls in the phan- jnitialized asz(0) = 0.
tomized system. Now let

a;(k): Number of typei call arrivals during thé:th frame

of the nominal system.
d;(k): Number of type: call completions during théth
frame of the nominal system. ) )
d™(k):  Number of typei call completions during théth ~ Note that if such: does not existf; (k) + d(k) > a;(k) for all

w=min{k: f;(k) + d;(k) < a;(k),k=0,1,...}.

frame of the marked system. k, which means removing a slot does not affect the cost, i.e., the
d(k):  Number of typei call completions during théth —sensitivity is zero on the observed sample path.

frame of the phantomized system. Assuming existence af, we have
fi(k): Number of transmission slots available to typalls

in the kth frame of the nominal system (i.e., slots k) = fi(k)—1 forallk=0,...,u

allocated to type calls which are currently free).
Clearly,0 < fi(k) < T;.
fI*(k):  Number of transmission slots available to tymaills S _
in the kth frame of the marked system. Cleady< A call arriving in thewth frame will be tagged. In the nom-
k) < T — 1. inal systemf;(u) + d;(u), new calls are accepted, while in the
fP(k):  Number of transmission slots available to tymalls Marked system only;” (u) + d;" (u) = fi(u) + di(u) — 1 new
in thekth frame of the phantomized system. Clearlygalls are accepted. Equivalently(u) — f;(u) — d;(u) calls are
0< fP(k) ST+ 1. blocked in the nominal, while; (u) — f;(u) — d;(w) + 1 calls
Then, our objective is to evalual@ (or &) using only quan- are blocked in the marked system. This additional call that is
tities observed along a sample path of the nominal system. Tilecked only in the marked system is precisely what we have
value will be used in evaluating the sensitivity of the blockindefined above as ‘tagged’. We then sgtw + 1) = 1. It also
probability for typei calls (with respect to the threshold paramfollows from (4) and (5) that
eterT;) defined as

d'(k) =d;(k) forallk=0,..., u.

AB b — b filu+1)=0=f"(u+1). (6)
K TOK @

or Let the termination of this tagged call occur at some frame

I >wu Forallk =u+1,...,1—1, note that (4) and (5) apply to
Ay — bi — bf_ (3) the nominal and marked system respectively with the new initial
K K condition (6). Note that
Note that the dependence on the threshold pararfigtisrnot
shown for notational convenience. dM(k) =di(k) forallk=w+1,...,1—1

Before proceeding with the construction of the sample paths
for marked and phantomized systems let us analyze the N efore
inal system sample path. Our analysis begins with the following
simple recursive equation whigh(k) satisfies

filk +1) = [fi(k) + di(k) — as(R)]*, fi(0) = T;  (4)
where[z]+ = max(0, z). Thus, the number of free slots in aThat is, for the duration of this tagged call, both the nominal
I . . and the marked system see the same number of blocked calls.
frame is initially given by the threshold paramefgrfor type:

calls. Subsequently; (k) is incremented by the number of theThe fact that the marked system has one less transmission slot

call completionsi; (k) and decremented by the number of ne\Xﬁr typez: calls is Compensated by the fact that the extra slot of
callsa;(k), with the obvious constraint thef (%) must remain the nomma}l system is used by the tagged call. Notedftdt:)
nonnegative for alk. andd; (k) differ by one at the completion of a tagged call, when

1) Construction of the Marked System Sample Pahe re- * = ¢, and are equal at other times.
cursive equation for the free slots of the marked system carfinally in theith frame, the nominal system and the marked
be written as follows: system will havef; () + di(1) and /(1) + di*(I) = fi(1) +
d;(l) — 1 available slots, respectively. Two cases need to be
fI k1) = [ (k) +d] (k) —ai(k)] T, f"(0) = T;—1. (5) considered.

k) = fik) forallk=wu+1,...,1
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o fi(D) + d;(1) < a;(I) In this case the slot freed up by thelLet
completion of the tagged call will be used by a new tagged

call, therefore w=min{k: f;(k) +d;(k) < a;(k),k=0,1

PR P

3

sl+1) =1 If « does not exist, then the nominal system does not block any

calls of typei. Adding another slot will not improve the perfor-

mance, i.e., the sensitivity is zero on the observed sample path.
Assuming existence af, the phantomized and the nominal

system will accept every call until theh frame. From (8) and

4)

The process above repeats with the initial condition
fill+1)=0=fi"(+1).

i) + d;() > a;(I) In this case, the slot freed up by the(
completion of the tagged call is not used by a new one,
therefore k)= filk)+1 forallk=0,...,u

(k) =d;(k) forallk=0,...,u.
z(l+1)=0.
In the uth frame, a call, referred to as thghantom call is
blocked in the nominal system but will be accepted in the per-
turbed one. The service tinggnumber of frames a call will use
a slot) needed for this call will be unavailable from the nominal

The process above repeats with the initial condition

fz(l—i‘].) >0 and f?l(l+1) Ifz(l—i‘].)—].

The tagging procesgz; (k)}, & = 0,1,2,... therefore con-
sists of cycles as described above. In order to formally defi

the dynamics ok;(k), let us introduce one more binary vari-
abley; (k) as the indicator of completion of a tagged call of typg

system. We will address the issue of assigning a service time to
Hée phantom call in Section I1I-B3.

In thewth frame, the nominal system acceptgtis) + d;(w)
ew calls, whilef?(k) + &(k) = fi(u) + d;(u) + 1 calls

are accepted by the phantomized system. Equivalenthy,) —

i within the kth frame. We then have (fi(u) + d;(u)) calls are blocked in the nominal system, while

1 it fi(k) + ds(k) < ai(k) a;(w)— (fi(u)+d;(u))—1 calls are blocked in the phantomized
2zi(k+1) =<0 if fi(k)+d;(k) > a;(k) andy;(k) =1  system. The additional call that is accepted is what we defined
z(k) otherwise above as “phantom.” We then sgtw + 1) = 1 wherez; (k) is

defined as the indicator of presence of a phantom call of fype
with the initial conditionz;(0) = 0. Note thatz; (k) is com- at the beginning of théth frame and initialized ag;(0) = 0. It
pletely determined from observable quantities along the no@lso follows from (4) and (8) that:
inal sample pathy;(k), d;(k), f:(k), and the observable events
corresponding to tagged call completions. It should be clear that
there can be at most one tagged call in the nominal system at

any instant, since only one transmission slot is removed in tEgt the termination of the phantom call occula « + &. For

marked system. allk =u+1,...,1—1, (4) and (8) apply to the nominal and the

The final step is the evaluation of the sensitivity of th(?narked system respectively with the new initial condition (9)
blocking probability for type calls, (Aby"/K), defined in (2). = thaty P y :

By definition, this is the ratio of the total number of tagged calls
over the observed sample path to the total number of observed

filut1)=0= f(u+ 1), ©)

arrivals. Let1[-] be the usual indicator function. We then get di (k) =di(k) forallk=u+1,...,1-1
F;—1
A 1§ therefore
L —— . . < a.:
= 3 )+ di(B) < au(h)

x>~

0

7) k) = fi(k) forallk=wu+1,...,1

x 1[z;(k) = 0 ory; (k) = 1].
In practice, Ab™ is simply incremented by 1 with every transi-That is, for the duration of the phantom call, both the nominal
tion of z; (k) from 0 to 1, including the case where it becomes @nd the phantomized systems see the same number of blocked
in some frame: and then immediately reset to(4;(k) = 1), calls. The fact that the phantom system has an additional trans-
i.e., atagged call is terminated in that frame and another taggeission slot for type calls is compensated by the fact that the
call is accepted. extra slot is being used by the phantom call. Note that/{li&)

2) Construction of the Phantomized System Samgadd;(k) differ by one at the completion of a phantom call,

Path: The recursive equation for the free slots of the phamvhenk = [, and are equal at other times.
tomized system can be written as follows: Finally in thelth frame, the nominal system and the phan-
tomized system will have/; (1) + d;(1) and fF (1) + &£ (1)
fi()+d;(1)+ 1 available slots, respectively. Two cases need to
be considered.

PP+ 1) = [fP(k) + d2(k) — ai(K)]T, fP(0) =T; + 1. o

®)
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o fi(D) + d;(I) < a;(1) In this case, the slot freed up by thetomized system, will be unobservable. Assuming that the ser-
termination of the phantom call is filled by a new phantormice times are independent and identically distributed, we will
call, therefore consider two cases.

Case 1) The service time distribution fgiris available
If the service time distribution is available (e.qg.,
from previous data), one can assign a service time to
this phantom call by sampling from the distribution.

z(l+1)=1.

The process above starts with the initial condition

F+1)=0= (I +1). Case 2) The service_z tim_e dist_ribL_Jtiop Ei_ris not avgilable
If the service time distribution is not available, we
o fi(1) + di(1) > a;(1) In this case, the slot freed up by the can apply thetime warping algorithm(TWA pro-
termination of the phantom call is not used by a new call, posed in [10].
therefore While constructing the marked sample path we assume that
the calls come with their service times. However, in order to con-
z(l+1)=0. struct the phantomized sample path, we assume that the trans-

cieiver assigns the service times. These two assumptions are sta-
Et‘lstically equivalent because of the i.i.d. property.
The TWA keeps track of the service times that are observed
in the nominal system. When the service time for a call is not
(4+1)+1=fP(1+1) >0 n _ : _
7l ) 1 ) available, the construction of the phantomized system is paused.
The sequencéz;(k)}, k = 0,1, . . . therefore consists of cy- AS S00N as the service time becomes available, the construction

cles as described above. In order to formally define the dynam@ghe phantomized system starts and proceedsimewarping
of zi(k), let us introduce one more binary variahigk) as the fashion. Let us define; as the service time of thgh accepted
indicator of termination of a phantom call of typavithin the call of type: to the nominal system. Note thaft = ¢7 ,; where

The aforementioned process starts with the initi
condition

kth frame. We then have b is the number of blocked calls of typén the nominal system
) up to jth accepted call. The phantomized system sample path
1 !f fi(k) + di(k) < ai(k) will be constructed usin@j value of the nominal system as
zi(k+1) =40 if fi(k) + di(k) 2 ai(k) andy; (k) =1 the service time for thgth accepted call in the phantomized

zi(k) otherwise system. Note that since the phantomized system may have more

accepted arrivals than the nominal system, one may need to ob-

with the initial conditionz;(0) = 0. Note thatz(k) is com- erve more arrivals thal§ to the nominal system in order to get
pletely determined from observable quantities along the nom S yS 9
enough service time data for the phantomized system.

inal sample pathy;(k), di(k), fi(k), and the observable events After the phantomized system is constructed fomarrivals

corresponding to phantom call completions with the added dif-" " . . ) .
%?055Ib|y corresponding to more arrivals in the nominal system),

ficulty of injecting a service time. It should be clear that ther e sensitivity is calculated as in (3) whéés the number of the

can be at most one phantom call of typim the phantomized : : i m ; )
system at any instant, since only one transmission slot is adé)é%(:ked type callsinthe*first’ & arrivalsto the nominal system.

in the phantomized system.

The final step is evaluation of the sensitivity of the blockingV. OPTIMAL CALL ADMISSION THRESHOLD DETERMINATION
p_robab_ilit_y for type: calls,(Ab}/K), defined in (3). By defini- | o4 ;g now return to problertP1), where a threshold vector
tion, this is the ratio of the total number of tagged calls over t"ﬁswhich satisfies the capacity constraints at the nodes is sought
observed sample path to the total number of observed arrivg,

L be th lindi f ion. We th ) minimize a weighted sum of blocking probabilities.
et1(-) be the usual indicator function. We then get: While the area of stochastic optimization ogentinuouge-

Fi—1 cision spaces is rich and usually involves gradient-based tech-
Z 1/ (k) + di(k) < a; (k)] niques as in several well-known stochastic approximation algo-
=0 rithms [22], [27], the literature in the area dilscretestochastic
x 1[zi(k) = 0ory;(k) =1] (10) optimization is relatively limited. Most known approaches are
based on some form of random search, with the added difficulty
In practice,A¥? is simply incremented by 1 with every transi-of having to estimate the cost function at every step. Such al-
tion of z;(k) from O to 1, including the case where it becomegorithms have been recently proposed by Yan and Mukai [32],
0 in some framé: and then immediately reset to(4;(k) = Gonget al. [16], and Shi and Olafsson [30]. Although such
1), i.e., a phantom call is terminated in that frame and anothemdom search techniques have general applicability, they do
phantom call is accepted. not fully exploit any inherent structure of the problem. They
3) Service Time Assignment to the Phantom Calisthe also tend to be exceedingly slow in reaching a good solution,
phantomized system; (k) is directly observable from the nom-since these algorithms typically have to visit several poor allo-
inal system (because the arrivals are never disabled). Howewatjons. This is a particularly undesirable feature for online al-
if a call that arrived in théth frame is blocked by the nominal gorithms we are interested in here, where speed is essential and
system and is accepted in the phantomized system, the seraperating at an arbitrarily selected point can lead to extremely
duration for that call, which is essential in constructing the phapeor performance.

AR 1

K K
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Another recent contribution to this area involves tdinal  subject to theesource capacitgonstraints
optimization approach presented in [18]. The basic premise of
ordinal optimization is that it requires fewer resources to iden-
tify the best solution among several candidates than identifying
how much better one is from the others. One can obtain sen-
sitivity estimateg Ab}* /K) (or (Ab}/K)) in order to identify |n this formulation,r; is the “surrogate” variable (real-valued
the “least” and the “most” sensitive call types and transfer a shpireshold) for type calls, 3; is the weight associated with type
(i.e., a transceiver) from the former to the latter. Among othercalls, and
features, this approach is intended to exploit the fact that or- . .
dinal estimates are particularly robust with respect to estima- Dj=H{eey=Li=1,....,C}
tion noise compared to cardinal estimates (see also [11]). Tigehe set of all circuits that traverse nogle
implication is that convergence of such algorithms is substan-The algorithm to solve this minimization problem is as fol-
tially faster. One such algorithm is applied to resource allocatifgws (see also [15]).
problems with total capacity constraints in [5]. This algorithm . start with some (initial) threshold vectd,, and seiro =
was shown to converge in probability (and a.s. under certain
added conditions [12]). Even though the approach in [5] yields « For any iteratiom = 0, 1, .. .

a fast resource allocation algorithm, it is still constrained to it- 1) Perturbr,, (if necessary) so that all components are
erate so that every step involves the transfer of no more than noninteger.

a single resource from one user to some other user. One can 2) SelectT,, = argmin,c.1, |T — 7, whereA, is the
expect, however, that much faster improvements can be real- discrete-feasible set.‘ ¢

ized in a scheme allowed to reallocate multiple resources from 3) Operate afT, to evaluate sensitivity estimaté,,
users whose cost-sensitivities are small to users whose sensitiv- using the PA techniques in Section Ill.

Y i <n forallnodesj=1,...,N:
iEDj
7, > 0 forallcircuitsi =1,...,C.

ities are much larger. This is precisely the rationale of most gra- 4) Update the continuous threshold vectey; =
dient-based continuous optimization schemes, where the gra- argmingca, |7 — (75 — noHy)|| WhereA. is the
dient is a measure of this sensitivity. convex hull of Ay,

With this motivation in mind, we apply here the algorithm 5) If some stopping condition is not satisfied, repeat
that was introduced in [15]. In particular, we transform the steps forn + 1. Else, set™ = 1,,41.

original discrete feasible set into a continuous feasible set. optainT* as one of the neighboring feasible states in the
over which a “surrogate” optimization problem is defined and ~ ggt.

subsequently solved. As in earlier work in [5] and [6], and Note that| - | is the standard Euclidean norm. Since the cost
unlike algorithms presented in [19], an important feature @finction is defined as the summation of weighted blocking prob-
our approach is that every stélein the optimization process gpjlities, the derivative estimaté, are calculated as follows:
remains feasible, so that our scheme can be osédeto ad- Depending on the value of thigh component of T, —

just the decision vector as operating conditions (e.g., systgm ) the marked or the phantom slot approach is used, corre-

parameters) change over time. Thus, at every step of the cgfonding to the left or right derivative, respectively. Then

tinuous optimization process, the obtained continuous state "

is mapped back into a feasible discrete state using a specific (Hp)i = BT (Tot1)i < (Tmt1)i (11)

transformation; based on a realization under this feasible state, -5 A;’:' (Trt1)i > (Tmt1)i

new sensitivity estimates are thalned that drlvg the contln—here (Ab7 /K )and (AW /K) are given by (7) and (10) re-

uous optimization process to yield the next continuous state. i N e .

. ) sHecnver. For details on the derivation of the gradient of the

Therefore, the proposed scheme involves an interplay of s¢n- i L . .
s : : . . : surrogate” cost function in terms of the aforementioned finite

sitivity-driven iterations and continuous-to-discrete state trans-

. . . ) ifferences, see [15].

formations. It is shown in [15] that when an optimal threshol . : . . L
ector* is obtained in the continuous state space. it is tran _This algorithm is a standard stochastic approximation

;/ th' th It' II thresh Iclj u utﬂF* : pth | Id Scheme driven by the derivative estimat&s, with {7,}

formed 1o the optimal thresnold vectdt™. in other words, 5, appropriately selected step size sequence (e.g., see [15],

if a solution to the surrogate optimization problem is founi})

h luti h iinal di hasti o .122], [23], and [27]). It is worth pointing out that the
then a solution to the original discrete stochastic optimizatiqR - itions required for convergence [15] are not dependent

problem IS also Pbta'”_ed through the transformation used dR the stochastic characteristics of the call arrival process,
map 90”“”“0“5 mtq dlscrgte states. Convergence of the ;,ilg%ept for standard ergodicity assumptions mentioned in
rithm is also established in [15] under standard assumptioggtion 111-A. In particular, there are six technical conditions
common to the stochastic approximation framework. required to establish convergence to a global optimum (for
Let us now apply this approach to solving probl&1).  qeails, see [15]). Two of them involve the choice of the step
We will start with relaxing the constraint thdt is integer for ;¢ sequencdn, }. Two more pertain to the noise process
i =1,...,C. The relaxed problem can be formulated as  anq are satisfied by unbiased and consistent sensitivity
c estimators in (11). These estimators are not dependent on
(P2) minZﬁi E[Li(7)] the d_istributipr_l of_the arrival process; in fac_t, because of
T the simple finite-difference nature of the estimators, these
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TABLE |
SINGLE RUN OPTIMIZATION OF 10 NODE-5
CIRCUIT NETWORK

k T I
01 (9,6,2,2,4) | 0.0878
1] (6,9,5,5,4) | 0.0282
2| (4,11,2,2,9) | 0.0594
31(3,12,7,7,5) | 0.0194
41 (4,11,6,6,5) | 0.0128
51(3,12,5,5,7) | 0.0108

Fig. 2. 10-node circuit-switched network with five circuits. 6 { (4,11,5,5,6) | 0.0065
7| (4,11,5,5,6) | 0.0065

properties are tantamount to the ergodicity assumptions made 8 | (4,11,5,5,6) | 0.0065

in Section 3.1 (for similar types of estimators, see [8], [9],

and [17]). The fifth technical condition is imposed on the cosfubject to

function in order to guarantee a unique global optimum and

is independent of the arrival process. The final condition is Nh+1 <15

the requirementup, .4 ||H(7)|| < oo. Looking at (11), it T1+T54+T15<15

is easy to see that blocking probability finite differences are T +Ty+Ts <15

bounded by 0 and 1, thus satisfying this condition (recalling }

that in (7) and (10)K is a fixed number of observed arrivalswhereg;, = \;/ Zj=1 A; and all call types are of equal impor-

over F; frames). tance. With the aforementioned system parameters, through an
exhaustive search the optimal thresholds are determined to be

V. NUMERICAL EXAMPLES Tr = AT = 11,1 = 5,10 = 5,17 = 6

In this section, we illustrate our call admission control ap-
proach and its features by considering several circuit-switch@fd the corresponding blocking probabilityfs = 0.0065.
networks and making comparisons with alternative approachesTo illustrate our approach, we perform a single-run optimiza-

Example 1: Consider the 10-node circuit-switched networkion of the thresholds in the call admission policy. We employ a
with five circuits (S/D pairs) shown in Fig. 2. For the purpos@radient projection method, (gradients in this case are directly
of analytically determining blocking probabilities, we assumelculated using (11) and (12) so that there is no estimation
Poisson call arrivals for circuit with rate \; and exponential Noise) with a constant step sizg = 300.
call durations with meafi/.;). Note that call duration in this  In Table I, we observe that starting from an initial threshold
example is not an integer which does not satisfy our frame-bagt&ignment of; = 9,75 = 6,73 = 2,13 = 2,15 = 4, we

model given in Section IlI-A. converge to the optimal threshold vector in only six steps.

Our objective is to determine the optimal threshdlgs(in Example 2: In this set of experiments we again consider the
the call admission policy) so as to minimize the weighted net0-node network shown in Fig. 2, but now the objective is to
work call blocking probability compare the performance of the optimal threshold based policy

} with the optimal coordinate-convex policy proposed in [2] and
S L NPT [31] (subsequently referred to &3C) as well as the uncon-
By = Zj’—l A trolled system. As before, we assume Poisson call arrivals and

exponential call durations for each circuit. The network has
whereP;(T;) is the expected circuitcall blocking probability n = 3 transceivers per node and each circuit has uniform load
with assigned threshold;. Under the previously mentionedp; = p. This example was used in [1] and chosen here so
Markovian modeling assumptions as to make comparisons with the results for the uncontrolled
network and under the coordinate convex policy reported in

PA(T,) = p;ﬂ' /13! (12) [1]. Table Il shows a comparison of the weighted network call
e S Pl blocking under the optimal threshold#), the uncontrolled
= network, and the optimal coordinate-convex polié,) (The
wherep, = (A;/u:). blocking probabilities for the latter two cases have been repro-
In the simulation experiment, we assume- 15 transceivers duced from [1]).
per node and circuit loads There are a number of interesting observations pertaining
to Table 1. One observation is that under low network loads,
pr=p3=ps=1 and ps=p5=2. the threshold-based policy is overly conservative, and the
_ o ) resulting network blocking is worse than even the uncontrolled
The corresponding separable optimization problem is system. However, as the network load increases, the relative
5 performance of the threshold-based policy improves, and at
min Zﬁf,Pf,(Tf,) high loads it results in the same performance as the coordi-

Tezy nate-convex policy (as already mentioned, the threshold-based
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TABLE 1l TABLE IV
COMPARISON OFBLOCKING PROBABILITIES UNDER DIFFERENT COMPARISON OF BLOCKING PROBABILITIES WITH
CALL ADMISSION POLICIES VARYING CIRCUIT LOAD PROFILE
P T Fr Uncontrolled | Pf 01 p;." T P, Uncontrolled
0.5 |(1,2,1,1,1) | 0.2821 0.1353 0.1353 9.0 0.1 {(8,0,0,0,0) | 0.3194 0.3059
1.0 | (0,3,2,2,1) | 0.3925 0.3222 0.3220 9.0 1.0 | (6,2,2,2,0) | 0.4280 0.3864
2.0 |(0,3,3,3,0) | 0.5263 0.5297 0.5122 9.0 2.0 [ (4,4,3,3,1) | 0.4641 0.4284
3.0 | (0,3,3,3,0) | 0.6077 0.6348 0.6077 9.0 3.0 [(3,5,4,4,1) | 0.4845 0.4680
10.0 | (0,3,3,3,0) | 0.8392 0.8507 0.8392 9.0 5.0 ](0,8,6,6,2) | 0.5051 0.5339
9.0 7.0 | (0,8,8,8,0) | 0.5339 0.5917
9.0 | 10.0 | (0,8,8,8,0) | 0.5949 0.6629
TABLE I

COMPARISON OF THRESHOLD-BASED POLICY AND SELF-REGULATION
(FOR UNCONTROLLED SYSTEM) UNDER PRIORITIZED TRAFFIC . . L . .
Table IV, where now the circuit load profile is varied. In this ex-

p| wr [wl T P¥ | Uncontrolled ample we assume = 8 transceivers and a load profilg; pj )

3| 15 |1.0](0,3,3,3,0) | 0.7077 0.7213 wherep;r = p2 = p3 = ps = p5. We can see that as the pa-
3120 ]101(0,3,3,3,0)|0.8077 0.8077 rameterpjr changes, the algorithm adjusts the threshold values
3] 5.0 [1.0](3,0,0,0,0) [ 1.1462 | 1.3264 accordingly.

31100]10}(3,0,0,0,0) | 1.4923 2.1908 Example 4: In Examples 1-3, on account of the Markovian

modeling assumptions, we had analytical expressions for the

policy has the advantage of requiring a simple online distribut(g)&""?]'ents neeQed to drive tkneh.rl\etﬁpurr;:zatlondglgorl'Fhm. I .
implementation). In particular, at high loads, the optimal polic Hch expressions are not availavie, the gra lents in question
ust be estimated through simulation or direct measurements

is never to accept a type 1 call (which blocks all calls on t d h | In thi | cotim
remaining circuits) or a type 5 call (which blocks calls ofnade on the actual system. In this example, we per N

circuits 1, 3, and 4). Another observation is that there is o%)timization with gradients estimated via the Marked/Phantom

marginal improvement (at most 5% reduction) in the bIOCkir,]J? ot gsnn;lator. Qolr:1§|d(alr tc\;'} 6-nodg tanr(]jem netw?frk with five
probability resulting from exercising admission control i ircuits shown in Fig. 1. We assumeochronoustraffic (see

this example. This observation is attributedsaif-regulation >¢Ction lll-A) where thejth type: call is characterized by the
properties of such circuit-switched networks pointed out in [1P2! (A”J ;fj )- Recall thiﬂé IS thhe cal al;nvalfepocf(h ang;)l‘ir:s .
wherein the network tends to accept more calls on circuits t Q? ca ura'g?n, s_p?m € las; € nfu?|1 er.o packets. The opti-
compete for resources with the fewest other circuits, and blo@RZation problem is formulated as follows:

calls that tend to interfere with many other circuits. Thus, when 5
all call types are of thesame weightthe effect of network P = min Z[JiE[Li(T)]
self-regulation in an uncontrolled network achieves nearly the rezy izl

same performance as that of optimal call admission po”%’ubject to

Therefore, in Fig. 2, self-regulation forces the network, in a

majority of the cases in Table I, to reject type 1 and type 5 T +T,<24

calls and in doing so achieves near-optimal control. Ty + T, < 24
However, when call types are assigned different weights, ex-

ercising a call admission policy can result in a significant per-

formance improvement. For example, if we associate a weight T3 +T5; <24

w; with typei calls, then the performance measure of mtereStv'vﬁwereE[Li(T)] is the expected blocking probability associated
now of the form

with the threshold vectdT.
Zf=1 wi A Pi(T5) We perform a single-run optimization experiment, where we
Zo—)\ assumen = 24 transceivers per node. The initial threshold
=1 vector is selected to BE(® = [1,1,1,23,23]. Call arrivals are

In Table 11l optimal £ values (from threshold-based policy)assumed to be Poisson with rate= 0.4 arrivals per second for
are compared to the uncontrolled system blocking probabidil ¢ = 1,...,5. Call durationé; is uniformly distributed over
ties for the network shown in Fig. 2. As before, we assumid,2,...,9} forall¢ = 1,...,5. Each packet is transmitted in
n = 3 transceivers per node, uniform load = p forall: = 1 s (a frame is 24 s long). We employ a gradient-based algo-
1,...,5 and calls have assigned weightsas shown z(u;’ de- rithm with projection where we keep the step sige= 10 000
notes the equal weight assigned to call tyger j = 2,...,5). for all update steps. The observation intervals over which the
In Table I, we observe that as the weight for call type 1 is inestimation is carried out before an update occurs are chosen
creased, the optimal decision becomes to always accept typ® hradually increase in length. In particular, thiéh interval
calls, whereas in the uncontrolled network, because of self-régngth is defined throughl, = ;1 + R with R = 200 call
ulation, the decision is to restrict type 1 calls. arrivals andly = 2000 call arrivals. Each call is given the same

Example 3: The ability of our approach to adjust the threshweight 5, = 1, fori = 1,...,5. The algorithm (explained in
olds in response to changing operating conditions, is seendaction V) performs as shown in Table V.

Ty +Ts < 24

P =
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TABLE V
OPTIMIZATION OF 6-NODE TANDEM NETWORK WITH SYMMETRIC TRAFFIC

J20)
3.994000
3.490909
3.506250
3.535385

T
(1,1,1,23,23)
(24,24,24,0,0)
(24,24,24,0,0)
(24,24,24,0,0)

W= o

TABLE VI
OPTIMIZATION OF 6-NODE TANDEM NETWORK WITH SYMMETRIC TRAFFIC
(SHORT OBSERVATION INTERVALS)

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 47, NO. 6, JUNE 2002

metric defined above with respect to the thresholds. It is

because this algorithm is based on directly observable network
data (e.g., call termination events, number of call arrivals per

frame) that no special distributional modeling assumptions are
required. Our approach for optimizing over the set of feasible

thresholds is based on the recently proposed “surrogate”
problem method [15], as described in Section IV. This requires

estimating gradients with respect to the surrogate control

parameters, which is accomplished by making use of the
Marked/Phantom Slot algorithm.

Lastly, note that the approach we have presented need not be
limited to the call blocking probability metric. Similar admis-
sion control problems can be formulated with more general cost
functions or with multiple objectives if several traffic classes are

k T P

0] (1,1,1,23,23) | 3.840000
1](13,13,13,11,11) | 3.950000
2| (24,24,24,0,0) | 3.528571
3| (24,24,24,0,0) | 3.537500

Note that the algorithm converged to the optimal in just one []
step. Since the circuits have identical loads ahdwveights,
(24, 24,24, 0,0) is the optimal threshold vector for this example [2]
because the transceivers reserved for call type 4 can be used 5[9]
accommodate both call types 1 and 2. Similarly, the transceiver
reserved for call type 5 can be used to accommodate both caly]
types 2 and 3. 5]

One can observe the effect of noise in Table V, where
threshold vectofT' = (24,24,24,0,0) yields differentP(*)
values. In order to see the effect of having shorter observatior®!
intervals, which would increase the effect of noise, let us
perform the same experiment where #th interval length is
defined throughl;, = I_; + R with R = 10 call arrivals ~ [7]
and Iy = 50 call arrivals. We will use a smaller step size 8
n. = 1000 because the derivative estimation is not as reliable
as in the previous case. The results of this experiment are givef?!
in Table VI. [10]

Note that even though the network is still in the transient state
(initially the network is assumed to be empty), the thresholchl]
vector reached the optimal value at the second update.

VI. CONCLUSION (12]

We have considered threshold-based call admission policies
for circuit-switched networks and developed a scheme fof3
adjusting the threshold parametensling the objective being
to minimize a weighted sum of call blocking probabilities.
Such threshold-based policies are conservative at low traffi[:1 4l
rates (i.e., they may reject more calls than necessary), but,s]
as the numerical results of Section V also indicate, at higher
traffic rates they yield the same performance as more comple[_xLG]
call admission policies. In addition to this, the main advantages
of this threshold-based admission control scheme lie in it?17
implementational simplicity, and the facts that: it is completely
distributed in nature; it is adaptive in the sense that it carnisg]
automatically adjust the thresholds as the operating conditions

) : . D 19
change; and it does not require any explicit distributional
modeling assumptions. [20]

Central to this admission control scheme is the
Marked/Phantom Slot algorithm developed in Section Il
for online estimation of the sensitivity of the call blocking

to be explicitly modeled.
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