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Abstract The problem of optimally controlling the processing rate of tasks in Dis-
crete Event Systems with hard real-time constraints has been addressed in prior work
under the assumption that a feasible solution exists. Since this cannot generally be the
case, we introduce in this paper an admission control scheme in which some tasks are
removed with the objective of maximizing the number of remaining tasks which are
all guaranteed feasibility. We derive several optimality properties based on which
we develop a computationally efficient algorithm for solving this admission control
problem under certain conditions. Moreover, when no future task information is
available, we derive necessary and sufficient conditions under which idling is optimal
and define a metric for evaluating when and how long it is optimal to idle. Numerical
examples are included to illustrate our results.
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1 Introduction

A large class of Discrete Event Systems (DES) involves the control of resources
allocated to tasks according to certain operating specifications. The basic modeling
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block for such DES is a single-server queueing system operating on a first-come-first-
served basis, whose dynamics are given by the well-known max-plus equation

xi = max(xi−1, ai) + si(ui)

where ai is the arrival time of task i = 1, 2, . . . ; xi is the time when task i completes
service; and si(ui) is its processing time which may be controllable through ui.
Examples arise in manufacturing systems, where the operating speed of a machine
can be controlled to trade off between energy costs and requirements on timely
job completion (Pepyne and Cassandras 2000); in computer systems, where the
CPU speed can be controlled to ensure that certain tasks meet specified execution
deadlines (Buttazzo 1997; Liu 2000); and in wireless networks where severe battery
limitations call for new techniques aimed at maximizing the lifetime of such a net-
work (Gamal et al. 2002; Miao and Cassandras 2006). In what follows, we concentrate
on the control ui being the processing rate of tasks and set ui = 1/τi where τi is the
processing time per operation in a task. If a task consists of μi operations, then we
have si(ui) = μiτi and we can rewrite the equation above as

xi = max(xi−1, ai) + μiτi

A particularly interesting class of problems arises when such systems are subject to
real-time constraints, i.e., xi ≤ di for each task i with a given “deadline” di. In order to
meet such constraints, one typically has to incur a higher cost associated with control
τi. Thus, in a broader context, we are interested in studying optimization problems of
the form:

min
τ1,...,τN

∑N

i=1
μiθ(τi)

s.t. xi = max(xi−1, ai) + μiτi ≤ di, i = 1, ..., N;
τi ≥ τmin, i = 1, ..., N. (1)

where θ(τi) is a given cost function, τmin is the minimal processing time per operation,
and all ai, di are known. Such problems have been studied for preemptive tasks
(Yao et al. 1995; Aydin et al. 2004), nonpreemptive periodic tasks (Jeffay et al. 1991;
Jonsson et al. 1999), and nonpreemptive aperiodic tasks (Gamal et al. 2002; Miao
and Cassandras 2006; Mao et al. 2007). The latter case is of particular interest in
wireless communications where nonpreemptive scheduling is necessary to execute
aperiodic packet transmission tasks which also happen to be highly energy-intensive;
in such cases, the cost function in Eq. 1 represents the energy required for a
packet transmission. One of the key challenges in dealing with Eq. 1 is to develop
computationally efficient solution approaches that can be used in real-time settings
and can be implemented in wireless devices with very limited computational power.

In prior work (Mao et al. 2007), we have shown that exploiting structural prop-
erties of the optimal state trajectory in Eq. 1 leads to a highly efficient (scalable)
Critical Task Decomposition Algorithm (CTDA) for obtaining a solution as long as
the problem is feasible. This leaves open the question of dealing with the case where
feasibility does not hold, which may often arise in practice. For example, tasks may
arrive in a bursty fashion causing a temporary system overload. When this happens,
some tasks will violate their real-time constraints even if all tasks are processed with
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the minimal cycle time, τmin (i.e., the maximal rate 1/τmin). Therefore, some tasks
have to be sacrificed in order to allow the remaining ones to meet their deadlines.
Often, a subset of tasks may be dropped without adversely affecting the overall
system operation (we shall refer to these tasks as “removable” in the rest of the
paper), so that we have an opportunity to render the problem feasible by selectively
rejecting some such tasks. This naturally leads to an admission control problem where
the objective becomes to ensure that as many tasks as possible meet their deadlines
by rejecting some removable tasks.

To the best of our knowledge, work related to this admission control problem falls
into two categories. First, from the viewpoint of real-time systems, a similar problem
is formulated and studied in (Chetto and Chetto 1989; Tia et al. 1994; Silly et al. 1990;
Schwan and Zhou 1992), often referred to as Optimal Acceptance Test (OAT). The
motivation in this problem is similar to ours, i.e., to maximize the number of accepted
tasks. There are, however, two key differences: (i) The application environment
in OAT problems involves systems that are preemptive and adopting an Earliest
Deadline First (EDF) scheduling policy; in contrast, our focus is on resource-limited
systems where non-preemptive and First In First Out (FIFO) scheduling policies
are preferred and often required (e.g., in order to maintain the order of packet
transmissions). Note that these two different systems only coincide when all arrival
times and deadlines are “compatible”, i.e., ai < a j ⇒ di ≤ d j and di < d j ⇒ ai ≤ a j,
in which case FIFO is the same as EDF and a non-preemptive policy is optimal. (ii)
The control options are different: in OAT problems, control is restricted to accepting
a newly arriving task or not and all previously accepted tasks are committed to be
processed in the future even if they are still unprocessed; in contrast, our approach
is to allow the rejection of previously accepted but still unprocessed tasks as long
as they are removable. Obviously, this control option is more flexible and generally
results in a better solution as shown in our detailed analysis (see the example in
Section 3 illustrating this fact).

Second, from the viewpoint of scheduling theory in the Operations Research
literature the objective is to minimize the number of tardy (late) tasks. It can be
easily seen that minimizing the number of tardy tasks implies maximizing the number
of tasks that can meet their deadlines, which is the same as maximizing the number
of accepted tasks in our problem because only those tasks meeting their deadlines
will be accepted in our system. This setting also involves a non-preemptive single-
server system. The first such scheduling problem studied is the well-known Moore’s
problem (Moore 1968) with a single machine and all task arrival times set to 0
(expressed through the shorthand notation 1| · | ∑ U j, where U j is the indicator
function selecting tardy jobs and

∑
U j is the objective function). This problem can

be solved in O(n log n). Later, a more general scheduling problem was studied with
a single machine but different task arrival times (expressed as 1|r j| ∑ U j, where
r j means that task arrival times are arbitrary), which is proved to be NP-hard
(Lenstra et al. 1977). Then, a polynomially solvable case was found and solved in
O(n2) when all task arrival times and deadlines are compatible (as defined earlier)
(Kise et al. 1978). In recent years, several attempts were made to solve the more
general (1|r j| ∑ U j) problem. An efficient mixed integer programming problem was
formulated in Dauzère-Pérès and Sevaux (2002) by introducing a “master sequence”
and a branch and bound method is provided in Dauzère-Pérès and Sevaux (2004)
to derive the exact optimal solution. There are two key differences between our
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problem and this scheduling problem: (i) We adopt a FIFO processing order because,
as already pointed out, we are interested in resource-limited systems, whereas the
processing order is not fixed in the general scheduling problem (1|r j|∑ U j). The
two problems do share the same optimal solution in the compatible case mentioned
above because the optimal processing order in this case is FIFO. Although the
problem is still NP-hard even if we fix the processing order to be FIFO, the system
is simplified and there is an opportunity to derive efficient solutions under certain
conditions. (ii) The scheduling problem (1|r j| ∑ U j) assumes that any task can miss
its deadlines, i.e., that all tasks are removable; this is only a special case (which we
previously considered in Mao and Cassandras 2007) of the more general problem we
are interested in.

The contribution of this paper is to formulate the admission control problem
described above, establish sufficient conditions which we prove can be exploited
to derive an optimal solution, and develop an efficient procedure termed Maximal
Shift Task Algorithm (MSTA) which can be used to obtain such a solution. The
MSTA may be used off line when all task information is known or on line at each
task departure event based on the task information currently available. In addition,
in the on-line version of the problem where task arrival information is not known
in advance we show that under certain necessary and sufficient conditions idling
is optimal (in the sense of maximizing the number of tasks that can be processed
without violating their deadlines) even though this may be counterintuitive. We
propose a metric based on distributional information characterizing task arrivals and
develop an algorithm for solving the on-line version of Eq. 1.

In Section 2 of the paper we formulate the admission control problem associated
with Eq. 1. In Section 3, we exploit some optimality properties leading to the
aforementioned MSTA. We consider the on-line admission control problem in
Section 4, provide numerical examples in Section 5, and conclude with Section 6.

2 Problem formulation

In this section, we will formulate the admission control problem whose solution will
maximize the number of accepted tasks leading to a feasible optimization problem
(1). First, however, we address the question of whether we can easily determine if
problem (1) is indeed feasible or not.

Lemma 2.1 Problem (1) is feasible if and only if τi = τmin for i = 1, ..., N is a
feasible solution.

Proof We first assume τi = τmin for i = 1, ..., n is a feasible solution of problem (1),
which immediately implies that problem (1) is feasible.

We then assume Problem (1) is feasible, which implies that there exists a feasible
solution τ ′

i for i = 1, ..., n such that τ ′
i ≥ τmin and its corresponding x′

i ≤ di for all
i = 1, ..., N. Let xi denote the departure time of task i when the solution is τi = τmin

for i = 1, ..., n. Since τ ′
i ≥ τmin = τi for i = 1, ..., N, we have x′

i ≥ xi for i = 1, ..., N.
Combining the two inequalities x′

i ≤ di and x′
i ≥ xi, we have xi ≤ di for all i = 1, ..., N,

which implies that τi = τmin for i = 1, ..., N is also feasible. ��
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Using Lemma 2.1, it becomes easy to check whether xi ≤ di for all i = 1, ..., N
when τi = τmin and, therefore, whether an admission control process is in fact needed.
In what follows, without loss of generality, we assume ai ≥ 0 for i = 1, ..., N so as
to avoid unnecessary technical complications that may be introduced by allowing
negative event times. We then formulate the Admission Control Problem (ACP) as
follows by making use of Lemma 2.1:

max
z1,...,zN

∑
i∈R zi (2)

s.t. xi = max (xi−1, aizi) + μiτminzi, i = 1, ..., N; (3)

zi(xi − di) ≤ 0, i = 1, ..., N; x0 = 0; (4)

zi ∈ {0, 1}, i ∈ R; zi = 1, i /∈ R. (5)

where in Eqs. 2 and 5, R denotes the set of removable tasks and zi = 1 means
that the ith task is accepted, otherwise it is rejected. If zi = 1, then Eqs. 3 and 4
reduce to the same dynamics and real-time constraints as in Eq. 1 respectively. On
the other hand, if zi = 0 then task i will never occupy the server and its associated
real-time constraint can be overlooked, in which case we have xi = xi−1. Note that
the ACP also faces a feasibility question similar to Eq. 1, which is addressed in the
following lemma.

Lemma 2.2 The ACP is feasible if and only if its solution zi = 0 for all i ∈ R and
zi = 1 for all i /∈ R is feasible.

Proof Similar to the proof of Lemma 2.1. ��

Using Lemma 2.2, we see that the feasibility of the ACP depends on R, which
is uncontrollable since R is defined based on a given system design. If the ACP is
infeasible when R is too small (in the extreme, R = ∅), then admission control can
serve no purpose and the system needs to be redesigned. In this paper, we assume
that all non-removable tasks can meet their deadlines by dropping all removable
tasks, i.e., the feasibility condition of the ACP shown in Lemma 2.2 holds.

Clearly, the ACP is a 0–1 integer programming problem and can be solved (in
principle) through standard numerical methods. However, we emphasize again that
we are interested in real-time applications involving resource-limited systems where
such methods are both overly time consuming and not computationally affordable.
In what follows, we develop an efficient solution algorithm for the ACP by utilizing
the optimality properties presented in the next section.

3 Optimality properties

Before we formally study the optimality properties of the ACP, let us recall the
Optimal Acceptance Test (OAT) approach (Chetto and Chetto 1989; Tia et al. 1994;
Silly et al. 1990; Schwan and Zhou 1992) and consider an example as shown in
Table 1, where τmin = 1 and all six tasks are removable: The OAT is applied under
EDF in a preemptive setting. However, since in this example all arrival times
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Table 1 An example i 1 2 3 4 5 6

ai 0 0.1 0.2 0.3 0.4 0.5
di 2 10 10.1 10.2 10.3 10.4
μi 1 8 2 2 2 2

and deadlines are compatible, the OAT is actually implementable in a FIFO and
nonpreemptive way. The OAT is applied at each task arrival time and its policy for
this compatible example reduces to the following: if the new arrival task can meet its
deadline, then it will be accepted; otherwise it is rejected.

Implementing the OAT for this example, we can easily see that the corresponding
solution will keep the first two tasks and drop all the rest, i.e.,

∑6
i=1 zi = 2. However,

we can clearly do much better if we do not restrict control to a newly arriving task.
Instead, suppose we still make admission decisions at each task arrival time and can
drop not only the newly arriving task but also all unprocessed tasks already accepted.
Then, when the third task arrives (at which time the first task is still in process
and the second task is in queue), we drop the second task. With this approach,
we ultimately obtain a solution in which we keep all tasks except the second one.
This results in

∑6
i=1 zi = 5, obviously a much better solution than the one obtained

through the OAT. At the same time, we realize that the price to pay is the increased
computational complexity imposed by the fact that we need to solve the ACP at each
decision point. Therefore, to make this improvement beneficial, we need to develop
a very efficient algorithm for solving the ACP. This is indeed possible and relies on
the optimality properties explored in the following sections.

3.1 Busy period and first infeasible task

Let Xi denote the departure time of task i in the ACP when zi = 1 for all i = 1, ..., N,
that is,

Xi = max(Xi−1, ai) + μiτmin, for i = 1, ..., N. (6)

Obviously, from Eq. 3, for any solution of the ACP, the corresponding departure
times xi must satisfy

xi ≤ Xi, for i = 1, ..., N (7)

Definition 3.1 A Busy Period (BP) is a set of contiguous tasks {k, ..., n}, such that
Xk−1 ≤ ak, Xn ≤ an+1 and Xi > ai+1 for i = k, ..., n − 1.

Based on this definition, the state trajectory defined by {Xi}, i = 1, ..., N, is
decomposed into a set of BPs that define a BP structure. Clearly, the BP structure can
be uniquely determined by ai and μi for i = 1, ..., N since Xi is immediately obtained
through Eq. 6.

Definition 3.2 An Infeasible Task (IT) is a task i such that Xi > di. A First Infeasible
Task (FIT) within a BP {k, ..., n} is a task m such that Xm > dm, Xi ≤ di for i =
k, ..., m − 1 and task m belongs to the BP {k, ..., n}.
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An example of a BP, IT and FIT is given in Fig. 1. It is of course possible that a FIT
may not exist in a BP, in which case the BP need not be considered in what follows
since all tasks in it can meet their deadlines and BPs are decoupled from each other
as will be established in Lemma 3.2. We begin with the following lemma to identify
a useful property of any FIT.

Lemma 3.1 If m is a FIT belonging to the BP {k, ..., n}, then, for any feasible solution
of the ACP, there exists at least one task j ∈ R, k ≤ j ≤ m, such that z j = 0.

Proof Assume on the contrary that there exists some feasible solution such that
z j = 1 for all j = k, ..., m. From the definition of BP, we have Xk−1 ≤ ak. From Eqs. 3
and 7, we have xk−1 ≤ Xk−1, which implies that xk−1 ≤ ak. Combining this with the
assumption that z j = 1 for all j = k, ..., m and Eq. 3, we have xm = Xm. Since m is
a FIT, we have xm = Xm > dm which violates the constraint of zm(xm − dm) ≤ 0 in
Eq. 4 and contradicts the feasibility assumption. ��

Furthermore, the FIFO processing order facilitates the decomposition of the ACP
into several smaller problems corresponding to BPs.

Lemma 3.2 If FIFO is adopted, i.e., a1 ≤ · · · ≤ aN, then BPs are decoupled from
each other.

Proof Assume {k, ..., n} is an arbitrary BP. First, we show that all constraints related
to zk, ..., zn can be satisfied independent of z1, ..., zk−1 and of zn+1, ..., zN . Obviously,
the constraints in Eqs. 3 and 5 related to zk, ..., zn can be satisfied independent
of z1, ..., zk−1 and zn+1, ..., zN . In the following, we only focus on the constraints
in Eq. 4.

Without loss of generality, assume k ≤ i1 ≤ ... ≤ ip ≤ n, z j = 1 for j = i1, ..., ip and
z j = 0 for j 
= i1, ..., ip. Since z j = 0 for j 
= i1, ..., ip, the constraint z j(x j − d j) ≤ 0
can be satisfied independent of z1, ..., zk−1 and zn+1, ..., zN for all j 
= i1, ..., ip. This
leaves only zi1 , ..., zip to consider next.

Fig. 1 Example of a busy
period, infeasible task and first
infeasible task
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From the definition of BP, we have Xk−1 ≤ ak. From Eqs. 3 and 7, we have
xk−1 ≤ Xk−1. Since FIFO is adopted, it follows that xk−1 ≤ Xk−1 ≤ ak ≤ ai1 ≤ ... ≤
aip . Combining this with Eq. 3, we have

xi1 = max(ai1 , xk−1) + μi jτmin = ai1 + μi jτmin;
xi j = max(ai j, xi j−1) + μi jτmin, j = 2, ..., p.

which implies that x j is independent of z1, ..., zk−1 and of zn+1, ..., zN for j = i1, ..., ip.
Thus, the constraint z j(x j − d j) ≤ 0 can be satisfied independent of z1, ..., zk−1 and
of zn+1, ..., zN for j = i1, ..., ip. We have, therefore, established that tasks k, ..., n
satisfy their corresponding constraints independent of z1, ..., zk−1 and of zn+1, ..., zN .
Then, since the cost function (2) is the summation of z1, ..., zN , the cost related to
zk, ..., zn can also be separated from z1, ..., zk−1 and zn+1, ..., zN . It follows that BPs
are decoupled from each other. ��

Based on Lemma 3.2, the ACP can be decomposed into a number of smaller
problems and we need only focus on finding a solution for each single BP {k, ..., n}
instead of the full ACP that involves {1, ..., N}. In the following section, we will
introduce another concept based on BPs, termed a Maximal Shift Task, which leads
to the key theorem.

3.2 Maximal shift task

In this section, we focus on a BP {k, ..., n} which has a FIT m. Let X j
i denote

the departure time of task i when only task j is dropped, and let S j
i denote the

corresponding departure time shift of task i resulting from the removal of only task j,
that is,

S j
i = Xi − X j

i (8)

We then define a Maximal Shift Task as follows:

Definition 3.3 A Maximal Shift Task (MST) relative to a FIT m within a BP {k, ..., n}
is a task r, k ≤ r ≤ m, such that

Sr
m ≥ S j

m, ∀ j ∈ R and k ≤ j ≤ r − 1; (9)

Sr
m > S j

m, ∀ j ∈ R and r + 1 ≤ j ≤ m. (10)

An example of a MST is shown in Fig. 2, where task m = 3 is the FIT and task
r = 2 is the MST relative to task 3.

Next, we derive several lemmas regarding a MST before obtaining the main
theorem. We will make use of the following convenient notation:

C j
i = min

l= j+1,...,i
(Xl−1 − al), j < i and C j

i = +∞, i = j (11)

where we can see that C j
i is the smallest waiting time experienced by tasks j + 1, ..., i.
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Fig. 2 Example of a departure
time shift and a MST r = 2
relative to the FIT m = 3
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Lemma 3.3 For any i, j such that j ≤ i and both tasks i, j belong to the same BP,

S j
i = min

(
C j

i ,X j − X j−1
)

(12)

Proof Since j ≤ i and both tasks i, j belong to a same BP, we have

Xl = Xl−1 + μlτmin, j + 1 ≤ l ≤ i (13)

By the definition of X j
i , we have

X j
j = X j−1 (14)

X j
l = max

(
al,X j

l−1

)
+ μlτmin, j + 1 ≤ l ≤ i (15)

It follows from Eqs. 13 and 14 that

X j − X j
j = X j − X j−1

and from Eqs. 13 and 15 we get

Xl − X j
l = min

(
Xl−1 − al,Xl−1 − X j

l−1

)
, j + 1 ≤ l ≤ i

Combining two equations above, we have

Xi − X j
i = min(Xi−1 − ai, ...,X j − a j+1,X j − X j−1)

which implies Eq. 12 by using Eqs. 8 and 11. ��

Lemma 3.4 For any i, j such that j < i and both tasks i, j belong to the same BP, if
a j ≤ a j+1 ≤ · · · ≤ ai, then

S j
i = min

(
C j

i , μ jτmin
)

(16)
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Proof There are two possible cases: (i) Task j is not the first task in its corresponding
BP and (ii) Task j is the first one in the BP. For case (i), we directly have X j − X j−1 =
μ jτmin which implies Eq. 16 based on Lemma 3.3. For case (ii), since task j is the first
task in the BP, we have X j−1 ≤ a j and X j − a j = μ jτmin. Combining these facts with
a j ≤ a j+1 and Eq. 11, we have

X j − X j−1 ≥ X j − a j ≥ X j − a j+1 ≥ C j
i

μ jτmin = X j − a j ≥ X j − a j+1 ≥ C j
i

which implies Eq. 16 based on Lemma 3.3. ��

Lemma 3.5 For any i, j such that j ≤ i and both tasks i, j belong to the same BP, and
for any l ∈ { j, . . . , i},

S j
i = min

(
Cl

i ,S
j

l

)

Proof This is easily verified from Eqs. 11 and 12. ��

The theorem below identifies an important optimality property of the MST under
certain conditions. In particular, it singles out a MST as one that must be dropped in
coming up with a solution of the ACP.

Theorem 3.1 Suppose task m is a FIT in the BP {k, ..., n} and task r is the MST relative
to m. If ak ≤ ak+1 ≤ · · · ≤ ar and either of the two conditions below is satisfied:

(1) r = m or (2) Sr
m ≥ Xm − dm, (17)

then there must exist an optimal solution [z∗
1, ..., z∗

N] of the ACP such that z∗
r = 0.

Proof Assume on the contrary that z∗
r = 1 in all ACP solutions. Based on Lemma

3.1, there always exists some task q (k ≤ q ≤ m) which is removed in any feasible
solution. Without loss of generality, there must exist an optimal solution [z∗

1, ..., z∗
N]

such that z∗
r = 1 and z∗

q = 0 (q 
= r).
Let us construct a potential solution [z̄1, ..., z̄N] such that z̄r = 0, z̄q = 1 and

z̄i = z∗
i for all i 
= q, r; that is, the role of r and q is interchanged in [z∗

1, ..., z∗
N] and

[z̄1, ..., z̄N]. If we can show that [z̄1, ..., z̄N] is a feasible solution, then [z̄1, ..., z̄N] must
also be optimal because

∑N
i=1 z̄i = ∑N

i=1 z∗
i , which contradicts the assumption that r is

admitted in all optimal solutions. Therefore, the theorem can be proved by showing
the feasibility of the potential solution [z̄1, ..., z̄N].

Let x∗
i and x̄i denote the departure time of task i resulting from the optimal solu-

tion [z∗
1, ..., z∗

N] and the potential solution [z̄1, ..., z̄N] respectively. In the following,
we will prove the feasibility of [z̄1, ..., z̄N], that is, we will show that

z̄i(x̄i − di) ≤ 0, ∀ i = 1, ..., N (18)

First, we prove Eq. 18 for i = 1, ..., k − 1, i.e.,

z̄i(x̄i − di) ≤ 0, ∀ i = 1, ..., k − 1 (19)

Since [z∗
1, ..., z∗

N] must be feasible, we have

z∗
i

(
x∗

i − di
) ≤ 0, ∀ i = 1, ..., N (20)



Discrete Event Dyn Syst (2010) 20:37–62 47

Since z̄i = z∗
i for i = 1, ..., k − 1, we have x̄i = x∗

i for i = 1, ..., k − 1. Combining this
with Eq. 20, we obtain Eq. 19.

Second, we prove Eq. 18 for i = k, ..., m − 1, i.e.,

z̄i(x̄i − di) ≤ 0, ∀ i = k, ..., m − 1 (21)

Since m is the first infeasible task, we have

Xi ≤ di ∀ i = k, ..., m − 1 (22)

Since x̄i is the departure time after the possible removal of some tasks,

x̄i ≤ Xi, ∀ i = 1, ..., N (23)

Combining Eqs. 23 and 22, we have x̄i ≤ di for all i = k, ..., m − 1, which implies
Eq. 21.

Third, we prove Eq. 18 for i = m, i.e.,

z̄m(x̄m − dm) ≤ 0 (24)

If condition (1) holds, we have r = m and z̄m = z̄r = 0 so that Eq. 24 immediately
follows. If condition (2) holds, then Sr

m ≥ Xm − dm and Eq. 8 imply that X r
m ≤ dm.

Since at least task r is removed in [z̄1, ..., z̄N], we have x̄m ≤ X r
m. Therefore, it

immediately follows that x̄m ≤ dm, which also implies Eq. 24.
Finally, we prove Eq. 18 for i = m + 1, ..., N, i.e.,

z̄i(x̄i − di) ≤ 0, ∀ i = m + 1, ..., N (25)

for which there are two possible cases.
Case 1: No task between k and r is dropped in the optimal solution [z∗

1, ..., z∗
N], that

is, z∗
i = 1 for all i = k, ..., r. In this case, by Lemma 3.1, there is at least one task

dropped in {r + 1, ..., m} in the optimal solution [z∗
1, ..., z∗

N]. Thus, we can select q
to be the first task removed after r, that is, q > r, z∗

q = 0, and z∗
i = 1 for i = r, ...,

q − 1. Since task r is the only task removed between k and q in the potential solution
[z̄1, ..., z̄N], we have x̄q = X r

q . Similarly, task q is the only task removed between k
and q in the optimal solution [z∗

1, ..., z∗
N], so we have x∗

q = X q
q . Then, from Eq. 8,

we have

Sr
q = Xq − x̄q, Sq

q = Xq − x∗
q (26)

and from Lemma 3.5,

Sr
m = min

(
Cq

m,Sr
q

)
, Sq

m = min
(
Cq

m,Sq
q

)
(27)

Since r is the MST and r < q, we obtain from Eq. 10 that

Sr
m > Sq

m (28)

Using Eqs. 27 and 28, we can easily verify that Sr
q > Sq

q and combining this with
Eq. 26, we have x̄q < x∗

q. From the system dynamics, we have

x̄i = max(x̄i−1, aiz̄i) + z̄iμiτmin, ∀ i = q + 1, ..., N

x∗
i = max

(
x∗

i−1, aiz∗
i

) + z∗
i μiτmin, ∀ i = q + 1, ..., N
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Since x̄q < x∗
q and z̄i = z∗

i for i = q + 1, ..., N, we can easily see that x̄i ≤ x∗
i for all

i = q + 1, ..., N, which implies

z̄i(x̄i − di) ≤ z∗
i (x∗

i − di), ∀ i = q + 1, ..., N

Combining this with Eq. 20, we have

z̄i(x̄i − di) ≤ 0, ∀ i = q + 1, ..., N (29)

and since q ≤ m, we obtain Eq. 25.
Case 2: At least one task is dropped between k and r in the optimal solution

[z∗
1, ..., z∗

N]. Thus, we can select q to be the last task removed before r, that is, q < r,
z∗

q = 0, and z∗
i = 1 for i = q + 1, ..., r. From Lemma 3.5, we have

Sr
m = min

(
Cr

m,Sr
r

)
, Sq

m = min
(
Cr

m,Sq
r

)
(30)

Since r is the MST and q < r, we obtain from Eq. 9:

Sr
m ≥ Sq

m (31)

We now further divide Case 2 into two subcases, Sr
r < Sq

r and Sr
r ≥ Sq

r in Eq. 30,
as follows.

Case 2a: Sr
r < Sq

r . In this case, it follows from Eqs. 30 and 31 that

Sr
r ≥ Cr

m, Sq
r ≥ Cr

m (32)

Let l = arg mini=r+1,...,m{Xi−1 − ai}. Then, from Eq. 11,

Cr
m = Xl − al+1, Cr

l ≥ Xl − al+1 (33)

Invoking Lemma 3.5, we have

Sr
l = min

(
Cr

l ,Sr
r

)
, Sq

l = min
(
Cr

l ,Sq
r

)
(34)

Combining Eqs. 32, 33 and 34, we have

Sr
l ≥ Xl − al+1, Sq

l ≥ Xl − al+1

Then, from Eq. 8, we have

X r
l ≤ al+1, X q

l ≤ al+1

Since x̄l ≤ X r
l and x∗

l ≤ X q
l , we have

x̄l ≤ al+1, x∗
l ≤ al+1

which means that both x̄i and x∗
i for i = l + 1, ..., N only depend on z̄i and z∗

i for
i = l + 1, ..., N respectively. Since z̄i = z∗

i for i = l + 1, ..., N, we have x̄i = x∗
i for

i = l + 1, ..., N, which implies that

z̄i(x̄i − di) ≤ 0, ∀ i = l + 1, ..., N (35)

Since l ≤ m, we obtain Eq. 25 for this subcase.
Case 2b: Sr

r ≥ Sq
r . We now introduce another potential solution [z̃1, ..., z̃N] of

the ACP such that

z̃i = z̄i = z∗
i , i 
= q, r; z̃i = 1, i = q, r. (36)
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Its associated departure times satisfy

x̃q−1 = x̄q−1 = x∗
q−1

x̃i = max(x̃i−1, ai) + μiτmin, i = q, ..., r. (37)

It follows from Eq. 36 that [z̄1, ..., z̄N] is obtained by removing only task r from
[z̃1, ..., z̃N] and that [z∗

1, ..., z∗
N] is obtained by removing only task q from [z̃1, ..., z̃N].

Now, if there exists some i (q + 1 ≤ i ≤ r) such that x̃i−1 ≤ ai, then removing task q
from the solution [z̃1, ..., z̃N] has no effect on x̃r because tasks q and r are decoupled
by task i, that is, x∗

r = x̃r. Since [z̄1, ..., z̄N] has task r removed relative to [z̃1, ..., z̃N],
we have x̄r ≤ x̃r, therefore

x∗
r ≥ x̄r (38)

Let us now consider the remaining case where x̃i−1 > ai for all q + 1 ≤ i ≤ r. Then,
Eq. 37 reduces to

x̃i = x̃i−1 + μiτmin, i = q + 1, ..., r. (39)

Since task r is removed in [z̄1, ..., z̄N] and Sr
r = min(+∞, μrτmin) = μrτmin, we have

x̄r = x̃r−1 = x̃r − μrτmin = x̃r − Sr
r (40)

Since task q is removed in [z∗
1, ..., z∗

N], x∗
q = x∗

q−1. Using this fact along with Eq. 39
and x∗

i = max(x∗
i−1, ai) + μiτmin, we have

x̃i − x∗
i = min(x̃i−1 − ai, x̃i−1 − x∗

i−1), i = q + 1, ..., r.

which implies that

x̃r − x∗
r = min

(
x̃r−1 − ar, x̃r−1 − x∗

r−1

)

= min
(
x̃r−1 − ar, min

(
x̃r−2 − ar−1, x̃r−2 − x∗

r−2

))

= · · · = min
(

x̃r−1 − ar, x̃r−2 − ar−1, ..., x̃q − aq+1, x̃q − x∗
q

)

Let C̃ j
i = minl= j+1,...,i(x̃l−1 − al). Combining this with the equality above, we have

x̃r − x∗
r = min

(
C̃q

r , x̃q − x∗
q

)
= min

(
C̃q

r , x̃q − x̃q−1

)
(41)

In the following, we show that if ak ≤ ak+1 ≤ · · · ≤ ar, then

x∗
r = x̃r − min

(
C̃q

r , μqτmin

)
(42)

There are two possible cases: (i) x̃q−1 > aq and (ii) x̃q−1 ≤ aq. For case (i), from
Eq. 37, we have x̃q − x̃q−1 = μqτmin which implies Eq. 42 by using Eq. 41. For case
(ii), from ak ≤ ak+1 ≤ · · · ≤ ar, we have aq ≤ aq+1 and

x̃q − x̃q−1 ≥ x̃q − aq ≥ x̃q − aq+1 ≥ C̃q
r

μqτmin = x̃q − aq ≥ x̃q − aq+1 ≥ C̃q
r

which implies Eq. 42 by using Eq. 41.
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Since x̃i ≤ Xi, we have

C̃q
r ≤ min

i=q+1,...,r
(x̃i−1 − ai) ≤ min

i=q+1,...,r
(Xi−1 − ai) = Cq

r (43)

which implies that

min
(
C̃q

r , μqτmin
) ≤ min

(
Cq

r , μqτmin
) = Sq

r (44)

It follows from Eq. 42 and Eq. 44 that x∗
r ≥ x̃r − Sq

r . Combining this with Eq. 40 and
Sr

r ≥ Sq
r , we obtain

x∗
r ≥ x̃r − Sq

r ≥ x̃r − Sr
r = x̄r

that is, Eq. 38 again holds. From Eq. 38 and the fact that z̄i = z∗
i for i = r + 1, ..., N,

we have x̄i ≤ x∗
i for i = r + 1, ..., N, which implies

z̄i(x̄i − di) ≤ z∗
i (x∗

i − di) ≤ 0, ∀ i = r, ..., N (45)

Since r ≤ m, we obtain Eq. 25 for this subcase as well, which completes the proof. ��

Corollary 3.1 Suppose task m ∈ R is a FIT and task r is its corresponding MST. If
a1 ≤ · · · ≤ ar and dm−1 ≤ dm, then there must exist an optimal solution [z∗

1, ..., z∗
N] of

the ACP such that z∗
r = 0.

Proof There are two possible cases: (i) r = m (ii) r < m. For the first case, we have
z∗

r = 0 based on Theorem 3.1. For the second case, since task r is a MST and r < m,
we have Sr

m ≥ Sm
m , which implies that

Xm − Sr
m ≤ Xm − Sm

m = Xm − μ jτmin = Xm−1 (46)

Since m is the first infeasible task, we have Xm−1 ≤ dm−1. Then, from dm−1 ≤ dm,
we have Xm−1 ≤ dm. Combining this with Eq. 46, we have Xm − Sr

m ≤ dm, that is,
Sr

m ≥ Xm − dm. Then, from Theorem 3.1, we have z∗
r = 0. ��

Theorem 3.1 provides a sufficient condition Eq. 17 towards optimality. If the
condition is satisfied, we can directly remove the corresponding MSTs, construct a
new smaller problem and check the condition again. If the condition is still satisfied,
we can keep removing MSTs. Furthermore, if the condition is never violated until a
feasible schedule is obtained (such as the compatible case in Corollary 3.1), then the
remaining tasks turn out to yield the optimal solution. Even if the condition Eq. 17
is not satisfied, Theorem 3.1 can still help us develop an efficient algorithm to derive
a near-optimal solution. Before doing so, we introduce another step which can be
utilized to improve the efficiency of such an algorithm.

3.3 Deadline reduction

In this section, we take advantage of the fact that non-removable tasks implicitly
impose more stringent deadlines on some removable tasks. In particular, all tasks
before a non-removable one must complete early enough to guarantee that this
non-removable task meets its deadline even if the deadlines of these previous tasks
are relatively loose. The key idea then is that the existence of non-removable tasks
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provides an opportunity to modify the ACP by reducing some task deadlines without
affecting the optimal solution. To formalize this, let

δi = min(di, δ j − μ jτmin), for i = 1, ..., N − 1 and δN = dN,

j = arg min
l≥i

{l : l /∈ R} (47)

where task j is simply the first non-removable task after task i. If no such j exists, we
have δi = di.

Lemma 3.6 An optimal solution of the ACP is invariant to the replacement of di by δi

for i = 1, ..., N.

Proof Assume z1, ..., zN is an arbitrary feasible solution in the ACP with task
deadlines d1, ..., dN . First, we prove that z1, ..., zN is also feasible in the ACP with
δ1, ..., δN replacing d1, ..., dN . For each task i, there are two possible cases, (i) zi = 0
and (ii) zi = 1. For case (i), since zi = 0, task i’s deadline can be overlooked, so
replacing di with δi will still satisfy Eq. 4.

For case (ii), without loss of generality, assume j1, ..., jp are non-removable tasks
after task i, where j1 ≤ ... ≤ jp. Since there are no non-removable task after task jp,
we have δ jp = d jp from Eq. 47. Since jp /∈ R, we have z jp = 1, which requires

x jp ≤ d jp = δ jp

Since jp−1 /∈ R, we have z jp−1 = 1, which requires x jp ≤ d jp . Moreover, to satisfy
the constraint above, i.e., x jp ≤ δ jp , task jp−1 should also satisfy x jp−1 ≤ δ jp − μ jpτmin.
Therefore, we have

x jp−1 ≤ min(d jp−1 , δ jp − μ jpτmin) = δ jp−1

Similarly, we proceed to task jp−2 and obtain:

x jp−2 ≤ min(d jp−2 , δ jp−1 − μ jp−1τmin) = δ jp−2

Finally, we get

x j1 ≤ min(d j1 , δ j2 − μ j2τmin) = δ j1

Since in case (ii) we have zi = 1, this implies that xi ≤ di. Furthermore, to satisfy
the constraint x j1 ≤ δ j1 , task i should also satisfy xi ≤ δ j1 − μ j1τmin. Therefore, it
follows that

xi ≤ min(di, δ j1 − μ j1τmin) = δi

which implies that replacing di by δi will still satisfy Eq. 4.
In view of the above, any feasible solution in the original ACP with task deadlines

d1, ..., dN is also feasible in the modified ACP with δ1, ..., δN . From Eq. 47, we have
δi ≤ di for i = 1, ..., N, which implies that any feasible solution in the modified ACP
with δ1, ..., δN is also feasible in the original ACP with d1, ..., dN . Therefore, the
feasible space is invariant by replacing di by δi for i = 1, ..., N, which implies that
the optimal solution is also invariant. ��

Lemma 3.7 If task m is a FIT in the modified ACP with task deadlines δ1, ..., δN, then
task m must be removable.
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Proof Assume on the contrary that task m is a FIT and non-removable with
δ1, ..., δN . Without loss of generality, task m belongs to the BP {k, ..., n}. Since task m
is a FIT, we have

Xm > δm and X j ≤ δ j, for k ≤ j ≤ m − 1. (48)

Combining this with the fact that task m is non-removable in the modified ACP with
δ1, ..., δN , we have

Xm−1 ≤ δm−1 = min(dm−1, δm − μmτmin) ≤ δm − μmτmin

Moreover, it must hold that m > k, otherwise the ACP is infeasible. Thus, tasks
m − 1 and m belong to the same BP, which implies that Xm = Xm−1 + μmτmin.
Combining this fact with the inequality above, we have Xm ≤ δm, which contradicts
Xm > δm in Eq. 48. ��

The value of the deadline reduction process resulting in a modified ACP with
invariant optimal solutions lies in the fact that the new deadlines tend to be ordered
in a way which is closer to the compatible case (i.e., ai < a j ⇒ δi ≤ δ j and δi < δ j ⇒
ai ≤ a j). Consequently, it is more likely that the conditions of Corollary 3.1 are
satisfied, hence the optimality condition (17) in Theorem 3.1 also holds. Therefore,
the deadline reduction in Eq. 47 can improve the applicability of Theorem 3.1. The
following corollary is a useful special case that demonstrates this effect.

Corollary 3.2 If task m is a FIT in the modified ACP with δ1, ..., δN, FIFO is adopted,
and μi = μ j for all i, j, then an optimal solution of the original ACP with d1, ..., dN

satisfies z∗
m = 0.

Proof Without loss of generality, task m belongs to the BP {k, ..., n}. Since FIFO is
adopted, from Lemma 3.4, we have

S j
m = min

(
C j

m, μ jτmin
)
, for k ≤ j ≤ m

Then from μi = μ j for all i, j, we have

Sm
m ≥ S j

m, for k ≤ j < m (49)

Since task m is a FIT in the modified ACP with δ1, ..., δN , task m must be removable
from Lemma 3.7. Combining this with Eq. 49 and the definition of MST, we conclude
that task m is the MST. From Theorem 3.1, an optimal solution of the ACP with
δ1, ..., δN implies that z∗

m = 0. Then, from Lemma 3.6, an optimal solution of the ACP
with d1, ..., dN also satisfies z∗

m = 0. ��

It is interesting to observe that a FIT may be non-removable in the original
ACP with d1, ..., dN and, further, the FIT may not be the MST; in this case, the
optimality condition (17) in Theorem 3.1 may not be applied. However, all FITs must
be removable in the modified ACP with δ1, ..., δN and the optimality condition (17)
can be guaranteed for the case in Corollary 3.2.
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Table 2 First order maximal shift task algorithm (MSTA-1)

Step 1: Reduce di to δi for i = 1, ..., N;
Step 2: Pick a BP {k, ..., n}, identify its FIT m and find the MST r;
Step 3: If r = m or Sr

m ≥ Xm − δm, then construct a new ACP by removing task r;
else construct a new ACP by removing task m.

Step 4: If there are no ITs in the new ACP, then end; otherwise goto Step 2.

3.4 Maximal shift task algorithm

In this section, we develop two efficient algorithms to derive a near-optimal (and pos-
sibly optimal) solution, termed First Order Maximal Shift Task Algorithm (MSTA-1)
and Second Order Maximal Shift Task Algorithm (MSTA-2) respectively.

Table 2 describes MSTA-1, where the optimality condition (17) is checked in
Step 3. If the optimality condition (17) is satisfied, MSTA-1 provides the optimal
solution. Otherwise, a gap between its derived solution and the true optimal so-
lution results from the possible failure to satisfy the optimality condition (17). In
MSTA-1, we simply drop the FIT m when the optimality condition (17) fails.
Obviously, this procedure cannot guarantee optimality because it is possible to
remove more than one task before the FIT m to save more ITs after m. Therefore, we
actually face two options when the optimality condition (17) is not met: (i) Drop the
FIT m, or (ii) Keep the FIT m. Although we cannot determine which option is better
in polynomial time, we can still increase the probability of choosing the better option
by estimating and comparing the optimal number of accepted tasks under each of
these two options.

Based on this idea, we obtain MSTA-2 in Table 3, where the optimality condition
(17) is still checked in Step 3. The difference is that we do not simply drop m,
but make decisions based on an estimated optimal number of accepted tasks under
options (i) and (ii) mentioned above (denoted by U1 and U2 respectively) whenever
the optimality condition (17) is not met. MSTA-1 can obtain the lower bounds of the
optimal number of accepted tasks, which are good candidates for the two estimates
U1 and U2. Under option (i), we just remove task m, construct a new ACP, and
estimate the resulting optimal number of accepted tasks by MSTA-1. Under option
(ii), since we decide to keep the FIT m, task m can be regarded as non-removable.
Therefore, we can apply a deadline reduction process as in the previous section, that
is, reduce δi to min(δi, δm − μmτmin) for all tasks i < m. Then, we can estimate the
optimal number of accepted tasks for option (ii) by MSTA-1 based on the reduced
deadlines. By comparing the estimates, MSTA-2 can obtain a smaller optimality gap
than MSTA-1.

Table 3 Second order maximal shift task algorithm (MSTA-2)

Step 1: Reduce di to δi for i = 1, ..., N;
Step 2: Pick a BP {k, ..., n}, identify its FIT m and find the MST r;
Step 3: If r = m or Sr

m ≥ Xm − δm, then construct a new ACP by removing task r;
else compute U1 and U2 by applying MSTA-1;

If U1 ≥ U2, then construct a new ACP by removing m;
else δi := min(δi, δm − μmτmin) for i < m and goto Step 2;

Step 4: If there are no ITs in the new ACP, then end; otherwise goto Step 2.
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Table 4 Branch and bound algorithm

Step 1: Reduce di to δi for i = 1, ..., N;
Step 2: Pick a BP {k, ..., n}, identify its FIT m and find the MST r;
Step 3: If r = m or Sr

m ≥ Xm − δm, then construct a new ACP by removing task r;
else construct a new ACP by setting δm = Xm − Sr

m and removing task r.
Step 4: If there are no ITs in the new ACP, then end; otherwise goto Step 2.

In view of the analysis above, a natural question is whether we can develop
an nth (n ≥ 3) Order Maximal Shift Task Algorithm (MSTA-n) to further reduce
the optimality gap. Indeed, we can always obtain MSTA-n by using MSTA-(n − 1)

to estimate U1 and U2 in Step 3. However, this process will result in higher
computational complexity. The worst case complexity of MSTA-1 is O(N2). For
MSTA-2, the worst case complexity becomes to O(N3). Based on simulation exper-
iments, MSTA-2 obtains sufficiently good results so it does not appear necessary to
increase n to 3 or more in practice.

3.5 Branch and bound algorithm

In this section, we describe a branch and bound algorithm which we use to obtain
an exact optimal solution serving as a baseline for the purpose of computing the
optimality gap of MSTA-1 or MSTA-2. In the “branch” part, we break the ACP into
subproblems. We only need to do so when we encounter a FIT m not satisfying the
optimality condition (17). In this case, we break it into two subproblems: one is a new
ACP obtained by adding the constraint zm = 0 and the other a new ACP obtained
by setting δi = min(δi, δm − μmτmin) for i < m.

In the “bound” part, we seek to obtain upper and lower bounds for the optimal
number of accepted tasks. MSTA-1 and MSTA-2 can obtain lower bounds and we
can derive an upper bound through the algorithm in Table 4, in which we actually
construct a new ACP with larger deadlines and can guarantee to obtain its optimal
solution. Since larger deadlines implies a larger optimal number of accepted tasks, its
optimal solution becomes an upper bound of the optimal number of accepted tasks
for the original ACP.

4 On-line admission control

So far, we have assumed that all task arrivals, number of operations, and deadlines
are known at the time we solve the ACP and, subsequently, the original problem
(1). This corresponds to an off-line approach. In this section, we tackle the on-
line admission control problem where all tasks are assumed removable and arrival
information is unavailable until tasks actually do arrive. Therefore, one can proceed
in two ways: (i) Based only on the information available for tasks already in queue,
and (ii) Using information in the form of the joint distribution of the arrival time,
deadline, and required number of operations of the next arriving task.

We begin with case (i). Without loss of generality, we assume the current decision
point is at time t > 0. Note that all tasks that arrived before t and have not been
processed yet can be regarded as a set of tasks sharing a common arrival time t.
Their arrival times and deadlines become compatible. Based on the results obtained



Discrete Event Dyn Syst (2010) 20:37–62 55

in classical scheduling theory, the optimal way to process these tasks is using the
Earliest Deadline First (EDF) policy. Since all tasks have the common arrival time t,
EDF is also FIFO and MSTA-1 can obtain the optimal admission control for all tasks
in queue from Corollary 3.1.

Next, we consider case (ii), i.e., making decisions based on uncertain information
about the next arriving task. Two natural questions arise: Is it possible to improve
performance by using such information, and, if so, how to accomplish it? The first
question can be answered through the simple example in Fig. 3, in which the next
arriving task 5 is imminent and has an urgent deadline, while the current task 1 has a
large number of operations and a relatively loose deadline. If no idling is allowed,
task 5 has to be rejected. However, it can be saved without adversely affecting
other tasks by slightly idling the processor as shown in Fig. 3. When distribution
information for the next arrival task is available, it is possible to compute some metric
quantifying the likelihood that the case above can occur. If the metric shows it can
happen with sufficiently high probability, then we may rescue the upcoming task by
postponing the start of the current task (i.e., by explicitly idling) and still successfully
process the postponed task. The net effect is better performing admission control
with high probability.

4.1 Idling conditions

To answer the second question, we can get some clues from the answer to the first
one. In particular, the key is to specify the aforementioned metric and compute it.
The theorem below is a step in this direction. Without loss of generality, assume that
at the current decision time, t, there are n remaining tasks after applying admission
control through MSTA-1 and they satisfy d1 ≤ d2 ≤ ... ≤ dn and t + ∑i

j=1 μ jτmin ≤ di

for i = 1, ..., n (as already mentioned, MSTA-1 yields the optimal solution in this

Fig. 3 No idling vs. idling
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case). Moreover, the optimal processing time per operation can be assigned to task
1 using the CTDA (Mao et al. 2007) which solves problem (1). Let τ1 be this
processing time and let an+1, dn+1 and μn+1 denote the arrival time, deadline, and
number of operations of the next arriving task respectively. We are interested in
establishing necessary and sufficient conditions under which the optimal number of
remaining tasks that are all feasible (determined through MSTA-1 without any future
information available) can be improved by idling given some future information.
Then, clearly the optimal number of remaining tasks that are all feasible is at least
n. If we consider the next arriving task only, then the best we can do is increase this
number to n + 1.

It follows that the statement “we can improve the optimal number of remain-
ing tasks that are feasible under no future information” is equivalent to the two
conditions:

Condition 1 The optimal number of remaining tasks is n if we do not postpone
task 1.

Condition 2 The optimal number of remaining tasks is n + 1 if we idle and post-
pone task 1.

Theorem 4.1 Assume the current decision point is t and there are n tasks in queue that
are feasible. Let �(i) denote the set of tasks before task i and task i itself when all n + 1
tasks are sorted in ascending order of deadline and �(i) = �(i)\{1}. Condition 1 and
Condition 2 are satisfied if and only if

∃ i ∈ {2, ..., n + 1}, t + μ1τ1 +
∑

j∈�(i)
μ jτmin > di; (50)

an+1 +
∑

j∈�(i)
μ jτmin ≤ di, ∀ i = 1, ..., n + 1. (51)

Proof Let us first show that Condition 1 and Condition 2 are satisfied. We begin by
proving that

an+1 ≤ t + μ1τ1, (52)

Using the definitions of �(i) and �(i), we have
∑

j∈�(i)
μ jτmin ≤

∑
j∈�(i)

μ jτmin (53)

By Eq. 50, there exists some task i such that

t + μ1τ1 +
∑

j∈�(i)
μ jτmin > di

By Eq. 51, we have

an+1 +
∑

j∈�(i)
μ jτmin ≤ di

Combining the three inequalities above, we obtain the inequality 52.
Second, we consider the case where task 1 is not postponed, implying that t +

μ1τ1 is the next decision point. From Eq. 52, task n + 1 has arrived at this decision
point so that t + μ1τ1 + ∑

j∈�(i) μ( j)τmin is the earliest departure time of task i for all
i = 2, ..., n + 1.
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Based on Lemma 2.1, we can check feasibility by analyzing the earliest departure
time which is achieved through the minimal processing time per operation τmin. Then,
from Eq. 50, at least one of tasks 2, ..., n + 1 will violate its deadline. By assumption,
there are n feasible tasks in queue so that we can always attain the feasibility of these
n tasks by removing task n + 1. Therefore, the optimal number of remaining tasks is
n if we do not postpone task i, i.e., Condition 1 is met.

Next, we consider postponing task 1, implying that an+1 is the next decision
point and an+1 + ∑

j∈�(i) μ( j)τmin is the earliest departure time of task i for all i =
1, ..., n + 1.

Similarly, we can still check feasibility based on the earliest departure time from
Lemma 2.1. Then, from Eq. 51, all n + 1 tasks can meet their deadlines. Thus,
Condition 2 is satisfied as well.

Now let us establish Eqs. 51 and 50 when Condition 1 and Condition 2 are satisfied.
First, we consider postponing task 1. From Condition 2 and Lemma 2.1, all n + 1
tasks can meet their deadlines by using the minimal processing time per operation
τmin, which turns out to be the inequality (51).

Second, we prove Eq. 52 has to be satisfied. Assume on the contrary that an+1 >

t + μ1τ1. From Eqs. 53 and 51 obtained above, we have

an+1 +
∑

j∈�(i)
μ jτmin ≤ di, ∀ i = 2, ..., n + 1

Combining it with an+1 > t + μ1τ1, all the other tasks can still meet their deadline by
using τmin if we do not postpone task 1, which means the optimal number of remaining
task also equals to n + 1 in the case of not postponing task 1. This contradicts
Condition 1 and leads to the conclusion that Eq. 52 must hold.

Finally, we consider the case where task 1 is not postponed. It follows from
Eq. 52 that t + μ1τ1 + ∑

j∈�(i) μ( j)τmin is the earliest departure time of task i for all
i = 2, ..., n + 1. Then, from Condition 1 and Lemma 2.1, if we do not postpone task
1, there is at least one among tasks 2, ..., n + 1 such that its earliest departure time is
larger than its deadline, which is precisely inequality (50). ��

4.2 On-line admission control algorithm

Let f denote the joint distribution of (an+1, dn+1, μn+1) and P(t, f ) denote the
probability that (an+1, dn+1, μn+1) satisfies Eqs. 50 and 51 at the decision point
t. From Theorem 4.1, P(t, f ) can be the metric to indicate how likely it is that
idling and postponing the current task improves performance. Thus, if P(t, f ) > p
(typically, p = 0.5), then we postpone the current task and otherwise immediately
process it. Although P(t, f ) may not be easy to compute in closed form, one can
always estimate it through Monte Carlo methods, that is, randomly generating M
samples of (ai

n+1, di
n+1, μ

i
n+1) and calculating

∑M
i=1 1(ai

n+1, di
n+1, μ

i
n+1)/M, where 1(·)

is the indicator function indicating whether (ai
n+1, di

n+1, μ
i
n+1) satisfies Eqs. 50 and

51. When selecting M, we face a trade-off between computing time and the extent of
performance improvement we can realize. We can save computing time by reducing
M, but the estimation of P(t, f ) becomes less accurate. To guarantee a performance
improvement, we need to increase the threshold, p, which in turn results in reduced
improvement of performance.

Further, if the decision is to idle, there remains a question regarding the length
of idling. Let P(t + w, f ) denote the probability that (an+1, dn+1, μn+1) satisfies
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Table 5 On-line admission control algorithm

Step 1: Sort all tasks waiting in queue in ascending order of deadline and apply MSTA and CTDA;
Step 2: Estimate P(t, f ) by Monte Carlo method;
Step 3: If P(t, f ) > 0.5, then estimate w∗ and postpone the current task for w∗; otherwise just

process the current task.

Eqs. 50 and 51 if we postpone the current task by w and the next task still does
not arrive. Define

� = {w : P(t + w, f ) ≤ 0.5, w ≥ 0} and w∗ = min
w∈�

w.

We can see that w∗ is the optimal idling time. However, w∗ is much harder to
compute in closed form than P(t, f ). Let L = mini=1,...,n(di − ∑i

j=1 μiτmin). We can
bound w∗ as follows: 0 ≤ w∗ ≤ L − t, because Eq. 51 requires the next task to arrive
before L. Moreover, it is clear that the longer idling is, the less likely we are to
increase the optimal number of remaining tasks since less time becomes available for
rescuing the next task. Thus, assuming that P(t + w, f ) is monotonically decreasing
in w, an estimate of w∗ may be efficiently obtained through simple binary search
over the interval [0, L − t]. This discussion leads to the on-line admission control
algorithm shown in Table 5.

5 Numerical results

5.1 Optimality gap

We first compare the optimality gap of the three algorithms: OAT (discussed in
Section 1), MSTA-1 and MSTA-2. In this experiment, interarrival times have an
exponential distribution with mean 8, μi is a random integer uniformly distributed
in {1, ..., 10}, di − ai is uniformly distributed in [2μi, 4μi] and τmin = 1. We test cases
where N varies from 20 to 50 in increments of 3 and randomly generate 100 samples
for each N. The results are shown in Fig. 4, in which the optimality gap G(U) is
normalized using

G(U) = (UB − U)/(N − UB)

where UB is the optimal number of accepted tasks obtained by the branch and bound
algorithm and U is the result obtained by any one of the three algorithms of interest.
The plots on the left compare the optimality gap in the average case and the ones
on the right compare the optimality gap in the worst case. It can be easily seen that
MSTA-2 has a much smaller optimality gap than the other two.

5.2 Idling vs non-idling

Next, we compare two on-line admission control algorithms: one without idling and
the other with idling. The setting of the on-line experiments is the same as above and
we select M = 50 and p = 0.5. Both algorithms were programmed using MATLAB
7.1 on an Intel Pentium4 3.06GHz, 1.0GB RAM machine. Figure 5 compares the
performance of these two on-line algorithms, in which the average number of tasks
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Fig. 4 Mean and maximum optimality gaps

removed is plotted as a function of the total number of tasks N. We see that idling
results in removing about 28 − 31% fewer tasks compared to no idling. Figure 6
compares the complexity of these two on-line algorithms in terms of average CPU
time. Obviously, on-line admission control without idling has a lower complexity
because it does not need to calculate the metric P(t, f ) and the length of idling.
However, the algorithm with idling is still very efficient (e.g., it can obtain on-lines
solutions for N = 1000 tasks in less than 0.9 seconds, i.e., less than 0.9 milliseconds
for each task). Moreover, the efficiency can be further improved by programming in
C code instead of MATLAB.

Fig. 5 Performance
comparison of two on-line
algorithms
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Fig. 6 Complexity comparison
of two on-line algorithms
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6 Conclusions

In this paper, we have removed the restriction that a feasible solution exists in
Problem (1) for DES with hard real-time constraints and have formulated an
associated admission control problem (ACP) for maximizing the number of tasks
processed which are guaranteed feasibility. We exploit an optimality property based
on identifying and removing “maximal shift tasks” and develop an efficient admission
control algorithm, termed Maximal Shift Task Algorithm (MSTA). We show that
the MSTA yields an optimal solution when a sufficient condition is satisfied, which
actually applies to many situations in practice. Further, we exploit an invariance
property of the ACP with respect to reducing deadlines of certain tasks and modify
the original MSTA, referred to as First Order Maximal Shift Task Algorithm
(MSTA-1), to obtain a Second Order Maximal Shift Task Algorithm (MSTA-2). The
latter reduces the optimality gap present when MSTA-1 is only able to deliver a near-
optimal solution.

In addition, we have shown that in on-line control cases where no future task
information is available, idling, though possibly counterintutive, may in fact be
optimal. We have also derived necessary and sufficient conditions under which this
property holds and have defined a metric for evaluating when and how long it is
optimal to idle.

Problem (1) characterizes a single-stage DES. Multi-stage systems studied in Mao
and Cassandras (2006) face similar feasibility issues, which are complicated by the
coupling among stages. Our ongoing work is aimed at studying the admission control
problem in such systems.
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