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Abstract

This paper considers optimal control problems for a
class of hybrid systems motivated by the structure of
manufacturing environments that integrate process and
operations control. We derive a new property of the
optimal state trajectory structure which holds under a
modified condition on the cost function. This allows
us to develop a low-complexity, scalable algorithm for
explicitly determining the optimal controls, which is
more efficient than the best algorithm to date, known
as the Forward Algorithm [1]. A numerical example is
included to illustrate the eflicacy of the proposed algo-
rithm, and to compare it with the Forward Algorithm.

1 Introduction

An interesting class of hybrid systems (i.e., systems
combining time-driven and eveni-driven dynamics) is
motivated by the structure of many manufacturing sys-
tems. In these systems, discrete entities (referred to as
jobs) move through a network of work centers which
process the jobs so as to change their physical charac-
teristics according to certain specifications. Each job is
associated with a temporal state and a physical state.
‘The temporal state of a job evolves according to event-
driven dynamics and includes information such as the
service time or departure time of the job. The phys-
ical state evolves according to time-driven dynamics
and describes some measures of the “quality” of the
job such as temperature, weight and chemical composi-
tion. The interaction of time-driven with event-driven
dynamics leads to a natural tradeoff between tempo-
ral requirements on job completion times and physi-
cal requirements on the quality of the completed jobs.
Such modeling frameworks and optimal control prob-
lems have been considered in [2, 3]. In this paper,
under a modified condition on the nature of the cost
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function, we further exploit the special structure of the
optimal sample path in the singe-stage hybrid system
framework. Based on the Forward Algorithm in [1], an
improved Forward Algorithm is presented. Instead of
increasing the number of jobs by 1 at every step, this al-
gorithm may increase the number of jobs by more than
1 at every step. This property makes it more efficient
than the Forward Algorithm.

2 Hybrid System Framework

The single-stage hybrid system framework we consider
is as follows. A sequence of N jobs is assigned by
an external source to arrive for processing at known
times 0 < a1 € -+ < any. We denote these jobs
by Ci, i = 1,---,N. The jobs are processed first-
come, first-served (FCFS) by a work-conserving and
non-preemptive server. The processing time is s{u;),
which is a function of a control variable u;. In general,
the control is time varying over the course of the pro-
cessing time s;. The optimal control problem, denoted
by P, has the following form:

N
min {J = Z{Bi(ui) + ¢i(x:)}} (1)
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The optimal solution of P is denoted by uf for i =
1,---,N and the corresponding departure times are
denoted by z} for i = 1,--+, N. We make the follow-
ing assumptions: 1) #;(-) is continuously differentiable,
strictly convex and monotone decreasing for u > 0 and
the following limit holds: lim,_,q+ #;(t) = c0. 2) &;(-)
is continuously differentiable, strictly convex and its
minimum is obtained at a finite point.

3 Optimal Control Properties

We begin with the following definitions. A job C; is
eritical if it departs at the arrival time of the next job,
i.e., ©; = a;4;. Considering a contiguous job subset



{Ct,--,Cn}, 1 €< k£ < n < N on the optimal sample
path, the subset is said to be a blockif 1) zx—; < a3 and
Tn < @n+1; 2) The subset contains no critical jobs, A
busy period is a contiguous set of jobs, Cy,---,C, for
1 < k < n < N such that the following three conditions
are satisfied: i) xp_ < ag; i) T < @pyr; iil) z; > aiq1,
for every i = k,---,n — 1. A busy-period structure is a
partition of the jobs C\, - - -, Cn into busy periods. The
Jjth busy period consists of jobs Cyj), -+, Cy(z) where
Ey=Lk(f)=n(j-1)+1and n(M) = N.

Consider the following optimization problem for
Chk, "+, Cn, which is denoted by Q(k,n):
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uer_l_i_nhL {J(k,n) = Z{Gi(‘bﬁ) + dilar +
o i=k =k

5.t. xi:ak+23.:kuj2a,:+1, i=k,--,n—1
The solution of @{k,n) and the corresponding depar-
ture times are denoted by uj(k,n) and z}(k,n} for j =
k,---,n. There is one important property of Q(k,n)
that is captured in the following theorem (whose proof
is given in [1}).

Theorem 1 Jobs Cy,---,C,, constitute a single busy
period on the optimal sample path if and only if the
following conditions are satisfied: 1) az > z3_;; 2)
z}(k,i) > a;y1, for all ¢ ky---yn — 1; and 3)
.’E;(k,ﬂ) < (720

4 Improved Forward Algorithm

In this section, we further exploit a property of the opti-
mal state trajectory for the optimal control problem P,
which is based on modifying Assumption 2} as follows:
@:(-) is continuously differentiable, strictly convex and
monotone increasing. This is in fact a common con-
dition for a large class of problems, when one wishes,
for example, to penalize the departure time of jobs or
thetr system time. The proof of the main result below
is omitted, but may be found in [4].

Theorem 2 If for the problem Q(1, V), job C; isnot a
critical job, i.e. x7(1, N) > a;4+1, then for the problem
P, job C; cannot be the last job of any busy pericd,
ie,forany k=1,-.- N,n{k} #1.

This theorem suggests that we can get some informa-
tion about the structure of a busy period from the so-
lution z}(1,N) of Q(1, N). In particular, only critical
jobs of @Q(1,N) may end a busy period. Therefore,
instead of adding only one job at every step in the For-
ward Algorithm, we can add more than one job at every
step and make the algorithm more efficient. The price
is that we need solving @Q(1, N) firstly.
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5 Example

Let us consider the following problem:

- _ -1 2
min T = 2 )

(3)

5
=

subject to z; = max(a;,z;_1) + u;, for the arrival se-
quence {1,1.4,1.5,1.55,1.6,3.,3.1,3.2,3.3,3.5}.
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Figure 1: The first two plots show the queue length of
Q(1,N) and P. The second two present the
complexity of Q(k,n) using the improved For-
ward Algorithm and the Forward Algorithm re-
spectively.

For this example, as seen in Figure 1, the cumulative
dimensionality over all sub-problems is 21, requiring a
total of 4 steps, while the corresponding numbers using
the Forward Algorithm are 30 sub-problems with 10
total steps.
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