Abstract—This paper addresses the optimal control of Connected and Automated Vehicles (CAVs) arriving from two roads at a merging point where the objective is to jointly minimize the travel time and energy consumption of each CAV. The solution guarantees that a speed-dependent safety constraint is always satisfied, both at the merging point and everywhere within a control zone which precedes it. We first analyze the case of no active constraints and prove that under certain conditions the safety constraint remains inactive, thus significantly simplifying the determination of an explicit decentralized solution. Our analysis allows us to study the tradeoff between the two objective function components (travel time and energy within the control zone). Simulation examples are included to compare the performance of the optimal controller to a baseline with human-driven vehicles with results showing improvements.

I. INTRODUCTION

Traffic management at merging points (usually, highway on-ramps) is one of the most challenging problems within a transportation system in terms of safety, congestion, and energy consumption, in addition to being a source of stress for many drivers [14], [15], [18]. Advancements in next generation transportation system technologies and the emergence of CAVs (also known as self-driving cars or autonomous vehicles) have the potential to drastically improve a transportation network’s performance by better assisting drivers in making decisions, ultimately reducing energy consumption, air pollution, congestion and accidents. One of the very early efforts exploiting the benefit of CAVs was proposed in [5], where an optimal linear feedback regulator is introduced for the merging problem to control a single string of vehicles. An overview of automated intelligent vehicle-highway systems was provided in [16].

There has been significant research in assisted freeway merging offering guidance to drivers so as to avoid congestion and collisions. A Classification and Regression Tree (CART) method was used in [19] to model merging behavior and assist decisions in terms of the time-to-collision between vehicles. The Long Short-Term Memory (LSTM) network was used in [3] to predict possible long-term congestion. In [23], a Radial Basis Function-Artificial Neural Networks (RBF-ANN) is used to forecast the traffic volume in a merging area. However, such assisted merging methods do not take advantage of autonomous driving so as to possibly automate the merging process in a cooperative manner.

A number of centralized or decentralized merging control mechanisms have been proposed [9], [2], [7], [8], [15], [12], [10], [13]. In the case of decentralized control, all computation is performed on board each vehicle and shared only with a small number of other vehicles which are affected by it. Optimal control problem formulations are used in some of these approaches, while Model Predictive Control (MPC) techniques are employed as an alternative, primarily to account for additional constraints and to compensate for disturbances by re-evaluating optimal actions. The objectives specified for optimal control problems may target the minimization of acceleration as in [12] or the maximization of passenger comfort (measured as the acceleration derivative or jerk) as in [9], [11]. MPC approaches have been used in [2], [8], as well as in [9] when inequality constraints are added to the originally considered optimal control problem. The Control Barrier Function (CBF) approach has also been considered in [21] with the same problem formulation as in this paper.

In [27], a decentralized optimal control framework is provided for a signal-free intersection. This may be viewed as a process of merging multiple traffic flows so that the highway merging problem is a special case. However, as detailed in the sequel, there are several differences in the formulation and analysis we pursue here in terms of the objective function and the safety constraints used.

In this paper, we develop a decentralized optimal control framework for each CAV approaching a merging point from one of two roads (often, a highway lane and an on-ramp lane). Our objective differs from formulations in [9], [12] or [27]; moreover, it is designed to guarantee that a hard speed-dependent safety constraint is always satisfied. In particular, our objective combines minimizing (i) the travel time of each CAV over a given road segment from a point entering a Control Zone (CZ) to the eventual Merging Point (MP) and (ii) a measure of its energy consumption. This allows us to explore the trade-off between these two metrics as a function of a weight factor. The problem incorporates CAV speed and acceleration constraints, and a hard safety constraint requiring a minimal headway between adjacent vehicles at all times as well as guaranteed collision avoidance at the MP. We derive an analytical solution of the problem and identify several properties of an optimal trajectory. This allows us to obtain simple to check conditions under which the safe distance constraint is guaranteed to not become active (which significantly reduces computation); in cases
where it does become active, we include constrained arcs as part of an optimal trajectory. Thus, we can identify when a trajectory exists that provably always satisfies all constraints and explicitly determine the optimal merging trajectory of each CAV.

The paper is structured as follows. In Section II, we present the merging process model and formulate the optimal merging control problem including all safety requirements that must be satisfied at all times. In Section III, the optimal solutions in all cases are presented. We include simulation examples and conclusions in Sections IV and V respectively.

II. PROBLEM FORMULATION

The merging problem arises when traffic must be joined from two different roads, usually associated with a main lane and a merging lane as shown in Fig.1. We consider the case where all traffic consists of CAVs randomly arriving at the two lanes joined at the Merging Point (MP) \( M \) where a collision may occur. The segment from the origin \( O \) or \( O' \) to the merging point \( M \) has a length \( L \) for both lanes, and is called the Control Zone (CZ). We assume that CAVs do not overtake each other in the CZ. A coordinator is associated with the MP whose function is to maintain a First-In-First-Out (FIFO) queue of CAVs based on their arrival time at the CZ and enable real-time communication with the CAVs that are in the CZ as well as the last one leaving the CZ. The FIFO assumption imposed so that CAVs cross the MP in their order of arrival is made for simplicity and often to ensure fairness, but can be relaxed through dynamic resequencing schemes, e.g., as described in [24].

Let \( S(t) \) be the set of FIFO-ordered indices of all CAVs located in the CZ at time \( t \) along with the CAV (whose index is 0) as shown in Fig.1 that has just left the CZ. Let \( N(t) \) be the cardinality of \( S(t) \). Thus, if a CAV arrives at time \( t \) it is assigned the index \( N(t) \). All CAV indices in \( S(t) \) decrease by one when a CAV passes over the MP and the vehicle whose index is \(-1\) is dropped.

The vehicle dynamics for each CAV \( i \in S(t) \) along the lane to which it belongs take the form

\[
\begin{bmatrix}
\dot{x}_i(t) \\
\dot{v}_i(t)
\end{bmatrix} =
\begin{bmatrix}
v_i(t) \\
u_i(t)
\end{bmatrix} 
\]  

(1)

where \( x_i(t) \) denotes the distance to the origin \( O \) (or \( O' \)) along the main (merging) lane if the vehicle \( i \) is located in the main (merging) lane, \( v_i(t) \) denotes the velocity, and \( u_i(t) \) denotes the control input (acceleration). We consider two objectives for each CAV subject to three constraints, as detailed next.

Objective 1 (Minimizing travel time): Let \( t_i^0 \) and \( t_i^m \) denote the time that CAV \( i \in S(t) \) arrives at the origin \( O \) or \( O' \) and the merging point \( M \), respectively. We wish to minimize the travel time \( t_i^m - t_i^0 \) for CAV \( i \).

Objective 2 (Minimizing energy consumption): We also wish to minimize energy consumption for each CAV \( i \in S(t) \) expressed as

\[
J_i(t_i^m, u_i(t)) = \int_{t_i^0}^{t_i^m} C_i(u_i(t))dt, 
\]  

(2)

where \( C_i(\cdot) \) is a strictly increasing function of its argument.

Constraint 1 (Safety constraints): Let \( i_p \), denote the index of the CAV which physically immediately precedes \( i \) in the CZ (if one is present). We require that the distance \( z_{i,i_p}(t) := x_{i_p}(t) - x_i(t) \) be constrained by the speed \( v_i(t) \) of CAV \( i \in S(t) \) so that

\[
z_{i,i_p}(t) \geq \varphi v_i(t) + \delta, \quad \forall t \in [t_i^0, t_i^m], 
\]  

(3)

where \( \varphi \) denotes the reaction time (as a rule, \( \varphi = 1.8 \) is used, e.g., [17]). If we define \( z_{i,i_p} \) to be the distance from the center of CAV \( i \) to the center of CAV \( i_p \), then \( \delta \) is a constant determined by the length of these two CAVs (generally dependent on \( i \) and \( i_p \) but taken to be a constant over all CAVs for simplicity).

Constraint 2 (Safe merging): There should be enough safe space at the MP \( M \) for a merging CAV to cut in, i.e.,

\[
z_{1,i_p}(t_i^m) \geq \varphi v_1(t_i^m) + \delta. 
\]  

(4)

Constraint 3 (Vehicle limitations): Finally, there are constraints on the speed and acceleration for each \( i \in S(t) \):

\[
u_{\min} \leq v_i(t) \leq v_{\max}, \quad \forall t \in [t_i^0, t_i^m],
\]

\[
u_{\min} \leq u_i(t) \leq u_{\max}, \quad \forall t \in [t_i^0, t_i^m],
\]  

(5)

where \( v_{\max} > 0 \) and \( v_{\min} \geq 0 \) denote the maximum and minimum speed allowed in the CZ, while \( u_{\min} < 0 \) and \( u_{\max} > 0 \) denote the minimum and maximum control input, respectively.

Problem Formulation. Our goal is to determine a control law to achieve objectives 1-2 subject to constraints 3-5 for each \( i \in S(t) \) governed by the dynamics (1). Choosing \( C_i(u_i(t)) = \frac{\beta}{2} u_i^2(t) \) in (2) and combining objectives 1 and 2, we formulate the following optimal control problem for each CAV:

\[
\min J_i(t_i^m, u_i(t)) := \beta(t_i^m - t_i^0) + \int_{t_i^0}^{t_i^m} \frac{1}{2} u_i^2(t)dt, 
\]  

(6)

subject to (1), (3), (4), (5), the initial and terminal position conditions \( x_i(t_i^0) = 0, x_i(t_i^m) = L \), and given \( t_i^0, v_i^0 \) (where
\(v_i^0\) denotes the initial speed. The weight factor \(\beta \geq 0\) can be adjusted to penalize travel time relative to the energy cost. The two terms in (6) need to be properly normalized. Thus, by using \(\alpha \in [0,1]\), we construct a convex combination as follows:

\[
J_i(t_i^m, u_i(t)) = \int_{t_i^0}^{t_i^m} \beta + \frac{1}{2} u_i^2(t) \, dt
\]

\[
= \int_{t_i^0}^{t_i^m} \alpha + \frac{1}{2} (1 - \alpha) \frac{1}{2} u_i^2(t) \, dt
\]

where \(\beta = \frac{\alpha \max\{u_{max}^a, u_{min}^a\}}{2(1-\alpha)}\) and use (6) as the problem to be solved.

### III. DECENTRALIZED FRAMEWORK

Note that (6) can be locally solved by each CAV \(i\) provided that there is some information sharing with two other CAVs: CAV \(i_p\) which physically immediately precedes \(i\) and is needed in (3) and CAV \(i - 1\) so that \(i\) can determine whether this CAV is located in the same lane or not. With this information, CAV \(i\) can determine which of two possible cases applies: (i) \(i_p = i - 1\), i.e., \(i_p\) is the CAV immediately preceding \(i\) in the FIFO queue (e.g., CAVs 3 and 5 in Fig.1), and (ii) \(i_p < i - 1\), which implies that CAV \(i - 1\) is in a different lane from \(i\) (e.g., CAVs 2 and 4 in Fig.1). It is now clear that we can solve problem (6) for any \(i \in S(t)\) in a decentralized way in the sense that CAV \(i\) needs only its own local information and information from \(i - 1\), as well as from \(i_p\) if \(i = i - 1\). Observe that if \(i_p = i - 1\), then (4) is a redundant constraint; otherwise, we need to separately consider (3) and (4). Therefore, we will analyze each of these two cases in what follows.

**Assumption 1:** The safety constraint (3), control and state constraints (5) are not active at \(t_p^i\).

Since CAVs arrive randomly, there are two ways to handle violations of Assumption 1: (i) By ensuring that it holds through a Feasibility Enforcement Zone (FEZ) as in [26] which applies the necessary control prior to the CZ so as to enforce (3) and (5) upon arrival at the CZ, (ii) by foregoing optimality and simply controlling a CAV that violates Assumption 1 until all constraints become feasible within the CZ.

Under Assumption 1, we will start by analyzing the case of no active constraints and then study what happens as different constraints become active. In this paper, we limit ourselves to cases where (3) may become active which are much more challenging than (5); the latter can also be handled through an analysis similar to that found in [6].

#### A. Unconstrained Optimal Control when \(i - 1 = i_p\)

Let \(X_i(t) := (x_i(t), v_i(t))\) be the state vector and \(\lambda_i(t) := (\lambda_i^x(t), \lambda_i^v(t))\) be the costate vector (for simplicity, in the sequel we omit explicit time dependence when no ambiguity arises). The Hamiltonian with the state constraint, control constraint and safety constraint adjoined is

\[
H_i(X_i, \lambda_i, u_i) = \frac{1}{2} u_i^2 + \lambda_i^x v_i + \lambda_i^v u_i
+ \mu_i^a (u_i - u_{max}) + \mu_i^b (u_{min} - u_i)
+ \mu_i^c (v_i - v_{max}) + \mu_i^d (v_{min} - v_i)
+ \mu_i^e (x_i + \varphi v_i + d - x_i^p) + \beta
\]

The Lagrange multipliers \(\mu_i^a, \mu_i^b, \mu_i^c, \mu_i^d, \mu_i^e\) are positive when the constraints are active and become 0 when the constraints are strict. Note that when the safety constraint (3) becomes active, the expression above involves \(x_i^p(t)\) in the last term. When \(i = 1\), the optimal trajectory is obtained without this term, since (3) is inactive over all \([t_i^0, t_i^m]\). Thus, once the solution for \(i = 1\) is obtained (based on the analysis that follows), \(x_i^p\) is a given function of time and available to \(i = 2\). Based on this information, the optimal trajectory of \(i = 2\) is obtained. Similarly, all subsequent optimal trajectories for \(i > 2\) can be recursively obtained based on \(x_i^p(t)\) with \(i_p = 1\).

Since \(\psi_{i,1} := x_i(t_i^m) - L = 0\) is not an explicit function of time, the transversality condition [1] is

\[
H_i(X_i, \lambda_i, u_i)|_{t_i^m} = 0
\]

with the costate boundary condition \(\lambda_i(t_i^m) = [(\psi_{i,1} x_i)^T]|_{t_i^m}\), where \(\psi_{i,1}\) denotes a Lagrange multiplier.

The Euler-Lagrange equations become

\[
\dot{\lambda}_i^x = -\frac{\partial H_i}{\partial x_i} = -\mu_i^c
\]

and

\[
\dot{\lambda}_i^v = -\frac{\partial H_i}{\partial v_i} = -\lambda_i^x - \mu_i^d - \varphi \mu_i^c,
\]

and the necessary condition for optimality is

\[
\frac{\partial H_i}{\partial u_i} = u_i + \lambda_i^v + \mu_i^d - \mu_i^c = 0.
\]

In this case, \(\mu_i^a = \mu_i^b = \mu_i^c = \mu_i^d = \mu_i^e = 0\). Applying (12), the optimal control input is given by

\[
u_i^* = 0.
\]

and the Euler-Lagrange equation (11) yields

\[
\dot{\lambda}_i^x = -\lambda_i^x.
\]

Therefore, (10) implies \(\lambda_i^x(t) = a_i t\), hence \(\lambda_i^x(t) = -(a_i t + b_i)\), where \(a_i\) and \(b_i\) are integration constants. Consequently, we obtain the following optimal solution:

\[
u_i^* = a_i t + b_i
\]

\[
\dot{v}_i^* = \frac{1}{2} a_i t^2 + b_i t + c_i
\]

\[
\dot{x}_i^* = \frac{1}{6} a_i t^3 + \frac{1}{2} b_i t^2 + c_i t + d_i
\]

where \(c_i\) and \(d_i\) are also integration constants. In addition, we have the initial conditions \(x_i(t_i^0) = 0, v_i(t_i^0) = v_i^0\) and the terminal condition \(x_i(t_i^m) = L\). The costate boundary conditions and (12) offer us \(\lambda_i(t_i^0) = 0\) and
\( \lambda_i(t_i^{m}) = (a_i, 0) \), therefore, the transversality condition (9) gives us an additional relationship:

\[ \beta + a_i v_i(t_i^{m}) = 0. \quad (18) \]

Then, for each \( i \in S(t) \), we need to solve the following five nonlinear algebraic equations for \( a_i, b_i, c_i, d_i \) and \( t_i^{m} \):

\[
\begin{align*}
\frac{1}{2} a_i \cdot (t_0^i)^2 + b_i t_i^0 + c_i &= v_i^0, \\
\frac{1}{6} a_i \cdot (t_0^i)^3 + \frac{1}{2} b_i \cdot (t_0^i)^2 + c_i t_i^0 + d_i &= 0, \\
\frac{1}{6} a_i \cdot (t_i^{m})^3 + \frac{1}{2} b_i \cdot (t_i^{m})^2 + c_i t_i^{m} + d_i &= L, \\
a_i t_i^{m} + b_i &= 0, \\
\beta + \frac{1}{2} g_1^2 \cdot (t_i^{m})^2 + a_i b_i t_i^{m} + a_i c_i &= 0.
\end{align*}
\] (19)

There may be four, six or eight solutions if we solve (19), depending on the values of \( t_i^0 \), \( \beta \), \( L \) and \( v_i^0 \), but only one of the solutions is valid, i.e., it satisfies \( t_i^{m} > t_i^0 \) and \( t_i^{m} \) is a real number. The remaining solutions are either imaginary or negative numbers. The following six lemmas provide a number of useful properties of the optimal solution (15)-(17). The proofs of the lemmas are omitted due to space constraints but can be found in [22].

**Lemma 1:** The optimal terminal time \( t_i^{m} \) can be expressed as a polynomial equation in the known parameters \( t_i^0 \), \( \beta \), \( L \) and \( v_i^0 \).

**Lemma 2:** The solution for \( a_i \) in (19) is independent of \( t_i^0 \). Moreover, \( a_i \leq 0 \).

**Lemma 3:** Given \( B \) and under optimal control (15) for \( i, j \in S(t) \), if \( v_i^0 = v_j^0 \), then \( t_i^{m} - t_j^{m} = t_i^0 - t_j^0 \).

**Lemma 4:** Under optimal control (15), \( v_i(t_i^{m}) = -\beta \) for all \( i \in S(t) \), and \( v_i(t) \) is strictly increasing for all \( t \in [t_i^0, t_i^{m}] \) taking its maximum value at \( t = t_i^{m} \) when \( \beta > 0 \). Moreover,

\[ \lim_{\beta \to 0} v_i^0 = t_i^0 \] and \( \lim_{\beta \to 0} \frac{\beta}{6} v_i^0 - \frac{2 \beta}{3} = \lim_{\beta \to 0} \frac{\beta}{6} v_i^0 + 2 v_i(t_i^{m}) = \frac{L}{t_i^{m}}. \]

**Lemma 5:** Under optimal control (15), the travel time for \( i \in S(t) \) satisfies \( t_i^{m} - t_i^0 \leq \frac{L}{\bar{v}_i} \).

**Lemma 6:** For two vehicles \( i, j \in S(t) \) under optimal control (15), if \( v_i^0 < v_j^0 \) and \( \beta > 0 \), then \( v_i(t_i^{m}) < v_j(t_j^{m}) \), \( t_i^{m} - t_i^0 > t_j^{m} - t_j^0 \) and \( a_i < a_j < 0 \).

Using Lemmas 1-6, we can establish Theorem 1 identifying conditions such that the safety constraint (3) is never violated for all \( t \in [t_i^0, t_i^{m}] \) in an optimal trajectory. The proof of Theorem 1 can be found in [22]. The following assumption requires that if the arrival times of two CAVs are too close to each other, then the first one maintains its optimal terminal speed past the MP until the second one crosses it as well. This is to ensure that the first vehicle does not suddenly decelerate and cause the safety constraint to be violated during the last segment of the first vehicle’s optimal trajectory.

**Assumption 2:** For a given constant \( \zeta > \varphi \), any CAV \( i - 1 \in S(t) \) such that \( t_i^0 - t_{i-1}^0 < \zeta \) maintains a constant speed \( v_{i-1}(t) = v_{i-1}(t_{i-1}^{m}) \) for all \( t \in [t_{i-1}^{m}, t_i^{m}] \).

**Theorem 1:** Under Assumptions 1-2, if CAVs \( i \) and \( i_p \) satisfy \( v_i^0 \leq v_{i_p}^0 \) and \( t_i^0 - t_{i_p}^0 \geq \varphi + \frac{\delta}{v_{i_p}} \), then, under optimal control (15), \( z_{i, i_p}(t) \geq \varphi v_i(t) + \delta \) for all \( t \in [t_i^0, t_i^{m}] \). Moreover, if \( \beta > 0 \), then \( z_{i, i_p}(t) > \varphi v_i(t) + \delta \) for all \( t \in [t_i^0, t_i^{m}] \).

**Remark 1:** The significance of Theorem 1 is in ensuring that the safety constraint (3) is strict for all \( t \in [t_i^0, t_i^{m}] \) when \( \beta > 0 \), \( v_i^0 \geq v_{i_p}^0 \), \( t_i^0 - t_{i_p}^0 \geq \varphi + \frac{\delta}{v_{i_p}} \) and the optimal control (15) is applied to \( i \) and \( i_p \). Therefore, in this case we do not need to consider the safety constraint throughout the optimal trajectory which significantly reduces computation.

**B. Unconstrained Optimal Control when \( i - 1 > i_p \)**

In this case, CAV \( i_p \), which physically precedes \( i \in S(t) \) is different from \( i - 1 \) which, therefore, is in a different lane than \( i \). This implies that we need to consider the safe merging constraint (4) at \( t = t_i^{m} \). We define a new state vector \( X_i(t) := (x_i(t), v_i(t))^T \). We also define a new terminal constraint \( \psi_i, 2(X_i(t_i^{m}), t_i^{m}) := x_i(t_i^{m}) + \varphi v_i(t_i^{m}) - \delta - x_{i-1}(t_i^{m}) = 0 \), where we have replaced the inequality in (4) by an equality in order to seek the most efficient safe merging possible and \( x_{i-1}(t_i^{m}) \) is known (an explicit function of time).

Let \( \psi_i := (\psi_{i1}, \psi_{i2})^T \), \( \nu_i := (v_{i1}, v_{i2})^T \) and define the costate \( \lambda_i := (\lambda_{i1}, \lambda_{i2})^T \). We can get the same Hamiltonian as in (8).

Since \( i \) is under unconstrained case, we have \( \mu_i^0 = \mu_i^1 = \mu_i^2 = \mu_i^3 = 0 \). Applying the optimality condition, we get the same results as (13)-(17). However, the transversality condition is explicitly written as

\[ \beta + \alpha_i v_i(t_i^{m}) - \frac{1}{2} a_i^2(t_i^{m}) + \frac{1}{2} a_i v_i(t_i^{m}) v_{i-1}(t_i^{m}) = 0 \quad (20) \]

By Assumption 2, it follows that at \( t = t_i^{m} \), we have \( v_{i-1}(t_i^{m}) = v_{i-1}(t_{i-1}^{m}) \), a constant known to CAV \( i \), and \( x_{i-1}(t_i^{m}) = x_{i-1}(t_{i-1}^{m}) - (t_i^{m} - t_{i-1}^{m}) \) with \( t_{i-1}^{m} \) also known to CAV \( i \). Then, for each \( i \in S(t) \), we need to solve the following algebraic equations for \( a_i, b_i, c_i, d_i \) and \( t_i^{m} \):

\[
\begin{align*}
\frac{1}{2} a_i \cdot (t_0^i)^2 + b_i t_i^0 + c_i &= v_i^0, \\
\frac{1}{6} a_i \cdot (t_0^i)^3 + \frac{1}{2} b_i \cdot (t_0^i)^2 + c_i t_i^0 + d_i &= 0, \\
\frac{1}{6} a_i \cdot (t_i^{m})^3 + \frac{1}{2} b_i \cdot (t_i^{m})^2 + c_i t_i^{m} + d_i &= L, \\
\beta + \frac{0.5a_i^2 \cdot (t_i^{m})^2}{2} + a_i b_i t_i^{m} + a_i c_i &= 0.5(a_i t_i^{m} + b_i)^2 + \frac{1}{2} \varphi (a_i t_i^{m} + b_i) v_{i-1}(t_{i-1}^{m}) = 0.
\end{align*}
\] (21)

Observe that in this case there is no safety constraint involving CAVs \( i \) and \( i - 1 \) for all \( t \in [t_i^0, t_i^{m}] \) because they are in different lanes and only the safe merging constraint is of concern. Similar to Theorem 1, the following can be proved for \( i - 1 \) and \( i \):

**Theorem 2:** Under Assumptions 1-2, if CAVs \( i \) and \( i - 1 \) satisfy \( v_i^0 \leq v_{i-1}^0 \) and \( t_i^0 - t_{i-1}^0 \geq \varphi + \frac{\delta}{v_{i-1}^0} \), then, under optimal control (15) for both CAVs, the safe merging constraint (4) is satisfied.
Remark 2: Theorem 2 is useful when CAV $i$ arrives much later than $i-1$, i.e., $t_0^i >> t_0^{i-1}$. In this case, if we use the optimal control solved by (21), one or more of the constraints in (5) will most probably be violated. If Theorem 2 does not apply, we can also use (15) for $i$ and check whether the safe merging constraint (4) is satisfied or not. If it is, then the solution is complete; otherwise, we use the optimal control obtained through (21).

In contrast, when these conditions in Theorem 1 or 2 are not satisfied, we need to consider the possibility of constrained arcs such that $z_{i-1}^i(t) = \varphi v_i(t) + \delta$ on the optimal trajectory. This case is discussed next.

C. Safety Constraint Active

The unconstrained optimal controllers in Sec. III-A and Sec. III-B can offer an optimal reference for the MPC controller [8] or CBF controller [21]. We can also solve the constrained case with the optimal control method, as discussed next.

Suppose the safety constraint (3) becomes active on an optimal trajectory at some time $t_3 \in (t_1^m, t_1^m)$ (where $t_1$ will be optimally determined), clearly, if the original unconstrained optimal trajectory obtained through (15), (16), (17) and (18) violates (3) at any $t \in [t_1^m, t_1^m]$ with $t_1^m$ evaluated through (18), then a new optimal trajectory needs to be derived over the entire interval $[t_1^m, t_1^m]$. This is done by decomposing this trajectory into an initial segment $[t_1^m, t_1]$ (where $t_1$ is to be determined as part of the optimization process) followed by an arc where (3) is active. The detailed process for obtaining a complete optimal solution is given in [22].

If an exit point $t_2$ exists in the case $i-1 = i_p$, we can find the constrained optimal solution as detailed in [22]. In the case $i-1 > i_p$, we can always find an exit time $t_2$ from the safety constrained arc on an optimal trajectory since the safe merging constraint between $i$ and $i-1$ should be satisfied at $t_1^m$. If a feasible solution for $t_2$ is determined, it is possible that the safety constraint (3) becomes active again at some $t_3 \in [t_2, t_1^m]$. Thus, we use the same method to deal with the construction of a complete optimal trajectory recursively.

IV. SIMULATION EXAMPLES

We have used the Vissim microscopic multi-model traffic flow simulation tool as a baseline to compare with the optimal control approach we have developed. The car following model in Vissim is based on [20] and simulates human psycho-physiological driving behavior.

The simulation parameters used are as follows: $L = 400m$, $\varphi = 1.8$, $\delta = 0$, $v_{max} = 30m/s$, $v_{min} = 10m/s$, $v_{max} = 3.924m/s^2$ and $v_{min} = -5.886m/s^2$. The simulation under optimal control is conducted in MATLAB by using the same arrival process input and initial conditions as in Vissim. The CAVs arrive randomly with a rate of 600 CAVs per hour for both lanes. The MATLAB computation time for the unconstrained cases in Sec. III-A and Sec. III-B is about 1 second (Intel(R) Core(TM) i7-8700 CPU @ 3.2GHz 3.2GHz), while the constrained optimal solution computation time ranges from 3 seconds to 30 seconds, depending on whether $i_p$ is under recursively constrained optimal control.

We limit ourselves here to an example where the safety constraint becomes active for a case with $i_p = i-1$, $t_0^p = 0s$, $v_0^p = 20m/s$, $t_1^0 = 2.7s$, $v_1^0 = 27m/s$, $\beta = 2.667$ ($\alpha = 0.26$) (additional examples can be found in [22]). We apply the optimal controller derived in Sec. III-C. The optimal value of the safety constraint arc entry point $t_1$ is determined to be $t_1^* = 9.25s$ and an exit point $t_2^* = 15.76s$ does exist. The new optimal control and trajectory are shown in Figs. 2-3.

![Fig. 2. The position and safety constraint profiles for the vehicles i and i_p under constrained optimal control with entry point t_1 and exit point t_2.](image1)

![Fig. 3. The speed and control input profiles for the vehicles i and i_p under constrained optimal control with entry point t_1 and exit point t_2.](image2)
TABLE I
OBJECTIVE FUNCTION COMPARISON

<table>
<thead>
<tr>
<th>Items</th>
<th>OC</th>
<th>Vissim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave. time (s)</td>
<td>17.1989</td>
<td>15.3261</td>
</tr>
<tr>
<td>Weight α=0.26</td>
<td>13.3267</td>
<td>15.3000</td>
</tr>
<tr>
<td>Ave. $\frac{1}{2}u_i(t)$</td>
<td>9.4066</td>
<td>9.0466</td>
</tr>
<tr>
<td>Merg. obj.</td>
<td>38.0965</td>
<td>54.6923</td>
</tr>
<tr>
<td>Merg. (s)</td>
<td>10.8853</td>
<td>31.0144</td>
</tr>
<tr>
<td>Ave. obj.</td>
<td>38.0842</td>
<td>54.7083</td>
</tr>
</tbody>
</table>

optimal control when $\alpha = 0.26$ and $\alpha = 0.41$, respectively, and the average fuel consumption in Vissim is 36.9954 m/L. As is to be expected, fuel consumption under optimal control is larger compared to that obtained in the Vissim simulation, since the form used for the objective function in (6) is different from the one in [4]. It remains unclear what an accurate fuel consumption model is and this is the subject of ongoing work aiming at appropriate modifications of (6).

V. CONCLUSIONS

We have derived a decentralized optimal control solution for the traffic merging problem that jointly minimizes the travel time and energy consumption of each CAV and guarantees that a speed-dependent safety constraint is always satisfied. Under certain simple-to-check condition in Theorems 1, 3, we have shown that the safety constraint remains inactive and computation is simplified. Otherwise, we can still derive a complete solution that may include one or more arcs where the safety constraint is active. We have not taken into account speed and acceleration constraints for each CAV, which will be incorporated in future work by including appropriate arcs in the optimal trajectory as in [27]. Ongoing research is exploring the use of approximate solutions (e.g., the use of control barrier functions) as an alternative to an optimal control solution if the latter becomes computationally burdensome or if the use of more complex objective functions or more elaborate vehicle dynamics makes an optimal control approach prohibitive. Lastly, we will investigate the case where only a fraction of the traffic consists of CAVs, similar to the study in [25].
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