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ABSTRACT
Digital measurement of the analog acoustical parameters of a music performance hall is difficult.The
aim of such work is to create a digital acoustical derivation that is an accurate numerical represen-
tation of the complex analog characteristics of the hall. The present study describes the exponential
sine sweep (ESS) measurement process in the derivation of an acoustical impulse response function
(AIRF) of three music performance halls in Canada. It examines specific difficulties of the pro-
cess, such as preventing the external effects of the measurement transducers from corrupting the
derivation, and provides solutions, such as the use of filtering techniques in order to remove such
unwanted effects. In addition, the book presents a novel method of numerical verification through
mean-squared error (MSE) analysis in order to determine how accurately the derived AIRF repre-
sents the acoustical behavior of the actual hall.

KEYWORDS
acoustical impulse response, acoustics, convolution, deconvolution, digital signal pro-
cessing, exponential sine sweep, frequency response, inverse filter, loudspeaker, music
performance hall, spectral analysis, Wiener filter
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Preface
The processing of analog and digital signals is a complex and difficult process in the measurement
and documentation of the analog characteristics of a music performance hall. This book explores
the methodologies involved in the derivation of acoustical impulse response functions of music
performance halls. The importance of software resolution, inverse filters, and digital numerical
verification of the final acoustical derivation are example topics that are presented. Accordingly,
it is also important to monitor, maintain, and document methodological integrity throughout the
process.

The material presented is primarily concerned with concepts in audio, acoustics, and related
forms of digital signal processing.Therefore, the book is suitable for a typical undergraduate student
in engineering, computer science, or physics. Specifically, one chapter of the book is dedicated to the
algorithm design and development of digital filters for convolution and deconvolution in which the
numerical process of converting signals from the time domain to the frequency domain is presented.
Efficiency of process is examined in a study of the Fast Fourier Transform or FFT.

The methods and procedures presented in this book provide an improved awareness of mea-
surement issues that could lead to an increased level of accuracy in the characterization of the
acoustical parameters of music performance halls. A primary function of the results obtained in such
measurements is the acoustical preservation of culturally sensitive and important halls. Furthermore,
due to the advantages of digital storage and recall, the documentation of the acoustical properties
of historic architecture provides the opportunity to understand and study their characteristics for
future research and development.

Douglas Frey, Victor Coelho, and Rangaraj M. Rangayyan
March 2013
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And if the mountain should crumble

Or disappear into the sea

Not a tear, no not I

Stay in this time

Stay tonight in a lie

Ever after

This love in time

And if you save your love

Save it all

Bono of U2; from The Unforgettable Fire (1984)
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C H A P T E R 1

Introduction
Acoustic characterization of music performance halls has been an active area of research since the
1970s. In 1975, Gerzon [1] presented the concept of systematically collecting the (3-D) impulse
response measurements of ancient theatres and concert halls in order to preserve their acoustical
characteristics for posterity and provide the opportunity for recovery of the original, acoustic sound
field by a future technology. As computationally intensive operations such as convolution and de-
convolution became increasingly possible through developments in digital signal processing (DSP),
measuring an acoustical impulse response function (AIRF) of a music performance hall became
more practical and efficient. A major contribution to the field of acoustic measurement has been
the development of the exponential sine sweep (ESS) acoustic measurement process, attributed to
Farina [2], at the University of Parma, Italy. Since 2000, audio scientists in Europe, and particu-
larly in Italy, have developed large-scale archival projects where the goal is to record and preserve
the acoustical characteristics of their historic concert halls and opera houses [3], long known to
contemporary performers and historians as optimal performance spaces.

1.1 ACOUSTIC MEASUREMENT OF MUSIC PERFORMANCE
HALLS IN CANADA

Comparatively, the characterization of music performance halls through the measurement of various
acoustic parameters is a new practice in western Canada. Nationally, there have been important
studies such as those by Bradley [4]. Absent in the existing research of Canadian concert halls are
those in western cities such as Vancouver, Calgary, and Edmonton, whose acoustic characteristics
would be valuable to include in the developing database devoted to the acoustical documentation and
preservation of important facilities. One example is the original Jubilee Auditorium in Edmonton,
which ranked in the top 100 finest sounding concert halls in the world [5]. Unfortunately, it no
longer exists in its original form as it was closed for an entire year for renovations and reopened
in 2005. Another example is the Rozsa Centre Complex at the University of Calgary which houses
three music performance halls: the Eckhardt-Gramatté Chamber Music Hall, the Husky Oil Great
Hall, and the Rehearsal Hall. Documenting the acoustical characteristics of these spaces not only
ensures a computer or numerical archive for immediate recall and analysis, but can also provide a
visual and aural interpretation of the quantitative nature and propagation of music and sound in the
facility. In this respect, it is possible to examine the mathematical and psychophysical effects, both
positive and negative, of the architectural acoustics of a music performance hall. In the present book,
through novel developments in acoustic characterization and using the ESS measurement technique



2 1. INTRODUCTION

as a basic framework, AIRFs of the three music performance halls at the Rozsa Centre are measured,
analyzed, and documented.

1.2 GEOMETRICAL ACOUSTICS

The different orders of reflections that together form a characteristic analog or continuous-time
AIRF of a hall can be theoretically mapped beforehand according to a concept drawn from geo-
metrical acoustics known as the “phantom source” [6]. A useful feature of this method is that it is
possible to determine geometrically the paths of the characteristic orders of reflections independent
of the location of the listener. That is, the calculation is based upon the position of the sound source
and the location of each wall off which it reflects. Consequently, distances and delay times can be
determined as well. Physical modeling through the use of phantom sources is not used as part of
the present book but can be important in the derivation of a geometrically based computer model
or digital simulation of acoustic space [6].

1.3 THE IMPORTANCE OF MEASUREMENT ACCURACY

The derivation of an accurate and representative AIRF is difficult. Fundamentally, the propagation
and modification of sound waves in an acoustic space are physically and mathematically complex
phenomena. The multitude of time-delayed interferences, both constructive and destructive, of the
various orders of characteristic reflections along with the different harmonic orders of the original
audio signal, produce acoustical patterns that are difficult to quantify and characterize. Subjective
aural qualification is not sufficient by itself, as for an accurate representation, the primary goal is
objective numerical and visual quantification.

To complicate matters, difficulties of accuracy in the measurement process itself are caused by
the limitations associated with the hardware and software of the available measurement tools. With
the ESS measurement process, hardware tools include the necessary loudspeaker and microphone
transducers involved in the initial stage of producing and recording the measurement sweep in the
hall. Software tools include the different DSP modules used throughout the entire process, especially
those used in post-production data processing.Therefore, in order to address these limitations [7], it is
important to build a library of modular subsystem measurement techniques, such as the development
of inverse filters for specific applications, or the use of spectral analysis techniques in order to monitor
signal uniformity throughout the entire measurement process. An example is the isolation and
measurement of the frequency response of the reference or measurement loudspeaker in order to
eliminate, or at least, limit its effect on the final derived AIRF. The performance of such techniques
ensures that measurement accuracy can be regulated and maintained in order to provide a faithful
and representative AIRF derivation.
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1.3.1 SOFTWARE ISSUES IN DEVELOPING AN ACCURATE
REPRESENTATION

Developments in DSP have enabled the theoretical research and conceptual proposals of audio
scientists such as Gerzon [1] to become practical realizations. However, the increasing efficiency
and popularity of DSP is a “double-edged sword,” as the commercial audio software market, including
internet freeware and shareware, has been saturated with widely accessible but minimally regulated
audio recording and measurement products, making it difficult to separate and eliminate inferior
software designs that produce excessive amounts of distortion in a signal. As an example, there
are various brands of commercially available graphic equalizer modules, that all perform the same
function, but are produced by different manufacturers. Furthermore, these various modules have
identical user interfaces and parameter control, indicating that they will perform similarly as well.
Upon further analysis however, they are actually quite different in their processing algorithms. By
taking the time to perform spectral analysis of specific processing modules, it is possible to identify
problems of inconsistency and potential inaccuracies in software performance [7]. Consequently, on
a macro level, creating a database of modular subsystem measurement techniques could facilitate the
development of a representative AIRF for a given hall or environment.

1.3.2 VERIFICATION OF THE REPRESENTATION
Once the derivation of the AIRF has been accurately processed, the final step is the verification of
the measurement. This is essentially an examination of how accurately the derived AIRF represents
the actual hall it was measured in. It is important to note that numerical and visual verification is the
goal, as aural verification through listening tests is a subjective process and does not provide objective
accuracy. Furthermore, some kind of numerical verification is necessary for absolute comparison, and
should actually be a specification requirement with commercially available AIRFs. In the existing
world of marketable software, a manufacturer may claim that their AIRF is representative of a certain
hall, such as the Royal Opera House in London, without providing numerical data to substantiate
the claim. In an effort to create a standard for objective representation, the present book provides a
novel method for AIRF spectral verification, and furthermore, suggests approaches to improve on
the proposed method for further study.
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C H A P T E R 2

A Review of Acoustic
Measurement Techniques

One traditional method for measuring the AIRF of a music performance hall is to generate a brief,
omnidirectional impulse of finite amplitude. These types of signal sources are typically produced by
a starter’s pistol or through popping a balloon [10]. The impulse response of the hall is recorded on
either a digital audio tape (DAT) machine or a computer (with appropriate software) for subsequent
processing and analysis. Impulsive sources such as a starter’s pistol or balloon might provide a usable
recorded signal-to-noise ratio (SNR) but there are problems of stability, repeatability, and bandwidth
of the frequency response. Consequently, there is the absence of a normalized or consistent spectrum
for the test signal, which makes it difficult to determine both the absolute spectral response of the
hall being measured and the absolute sound pressure level (SPL) of the source.

Another traditional, commonly used acoustical measurement technique is called the Maxi-
mum Length Sequence (MLS) and is based upon using a loudspeaker-generated wideband, deter-
ministic, pseudorandom test signal as a measurement source [2]. MLS is a type of pseudorandom
binary sequence generated by an Nth-order, linear feedback shift register (LFSR) having a length or
period of 2N − 1, where N corresponds to the number of shift registers or bits in the system [11].
Instead of following a random pattern of objective unpredictability, the MLS signal is pseudoran-
dom because it consists of a deterministic sequence of pulses that repeats itself in a periodic manner.
An MLS test signal is typically pseudorandom white noise (see Figure 2.1). Parameters such as the
number of shift registers and sampling (clock) frequency are important in order to avoid problems
such as time-aliasing error (due to circular convolution or deconvolution as opposed to linear). Alias-
ing occurs if the period (2N − 1) of the repeated input signal is shorter than the duration of the
impulse response of the device or room [2]. Furthermore, the requirement of time-invariance with
the MLS process demands that the excitation signal be tightly synchronized with the digital sampler
employed for recording the system’s response [2]. As illustrated in Figure 2.2, the MLS spectrum is
reasonably flat, offering a “uniform” measurement reference source.

As mentioned in the previous paragraph, there are limitations in using the MLS technique
for the derivation of an AIRF. First, as it is based on calculating the cross-correlation function
of deterministic sequences; it is useful only for a time-invariant system. Second, the measured
nonlinear harmonic distortion of the system (loudspeakers) is spread throughout the derived impulse
response [2]. This makes it impossible to isolate and remove these distortion products from the
measured linear response. In this manner, the MLS technique is not tolerant to any nonlinearity in
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Figure 2.1: Time-domain representation of the MLS test signal. Time-scale: 0.5 ms per division;
amplitude-scale: 3 dB per division.

the measurement system. Finally, with MLS, in order to reduce measurement error due to additive
system noise, the SNR of the AIRF can be improved only by averaging together a number of recorded
sequence repetitions prior to the cross-correlation of the original test signal and the recording of
the hall’s response. In this case, multiple averaging becomes a questionable technique as, aside from
the issue of time variation of waveform propagation in a music performance hall, it also creates the
necessity of absolute synchronization among the repeated sequences in order to produce an average
that is accurate.

2.1 THE EXPONENTIAL SINE SWEEP (ESS) TECHNIQUE

At the Audio Engineering Society (AES) Paris Conference in 2000, Farina presented a paper on
the successful employment of the ESS technique [2] for measuring acoustical parameters. Due to
the advantages it presents over previous techniques such as MLS, the employment of a loudspeaker-
generated ESS measurement signal has become increasingly common in acoustic measurement,
especially for measurements of acoustic impulse responses and loudspeaker harmonic distortion [2].
The developments and practicality of the technique have been possible due to the increase in the
efficiency of DSP which has allowed computationally intensive operations such as convolution of
lengthy sequences of signal data to be performed in real time.
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Figure 2.2: Frequency-domain representation of the MLS test signal. Frequency-scale: 0 Hz to 30 kHz
(log scale); amplitude-scale: 12 dB per division.

The ESS approach is similar to the methods previously discussed in that, hypothetically,
the acoustics of a hall can be modeled as a linear time-invariant (LTI) system, and described as a
single-input, single-output, “black box” (see Figure 2.3). In reality, the electro-acoustic behaviour
of the measurement loudspeaker contributes to system nonlinearity and the subsequent waveform
propagation in the theatre is not perfectly time-invariant. However, the ESS technique of acoustical
measurement lessens the impact of these issues to the point where their impact is minimal. This is
discussed in the next Section 2.1.1.

Figure 2.3: Acoustics of a hall modeled as an LTI system.

There are essentially two independent processes necessary in order to determine the ESS
derivation of an AIRF of a music performance hall. First, the loudspeaker-generated measurement
ESS is recorded at a specific location in the hall (see Figure 2.4).



8 2. A REVIEW OF ACOUSTIC MEASUREMENT TECHNIQUES

Figure 2.4: Process of recording the ESS in a concert hall.

A computer generates and records the ESS which is initially sent through a loudspeaker
prefilter (digital equalizer) before being sent to the measurement loudspeaker on stage. The mea-
surement ESS can be defined mathematically as [2, 8],

x(t) = sin[(K) · (e{(t/T )·(L)} − 1)]
where

K = [(ω1T )/L]
where ω1 is the starting angular frequency,

ω2 is the ending angular frequency,
T = the total duration of ESS in seconds, and
L = [(ln |ω2/ω1|)].

The second process involves the post-processing of data and the derivation of the AIRF,
through the deconvolution of the recorded ESS and the previously calculated inverse filter of the
original input ESS (see Figure 2.5).

On a logarithmic scale, the instantaneous frequency response of an ESS (see Figure 2.6)
is similar to the decreasing −3 dB per octave sloping behavior of a pink-noise filter. In contrast,
white noise has an increasing +3 dB per octave sloping characteristic as it contains equal energy
per Hz [12]. Consequently, pink noise is white noise that has been modified with a pink-noise
filter [12, 13]. Therefore, the spectrum of the resulting pink noise is flat or uniform as it generates
an equal amount of energy per unit octave and not per unit Hz [12, 14].

Accordingly, an ESS measurement signal with a range of 22 Hz to 22 kHz will sweep slowly
at the low frequencies, where it possesses its greatest amount of energy, and then sweep progressively
faster as the frequency increases, according to the logarithmic scale. The decreasing −3 dB slope is
important as the measured ESS inverse filter needed for deconvolution (see Figure 2.5) must then
compensate for the decreasing slope of the original sweep by exhibiting a +3 dB per octave increase
over the same bandwidth (see Figure 2.7).
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Figure 2.5: Post-processing derivation of the AIRF.

Figure 2.6: Spectrum of the original 22 Hz to 22 kHz ESS. Frequency-scale: 0 Hz to 30 kHz (log scale);
amplitude-scale: 12 dB per division.

2.1.1 ADVANTAGES OF THE ESS TECHNIQUE
The ESS technique of acoustic measurement offers certain advantages over others such as MLS.
The ESS technique does not limit the measurement being performed to an LTI environment as is
required with MLS [2]. This is because first, in addressing the issue of measurement nonlinearity,
mainly due to the measurement loudspeaker, using an ESS as a measurement sweep (as opposed
to a linear sweep) allows for the isolation and removal of the loudspeaker-generated, nonlinear
harmonic distortion products. That is, the association of the ESS inverse filter, and the process of
linear deconvolution (as opposed to circular) [2], ultimately enables the separation and isolation of
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Figure 2.7: Spectrum of the ESS inverse filter. Frequency-scale: 0 Hz to 30 kHz (log scale); amplitude-
scale: 12 dB per division.

each harmonic response in that they are positioned in sequence either prior to or after the primary
linear response of the hall [15]. In this manner, the increasing orders of harmonic distortion can
be identified and isolated for analysis as each harmonic order is individually represented by its
own characteristic impulse response. Figure 2.8 illustrates the ESS deconvolution output for the
Eckhardt-Gramatté Hall produced by the “linear convolution with clipboard” module developed
by Farina [16]. In this example, the nonlinear harmonic responses are positioned in a sequence
of increasing order (right to left) prior to the linear response, which is the result of using a rising
frequency ESS as a measurement signal. A falling frequency ESS will result in the harmonic products
being positioned to the right of the linear response [15]. Either way, due to this characteristic result
of using the ESS as a measurement source, the nonlinear harmonic distortion products generated
by the measurement loudspeaker do not pose a problem as they may be easily removed.

Figure 2.9 illustrates the spectrogram for the recorded ESS from the Eckhardt-Gramatté
Hall and provides greater insight to the deconvolution result of Figure 2.8. Due to the nature of the
ESS, as opposed to a linear sweep, the increasing orders of nonlinear harmonic distortion appear
as straight lines, with identical linear slopes, above the fundamental excitation sweep. According to
Farina, linear deconvolution with the ESS inverse filter causes the recorded ESS plot of Figure 2.9 to
“stretch” and rotate counter-clockwise, so that the linear and nonlinear responses are represented as
clearly separated vertical lines or independent impulse responses [2] (see Figure 2.8). (The distinction
between linear and circular convolution [and deconvolution] is discussed in Chapter 4.)

In addressing the issue of time variation, another advantage of using the ESS as a measurement
signal is that its power is distributed linearly over the entire duration of the sweep. This is illustrated
by the decreasing slope (−3 dB per octave) of the ESS spectrum in Figure 2.6. In the post-processing
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Figure 2.8: Output of the convolution (deconvolution) module developed by Farina using the recorded
15-second ESS from the Eckhardt-Gramatté Hall and the inverse filter of the original ESS. Prior to
the linear response are the second, third, and fourth orders of harmonic distortion. Time-scale: 0.5 s per
division; amplitude scale: 3 dB per division. Reproduced, with kind permission from IEEE, from D. Frey,
V. Coelho, and R.M. Rangayyan, “The loudspeaker as a measurement sweep generator for the derivation
of the acoustical impulse response of a concert hall,” IEEE Canadian Conference on Electrical and Computer
Engineering (CCECE), Niagara Falls, ON, Canada, 4–7 May, 2008, pp. 301–304. c© IEEE.

stage of deconvolution, the amount of signal power is maintained but compressed back into a short
response, resulting in an SNR improvement of 60 dB or more in comparison with the generation
of a single impulse having the same maximum amplitude [2]. Therefore, synchronous averaging of
multiple responses is not necessary in order to produce a good SNR, and consequently, the estimated
response is not affected by any time variation as a single recorded sweep is sufficient for the derivation
of the AIRF. It is important to note that a linear sine sweep produces a good SNR as well, as its
power distribution is similar to that of the ESS in Figure 2.6, but instead of a linearly decreasing
slope of −3 dB per octave, a linear sweep produces a constant and uniform slope following the
behavior shown in Figure 2.2. However, the deconvolution of a linear sweep and its corresponding
inverse filter does not separate and isolate the nonlinear harmonic responses of the measurement
system [15].

2.1.2 PERFORMANCE OF ELECTRO-ACOUSTIC TRANSDUCERS
Developments in DSP have improved the efficiency of the ESS measurement process and made it
a practical alternative in acoustic characterization of devices and halls. The weak link in the process
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Figure 2.9: Spectrogram of the recorded 15-second ESS performed in the Eckhardt-Gramatté Hall.
Above the excitation sweep (brightest trace) are the second, third, and fourth orders of nonlinear harmonic
distortion shown in Figure 2.8. Time-scale: 1.0 s per division; frequency-scale: 100 Hz to 30 kHz (log
scale).

is still the analog hardware of the transducer system, namely the loudspeakers and microphones [7].
The transduction of sound signals from one form to another (electro-mechanical-acoustic) is mathe-
matically complex and difficult to quantify as physics-related problems such as impedance matching
(from one form to another) and waveform phase distortion make it difficult to design analog trans-
ducers that are efficient. Chapter 3 presents the problems of loudspeaker efficiency and performance
including specific parameters that need to be examined in determining the proper type of loud-
speaker to be used as a measurement sweep generator in the ESS derivation of the AIRF of a music
performance hall.

Consistency is another problem with transducer hardware as the actual measured field per-
formance of a loudspeaker or microphone may differ significantly from the same “ideal” parameter
specifications published by the manufacturer. As an example, a microphone under field measure-
ment in an anechoic chamber may, in fact, produce a different polar response in comparison to the
manufacturer’s published specifications [8]. Furthermore, this problem of polar response distortion
may be a function of frequency, making the problem itself inconsistent and more difficult to manage.
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2.2 SOFTWARE LIMITATIONS IN MEASUREMENT
PROCESSING ACCURACY

In an attempt to maintain processing accuracy and consistency throughout the derivation of an
AIRF, in the course of the present work, it was discovered that it is useful to perform spectral analysis
routinely on particular software modules in order to see how they may produce inaccuracies in their
processing of an input signal. Software modules with specific audio processing functions, such as
graphic equalization, from different manufacturers but with identical graphical user interfaces (GUI),
may actually be very different in behavior. As an example, for the present work, separate spectral pink
noise analysis was performed on two different digital one-third-octave graphic equalizer modules,
with identical interfaces, to determine if there were any differences or potential inaccuracies in
algorithm performance.

The result in Figure 2.10 was obtained using the Adobe Audition 2.0 one-third-octave graphic
equalizer module and provides a reasonable, constant, linear consistency to the corresponding fader
settings of 20 dB attenuation in the frequency band of 2.5 kHz to 20 kHz.The result in Figure 2.11 is

Figure 2.10: Pink-noise filter spectral analysis of Adobe Audition 2.0 one-third-octave graphic equalizer
module, with constant 20 dB attenuation from 2.5 kHz to 20 kHz. Frequency-scale: 0 to 20 kHz (log
scale); amplitude-scale: 12 dB per division.Reproduced,with kind permission from IEEE,from D.Frey,V.
Coelho, and R.M. Rangayyan, “Filtering and removal of the effects of the transducers on the acoustical
impulse response of concert halls,” IEEE Canadian Conference on Electrical and Computer Engineering
(CCECE), St.John’s, Newfoundland and Labrador, Canada, 3–6 May, 2009, pp. 368–371. c© IEEE.

from a similar graphic equalizer module produced by another manufacturer, using identical settings
of 20 dB attenuation, in the same frequency band. However, Figure 2.11 indicates a nonlinear slope
where the amount of attenuation is not constant according to the set amount of 20 dB.This does not
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Figure 2.11: Pink-noise filter spectral analysis of a similar one-third-octave graphic equalizer module
produced by another manufacturer, with a different result, but identical equalizer settings as the Adobe
module used to obtain the result in Figure 2.10. Frequency-scale: 0 Hz to 20 kHz (log scale); amplitude-
scale: 12 dB per division. Reproduced, with kind permission from IEEE, from D. Frey, V. Coelho, and
R.M. Rangayyan, “Filtering and removal of the effects of the transducers on the acoustical impulse
response of concert halls,” IEEE Canadian Conference on Electrical and Computer Engineering (CCECE),
St.John’s, Newfoundland and Labrador, Canada, 3–6 May, 2009, pp. 368–371. c© IEEE.

necessarily indicate an inferior software module, but it does indicate a different processing algorithm.
More importantly, it illustrates an inconsistency in that its output does not accurately represent the
parameter settings of its control panel (interface).

Therefore, it is important to note that a given DSP software module may produce different
results than expected according to the particular algorithm driving the program. If this is of concern,
it is useful to perform spectral analysis of the software in question, and if required, replace it with a
module from a different manufacturer. In this manner, measurement accuracy can be regulated and
maintained.

2.3 REMARKS

Even with the positive research and developments in both DSP and analog hardware, the process
of acoustic measurement and characterization is still difficult due to the many preliminary tests,
analyses, and other procedures that are necessary to ensure reliable and reproducible measurements.
Proper objective quantification is the ultimate goal. Because preliminary testing procedures can be
time consuming, it is important to develop a modular library of monitoring and alignment techniques
that can be used quickly throughout the entire process. Process regulation in itself is difficult but
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necessary in order to produce a representative AIRF derivation that is identical to the acoustical
impulse response of the actual hall. A primary concern of the present work is to develop proper
analytical, filtering, and spectral measurement techniques that help to maintain process integrity.
Chapter 3 presents an analysis of the measurement source and a discussion of the problems of specific
loudspeaker parameters and performance issues that need to be examined in order to determine which
type of loudspeaker should be used as a measurement sweep generator in the derivation of an AIRF
of a music performance hall.
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C H A P T E R 3

The Loudspeaker as a
Measurement Sweep Generator

To measure an AIRF of a music performance hall in an objective and accurate manner, using the
ESS process [2, 8], the measurement engineer needs to determine the requirements of the stimulus
being generated by the measurement loudspeaker on stage. As an example, an AIRF derivation may
be part of a comprehensive document where various acoustical parameters have been measured [17]
according to the methodology presented in the ISO 3382-1 standard [18] on the acoustical mea-
surement of performance spaces. However, upon further analysis, some of the required measurement
parameters that are part of this methodology have specific limitations, which affect the transparency
and accuracy of an acoustical impulse response measurement. Therefore, as an alternative, an AIRF
derivation may also be part of an experiment that addresses some of the technical and musical
limitations imposed by the requirements of the ISO standard.

The primary issues of concern with the required parameters presented in ISO 3382-1, con-
cerning the derivation of an AIRF of a music performance hall, are the prescribed polar response of
the measurement loudspeaker and the resulting or corresponding limitations of frequency response.
These issues dramatically restrict the bandwidth of the final AIRF derivation. In the measurement
of an AIRF, the ISO 3382-1 standard requires the use of a measurement loudspeaker with an omni-
directional polar response (pattern of radiation). Theoretically, there are good reasons for this. First,
this requirement is consistent with the traditional standards of industrial building acoustics [14]
where the reference source is a loudspeaker with an “evenly” distributed, spherical pattern of radi-
ation. Second, the omnidirectional pattern helps to ensure accuracy and consistency over repeated
measurements. Finally, the omnidirectional polar response also helps to ensure transparency of pro-
cess in that source and receiver positions may be interchanged (when using an omnidirectional
microphone) [2, 8]. However, despite these advantages, omnidirectional loudspeakers (dodecahe-
drons) also have extensive limitations which affect their ability to be used as reference sources in the
measurement of music performance spaces.

Certainly, it appears that the ISO 3382-1 standard has been designed with the purpose to
accommodate the omnidirectional pattern and frequency response limitations of multiple element
and multiple plane (dodecahedron) loudspeaker systems [8]. Therefore, because of these limitations
of dodecahedron loudspeakers, it is not surprising that the ISO 3382-1 standard has similar limita-
tions. Furthermore, these limitations are perhaps not such a factor in industrial measurement, where
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a wide frequency response beyond 4 kHz may not be important, but they may be contradictory to
the requirements of music that the performance hall will have been designed to accommodate.

Loudspeaker parameters of directivity and frequency response are directly related to each
other. Due to the problems of mid- and high-frequency (HF) directivity associated with direct-
radiator elements and those of dodecahedron loudspeakers, the maximum frequency required by
the ISO 3382-1 standard is the octave band centered at 4 kHz. For a full-range dodecahedron,
this is approximately the frequency where the stated maximum acceptable deviation in directivity
(beam-width) of ±6 dB occurs [8]. It is important to note that the empirical definition or accepted
beam-width of any loudspeaker represents the angle that is bounded by the points where the sound
pressure level (SPL) is 6 dB lower than the on-axis level [12]. Therefore, in the case of a full-range
dodecahedron, all frequencies above 5 kHz are essentially unusable because they do not fall within
the ±6 dB beam-width of the loudspeaker and the ISO 3382-1 standard. Correspondingly, a single-
way dodecahedron system actually ceases to produce an omnidirectional pattern at approximately
1 kHz, where it begins to illustrate an increasingly directional or “beaming” polar response [8].
Consequently, at higher frequencies, the “omnidirectional” pattern of the dodecahedron deviates
and becomes inconsistent with the production of several peaks and valleys in its polar response.

These limitations are largely due to the physical nature of the single-way, wide-band, direct-
radiator elements associated with multiple-element/plane loudspeaker systems (dodecahedrons).
An element with a smaller diameter will illustrate an extended HF response, but a reduced low-
frequency (LF) response. And of course, a larger element will produce a reduced HF response but
an extended LF response. Consequently, different sizes of dodecahedrons will produce differences
in directivity and frequency response [8]. Of course, HF equalization is an option, but the excessive
equalization needed to produce a flat spectrum prevents it from being considered an efficient solution.
Furthermore, no amount of equalization will stabilize the radiation pattern and make it consistent
over a wider frequency range.

Another consideration is the frequency response that the performance hall was designed
to reproduce. There are many different musical instruments in a symphony orchestra that have a
cumulative frequency response of approximately 20 Hz to 20 kHz.Consequently, in the present work,
an important issue is whether or not the measurement loudspeaker should possess a correspondingly
similar frequency response. In addition, because a music performance hall may be considered a far-
field environment, it is necessary to consider whether or not the measurement loudspeaker should
possess certain directional characteristics and be capable of radiating the reference stimulus to the
more remote locations of the hall. In this manner, the characteristic order of reflections of the hall
may be generated at these distances. Loudspeakers with omnidirectional patterns are designed to be
used primarily in near-field applications and are not suitable in far-field environments. In considering
these issues, an increasingly faithful representation of the hall may be derived. Furthermore, if an
AIRF derivation is to be used for auralization purposes, a loudspeaker with an omnidirectional
pattern will not produce satisfactory results [10].
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Accordingly, one interesting application of measurement for auralization is the impulse re-
sponse measurement of opera houses in which the simulation of a vocal performance is a concern.
In their study on Italian opera houses, Farina et al. [3] used a high-quality, direct-radiator-type,
near-field, DSP studio monitor (with a directional HF dome tweeter element) as the loudspeaker
representation of a singer. More recent developments in loudspeaker directional control for this type
of application include special dodecahedrons where each diaphragm element may be individually
switched on or off and filtered through DSP [19]. Theoretically, this provides sufficient control
to simulate the 3-D directional or spatial characteristics of a musical instrument or voice. Once
again, it is important to note that both near-field monitors and multi-planar loudspeaker systems
such as dodecahedrons employ direct-radiator loudspeaker elements (cone or dome) for signal re-
production. An important disadvantage of direct-radiator loudspeaker elements is that they possess
limited directional control as their output directivity pattern is diffuse, unpredictable, and difficult
to quantify [20]. Therefore, they are severely limited in their ability to radiate or propagate sound in
a far-field environment. To complicate matters, this characteristic is a function of frequency [20].

The levels of element diffusion are increased further due to the immediate interface of the
direct-radiator element with the surrounding air mass (impedance mismatch). This produces a
corresponding inefficiency in the transfer of acoustical energy from the loudspeaker to its environ-
ment. Accordingly, this inconsistency of acoustical impedance also produces refraction (reflection) of
sound energy where the output from the loudspeaker is folded back upon itself [20].This severely af-
fects the transparency or accuracy regarding the output of direct-radiator elements (time-alignment
and phase). In addressing these issues, horns and waveguides are designed to match the acoustical
impedance of direct-radiator elements with the surrounding air, and therefore suffer much less in
terms of refraction (reflection) and loss of acoustical energy. Horns and waveguides are, in effect,
more transparent from input to output. Because of this, they also help to concentrate the natural
diffusion and energy of a direct-radiator element (compression driver, horn throat) into a narrower,
more efficient, and increasingly predictable radiation pattern (horn mouth) [12, 20, 21].

3.1 THE MEASUREMENT LOUDSPEAKER

In the present calculation of an AIRF, it is important to select a measurement loudspeaker that can
offer directional and quantifiable radiation characteristics in the far-field environment of a music
performance hall. Furthermore, in order to produce an AIRF derivation with a wide bandwidth, the
loudspeaker should possess a frequency response of approximately 20 Hz to 20 kHz. For increased
accuracy as a measurement source, the loudspeaker should also exhibit proper time-alignment of
each element in the system, in order to simulate the phase coherency of a single point-source. It is
important to note that the quantification of directional control encourages predictable loudspeaker
directivity and accuracy, especially in using the loudspeaker as part of an array, which can dramatically
extend the coverage pattern of the measurement source if desired [12].

Therefore, an experimental alternative for a measurement loudspeaker might be a high-quality,
DSP time-aligned sound reinforcement loudspeaker system with an HF compression driver and
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horn, as opposed to an HF direct-radiator cone or dome element [9]. A loudspeaker design using
direct-radiator-type components is physically and acoustically different from a loudspeaker incor-
porating compression driver and horn elements. A horn-loaded loudspeaker is used primarily in
live sound reinforcement systems where consistent, directional, and predictable far-field coverage
is important. Consequently, if the measurement engineer needs to record an ESS at the twentieth
row or in the upper balcony of a concert hall, a dodecahedron will not accurately project its direct
sound or properly stimulate and generate the characteristic order of reflections and vibrations of the
hall so that they reach the recording device. That is, the earlier reflections at these locations will
not only be lower in magnitude but the reflections that occur later in time will not be generated
and detected [22]. This is important in the development of an AIRF that represents the hall it was
measured in.

There are always compromises in determining which classification of loudspeaker is best
suited for a specific application. In the realm of loudspeaker design and performance, a common
issue is the trade-off between efficiency and frequency response (or bandwidth). As an example,
traditionally, with constant directivity (CD) horn designs, their advantage of maintaining a constant
polar pattern, independent of frequency, is achieved at the expense of a flat, wide, on-axis amplitude
response with frequency [12, 21]. Due to this, the angle of constant directivity with an HF horn
will be maintained over the frequency range of interest but may also suffer from a −3 dB HF
roll-off point at about 16 kHz [23]. Despite this compromise in extended HF response, it must be
considered that, in the far-field environment of a concert hall, due to its higher level of efficiency
(increased acoustical output), directivity control, and compression driver output phase coherence
(phasing plug), a CD horn loudspeaker system will project much farther uniformly and properly
stimulate the characteristic orders of reflections at the more remote locations of the hall. This is the
function of the classification of horn loudspeakers.

The class of direct-radiator loudspeakers and associated physical characteristics, resulting in
limited efficiency, directional control, and phase coherence, is discussed in the next section. Horn
loudspeakers have their own set of complex design and performance issues, but in measuring the
acoustics of a large environment, they offer improvements in efficiency and acoustical output, di-
rectivity control, and phase coherency. Compression driver and horn loudspeakers, and their char-
acteristic phasing plug, are presented in Section 3.2.2.

3.2 CLASSIFICATIONS OF LOUDSPEAKERS
3.2.1 DIRECT-RADIATOR LOUDSPEAKERS
Loudspeakers are essentially electromagnetic transducers that convert input electrical energy to
output acoustical energy.There are two principal classes of loudspeakers: those in which the vibrating
surface, called the diaphragm (usually in the form of a cone or dome), radiates sound directly into the
surrounding air; and those in which a horn is interposed between the diaphragm and the air [20].The
former describes the direct-radiator classification of loudspeakers. One disadvantage of loudspeakers
of this class is that they characteristically possess low efficiency. Loudspeaker efficiency is effectively
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defined as the ratio of the acoustic sound power output divided by the electrical power input; that is,

Efficiency = η = output acoustic power
input electrical power

Therefore, the efficiency of any loudspeaker is determined by its ability to maintain energy levels in
the transition from electrical to acoustical power. A high level of efficiency is an important attribute
in the transparency characteristic of any measurement loudspeaker source—that is, an output that
maintains both a frequency and phase response equal to that of the input. Referring to the common,
traditional loudspeaker model of a vibrating circular piston mounted in a large or “infinite” baffle,
the efficiency of radiation of sound from one side of a well-designed direct-radiator loudspeaker is
usually no more than a few percent [20].Typically, direct-radiator-type high-fidelity (hi-fi) speakers
and studio monitors have efficiency values that are between 0.2% and a maximum of 2%. In fact,
most monitor systems of this type are, in the mid-band range, no more than about 1% efficient [24].
However,despite the disadvantages of low efficiency, it is important to note that there is no correlation
between loudspeaker efficiency and the highly subjective issue of sound quality.

The advantages of direct-radiator loudspeakers are that they may be produced at low cost and
in small size, while possessing, depending on the application, a satisfactory frequency response over a
specified bandwidth. However, the size (diameter) of the element will ultimately limit the bandwidth
of its response. Because of this, characteristic disadvantages include increasingly (with frequency)
narrow HF directivity patterns [8] and irregular HF response curves [24], along with low acoustic
power output. Therefore, with the possible added nonexistence of point-source time-alignment, in
a multi-planar system, parameters such as HF phase coherency and frequency response, along with
directivity, may be irregular and unpredictable. Furthermore, these principal issues associated with
multi-planar units, such as dodecahedrons, are directly related to the unpredictable HF behavior and
instability within the individual direct-radiator element itself.

A primary issue of time alignment relates to the general, uniform motion of the entire di-
aphragm. The cone, or diaphragm, most commonly made of paper (but may also be made of plastic,
metal, a synthetic material such as Kevlar, or a composite derivation), is sufficiently stiff at lower
frequencies so that all of its parts move completely in phase as a single unit. Using the circular piston
and infinite baffle model, the loudspeaker diaphragm may be considered, at lower frequencies, to be
a vibrating piston of radius “a,” moving with uniform velocity over its entire surface. This is a fair
approximation at frequencies for which the axial distance “b,” from the inside (apex) to the outside
(base) of the cone, is less than about one-tenth of the signal wavelength [20] (see Figure 3.1). As
an example, an axial distance of 3 cm will produce a uniform diaphragm velocity at frequencies
up to approximately 1,143 Hz. Beyond this “critical” frequency, various sections of the diaphragm
begin to move at different velocities. This is usually a complication with a larger diaphragm op-
erating at a higher frequency. It has also been suggested that in units where the velocity in the
diaphragm is greatly different from that in air, the differential component results in a mismatch at
the diaphragm/air interface which may result in phase cancellation at certain frequencies [25]. This
problem becomes more complex if sections of the diaphragm are moving at different velocities.
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Figure 3.1: Profile of direct-radiator cone assembly.

A second issue with direct-radiator loudspeakers relates to the radiation pattern of the di-
aphragm, which is determined by the relationship between the base diameter “2a” (see Figure 3.1),
and the emitted signal. Specifically, a vibrating piston mounted in an “infinite” baffle, whose diam-
eter is less than one-third of the signal wavelength (ka < 1.0 with k = 2π/λ, where λ is the signal
wavelength), is essentially non-directional at low frequencies [12, 20].

Therefore, a typical subwoofer with a diameter of 45.7 cm (18 inches) is non-directional up to
approximately 250 Hz. Keeping this in mind, it is interesting to note that, in active crossover sound
reinforcement applications, the low-pass filter (LPF) crossover- frequency for a subwoofer diaphragm
is usually anywhere between 80 and 120 Hz, depending on specific loudspeaker parameters, such as
size. Consequently, due to this nondirectional characteristic of large diaphragms, several “identical”
elements may be mounted on a planar cabinet baffle in order to improve the output efficiency at
low frequencies. However, at higher frequencies, as the ratio between the loudspeaker diameter
and signal wavelength increases (increasing frequency), there is also a corresponding increase in
directivity, unpredictability, and therefore, phase interference between the diaphragms.

Finally, a third issue regarding the direct-radiator class of loudspeakers, and perhaps the most
complex, concerns specific modes of resonance or deformation that force the loudspeaker diaphragm
to break up into different regions of non-uniform motion and phase. These characteristic modes of
resonance or destructive interference depend on parameters such as the diaphragm material and size
(stiffness-to-mass ratio). Therefore, these modes will also vary from loudspeakers of one manufac-
turer to another, but in general, begin to occur in the approximate range of 300 to 1,000 Hz [20].
The result is a departure from uniform piston-like operation as the different areas of the diaphragm,
separated by nodal lines or areas, start vibrating out of phase with the main drive or excursion and
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with one another (see Figure 3.2). This produces associated irregularities in amplitude, phase, and
directivity. As frequency is increased, the loudspeaker breaks up into still different characteristic
modes of vibration, producing different sets of nodal lines. Adding to the complexity is the fact that
these changes occur with great rapidity as a function of frequency.

Figure 3.2: Nodal lines representing characteristic modal patterns of vibration, for a single-cone di-
aphragm, with neighboring sections having opposite phase.

The effects described above result in irregularities at higher frequencies and essentially produce
relatively different amounts of sound radiated in different directions. The resulting sound field is
diffuse, generating an unpredictable and inconsistent HF beam-width pattern.These issues of phase,
amplitude, directivity, and frequency response are largely why the mid-to-high frequency response
of a single, and therefore, a group of direct-radiator loudspeakers, is unstable and difficult to predict
or measure accurately.

An HF tweeter element is of the direct-radiator category. Many near-field studio monitors
incorporate dome tweeters in their design. Domes are the most common form of HF diaphragms,
and are available in a wide variety of shape, size, and material. For HF reproduction, they are
typically made small in order to reproduce higher frequencies with reasonable accuracy. However,
the dome tweeter is a direct-radiator type of loudspeaker. Therefore, even though it may possess
good sound quality, its efficiency, acoustic power reproduction, and directional control are limited. In
a recording studio environment, these issues are not of much concern, as the sound is not required to
travel a long distance. In a live or sound reinforcement environment where increased acoustic power
efficiency and constant coverage are desired, a compression driver and horn may be more suitable
for HF reproduction.

It has previously been mentioned that a loudspeaker of the direct-radiator class becomes
increasingly directional and unpredictable as the ratio of the speaker diameter to the signal wavelength
increases. Therefore, these types of speakers typically suffer from great deficiencies and irregularities
in coverage or pattern control in the mid- to high-frequency regions. As illustrated in Figure 3.3,
the beam-width (−6 dB corners) plot for the example direct-radiator, HF tweeter-based, three-
way, near-field system ( JBL 4412 with HF dome radiator) rolls off considerably with increase
in frequency. The JBL 4412, first available in the mid-1980s but recently discontinued, possesses a
frequency response within ±2 dB from 45 Hz to 20 kHz, with an HF crossover point of 4.5 kHz [26].
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Beam-width Plot for JBL 4412
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Figure 3.3: Angle of projection beam-width (−6 dB corners) vs. frequency plot for the JBL 4412,
three-way, near-field, HF tweeter direct-radiator monitor system [26].

3.2.2 HORN LOUDSPEAKERS
A horn loudspeaker may effectively be described as an acoustic transformer—a device to increase
the efficiency of sound radiation; that is, it functions as an acoustic impedance transformer of the
air load at the throat of the horn and the corresponding air load at the mouth of the horn, the
latter of which is directly coupled to the surrounding air mass. Horn loudspeakers take many forms
depending on the required frequency response. For HF applications, the piston-like compression
driver unit essentially consists of a small direct-radiator loudspeaker dome unit that is acoustically
coupled or matched to the throat impedance of a flaring horn (see Figure 3.4). Almost any value
of acoustic impedance may be produced through proper geometrical design of the horn’s throat;
thus, the match to the driver’s diaphragm may be optimized [25]. This increased efficiency of the
compression driver and horn design is a distinct advantage over the direct coupling of a cone or
dome direct-radiator loudspeaker with the immediate surrounding air mass.

Compared to the low efficiency of a direct-radiator loudspeaker, the efficiency of radiation
from a horn loudspeaker varies between 10% and 50% [20]. One of the primary functions of a horn
is to deliver a large amount of acoustic power in a controlled, directional manner, with suitably low
levels of nonlinear distortion. Therefore, a horn-loaded loudspeaker is designed to project sound
over longer distances than the direct-radiator type of loudspeaker. When recording a loudspeaker-
driven sine-sweep in a far-field environment such as a large concert hall, this may be a desirable
characteristic in order to obtain characteristic orders of reflections along with a correspondingly
more consistent and predictable wave-front.
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Figure 3.4: Profile of compression driver and horn loudspeaker. Reproduced, with kind permission from
IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan, “The loudspeaker as a measurement sweep gener-
ator for the derivation of the acoustical impulse response of a concert hall,” IEEE Canadian Conference on
Electrical and Computer Engineering (CCECE), Niagara Falls, ON, Canada, 4–7 May, 2008, pp. 301–304.
c© IEEE.

Aside from robustness and greater efficiency, a compression driver and CD horn combina-
tion can provide a much more uniform and predictable pattern of coverage than a direct-radiator
loudspeaker. Once the coverage pattern is computed at a given frequency, the same coverage applies
at all frequencies within the specified range. The beam-width plot for an example HF horn-based
studio monitoring system is shown in Figure 3.5 ( JBL 4430 with a bi-radial 100◦ × 100◦ horn).
The coverage above the 1,000 Hz HF crossover frequency is reasonably uniform and consistent.
Note that the −3 dB crossover point for a single HF horn, in a multi-way system, is commonly set
between 1,000 and 2,000 Hz. The JBL 4430 two-way system, first made in 1981 and discontinued
in 1999, was originally intended to be a horn-based alternative for accurate studio monitoring, pro-
viding CD pattern control and robustness. The JBL 4430 was designed for use in large monitoring
environments and provides a frequency response within ±3 dB from 35 Hz to 16 kHz [27].

The Phasing Plug
An important section of the HF compression driver unit is the phasing plug which acts as part of
the front chamber interface between the small direct-radiator driver diaphragm and the matching
throat of the horn. At high frequencies, the wavelength of the sound is small in comparison to
the diameter of the diaphragm. Large values of the ratio between the loudspeaker diameter and
signal wavelength cause phase distortion or time-alignment problems within different sections of
the diaphragm. Consequently, for any given frequency, there will be path-length variations resulting
in different times of arrival at the central on-axis point in front of the diaphragm leading to the throat
of the horn. Furthermore, a larger diaphragm will produce larger amounts of path-length variations.
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Figure 3.5: Angle of projection beam-width (−6 dB corners) vs. frequency plot for the JBL 4430,
two-way, HF bi-radial horn loudspeaker system [27].

In addressing this problem, the phasing plug is used to alter the diaphragm-to-horn path length of
waves emanating from different areas of the speaker element so that their phase is coherent [12].
Therefore, a phasing plug helps to minimize phase cancellations that would otherwise occur before
the sound enters the throat of the horn. This contributes to the higher levels of efficiency that are
characteristic of compression driver/horn loudspeakers.

3.3 HARMONIC DISTORTION IN LOUDSPEAKERS

Both direct-radiator and horn loudspeaker classifications produce their own characteristic variations
of nonlinear harmonic distortion. As an example, a compression driver and horn loudspeaker will
typically produce a higher level of second harmonic distortion [24]. This characteristic second-
harmonic effect is essentially a consequence of high levels of sound or SPLs being reproduced by
the compression driver element (diaphragm) coupled to the matching high compression ratio in the
narrow throat of the flaring horn. This source of distortion is of particular concern in HF driver
and horn design since the need for greater efficiency at high frequencies usually results in the use of
higher compression ratios [12].

To further illustrate the effects of harmonic distortion, Figures 3.6 and 3.7 present experimen-
tal AIRF deconvolution measurement results between the recorded 15-second ESS measurement
sweep and the corresponding ESS inverse filter, using the “convolve with clipboard” module devel-
oped by Farina [16]. The figures represent two different types of measurement loudspeakers: the
Meyer MTS-4 HF horn loudspeaker system and the Dynaudioacoustics AIR 15 HF dome tweeter
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near-field monitor system. Both measurements were performed in the Eckhardt-Gramatté Hall at
an on-axis distance of 6.8 m (row five) from the respective measurement loudspeaker. In both fig-
ures, the primary response is the desired linear impulse response of the hall. Preceding the primary
response are the increasing orders—from right to left—of harmonic distortion, each represented by
its own impulse response [8, 15]. The experiment was designed to drive both types of loudspeaker
systems to the upper levels of their operating range, in order to obtain optimal and robust test signals
to excite the hall. Of interest is the level of the second harmonic distortion component with the
Meyer MTS-4 horn loudspeaker of Figure 3.6; as mentioned, this is primarily due to the high SPL
through the compression driver and horn. High pressures, if propagated through a horn with little
reduction in level, will generate high amounts of second harmonic distortion [28].

Figure 3.6: AIRF measurement result using the Meyer MTS-4 HF horn loudspeaker system as the
15-second ESS measurement signal generator. Time-scale: 0.5 s per division; amplitude-scale: 3 dB per
division. Reproduced, with kind permission from IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan,
“The loudspeaker as a measurement sweep generator for the derivation of the acoustical impulse response
of a concert hall,” IEEE Canadian Conference on Electrical and Computer Engineering (CCECE), Niagara
Falls, ON, Canada, 4–7 May, 2008, pp. 301–304. c© IEEE.

Representations according to Figures 3.6 and 3.7 present interesting nonlinear behavior of
each loudspeaker type or class, while allowing for easy separation and documentation of the primary
linear response. Therefore, because they can be isolated from the linear impulse response, nonlinear
harmonic responses of any loudspeaker type or classification are not necessarily of primary concern,
even though they provide interesting information for further analysis and documentation. This is
one important advantage of the ESS measurement method.
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Figure 3.7: AIRF measurement result using the Dynaudioacoustics AIR 15 HF dome tweeter near-
field monitor system as the 15-second ESS measurement signal generator. Time-scale: 0.5 s per division;
amplitude-scale: 3 dB per division. Reproduced, with kind permission from IEEE, from D. Frey, V.
Coelho, and R.M. Rangayyan, “The loudspeaker as a measurement sweep generator for the derivation of
the acoustical impulse response of a concert hall,” IEEE Canadian Conference on Electrical and Computer
Engineering (CCECE), Niagara Falls, ON, Canada, 4–7 May, 2008, pp. 301–304. c© IEEE.

3.4 MEASUREMENT LOUDSPEAKERS USED IN THE WORK

3.4.1 THE MEYER MTS-4 HF HORN LOUDSPEAKER SYSTEM
The Meyer MTS-4 loudspeaker system [23] is used in the present work as one of two experimental
sources to generate a sine-sweep source measurement signal in order to measure an AIRF.The Meyer
MTS-4 has a 1,000 Hz crossover point separating the MS-12 12-inch direct-radiator cone and the
MS-2001A compression driver. The subsequent HF horn possesses a coverage or CD pattern of
70 degrees horizontal by 60 degrees vertical.This fully integrated and modular four-way loudspeaker
system is self-powered and DSP time-aligned with an amplifier power rating of 620 W/channel. In
addition, its frequency response is within ±3 dB from 30 Hz to 16 kHz [23]. Even with its extended
LF response, it is evident that the HF response is limited—a typical horn design compromise for
an increase in acoustic power output while maintaining a smooth frequency response. Independent
amplifier and control electronics are provided in the cabinet for three LF direct-radiator-type cone
speakers (18”, 15”, and 12”), and the corresponding HF compression driver and horn (4” driver
diaphragm and 2” horn throat).
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3.4.2 THE DYNAUDIOACOUSTICS AIR 15 HF TWEETER NEAR-FIELD
MONITOR

The Dynaudioacoustics AIR 15 is the second experimental source used in the present work. In con-
trast to the Meyer MTS-4 system, the AIR 15 is a professional, near-field, studio and/or mastering
monitor loudspeaker. It is a self-powered, DSP-controlled, direct-radiator-type loudspeaker system,
incorporating a 254 mm (10”) woofer and a 28 mm (1.1”) HF soft-dome tweeter. This high-quality
loudspeaker possesses a frequency response within ±3 dB from 33 Hz to 22 kHz [29], and provides
amplifier power of 200 W/channel for its two-way operation.

3.5 PERFORMANCE COMPARISON OF THE
MEASUREMENT LOUDSPEAKERS

For comparison purposes, each loudspeaker used in the project was centered near the front edge
of the stage in the Eckhardt-Gramatté Hall. At row five (6.8 m from the stage), the level of the
Meyer MTS-4 HF horn system (for the 22 Hz–22 kHz ESS) was measured to be a continuous
average of 100 dB SPL. Therefore, at 1.7 m, the loudspeaker is operating at a continuous average
of approximately 112 dB (6 dB per doubling of distance for a point source using the inverse square
law). According to specifications, the rated maximum SPL of the Meyer MTS-4 is a peak 140 dB at
1 m. In order to design a loudspeaker pre- or inverse filter, pink noise spectral analysis of the MTS-4
was performed in a separate session, with the measurement being performed at similar distances
and levels of 1.7 m and 112 dB SPL. The intention was to maintain a consistent SPL between the
spectral analysis and the later ESS recording in the hall, where the prefilter was inserted and used
to maintain a flat amplitude response of the MTS-4 loudspeaker output. It was determined that the
amplitude response of the AIR 15 was adequately flat and did not need a separate pre-filter.

A single Dynaudioacoustics AIR 15 HF tweeter near-field monitor measured a continuous
average of 88 dB SPL at row five. Therefore, at 1.7 m, the loudspeaker is operating at a continuous
average of approximately 100 dB SPL. Technical specifications for the AIR 15 indicate a maximum
SPL at 1 m (IEC Long Term) of 103 dB (Root-Mean-Squared [RMS] value). As mentioned
previously, the experiment was designed to drive both types of loudspeaker systems to the upper
levels of their operating range, in order to obtain optimal and robust test signals to excite the hall.

3.5.1 FREQUENCY RESPONSE
Normalized (−1 dB) and edited mono recordings for each project loudspeaker, performed at row five
(6.8 m) of the Eckhardt-Gramatté Hall, are illustrated in Figures 3.8 and 3.9.Both recordings exhibit
peaks in the extreme low and lower midrange frequencies of the 15-second, 22 Hz–22 kHz ESS.
It is interesting to note that, through prior spectral analysis of the hall, these frequency ranges were
observed to be acoustically excessive. The recordings are in agreement with this observation.

From Figure 3.9, it also appears that the response of the AIR 15 HF tweeter near-field monitor
is smoother or less variable in amplitude at the upper-midrange and higher frequencies.This is partly
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Figure 3.8: Normalized (−1 dB) and edited 15-second ESS recording performed at row five of the
Eckhardt-Gramatté Hall using the Meyer MTS-4 HF horn loudspeaker system. Time-scale: 1 s per
division; amplitude-scale: 3 dB per division. Reproduced, with kind permission from IEEE, from D.
Frey, V. Coelho, and R.M. Rangayyan, “The loudspeaker as a measurement sweep generator for the
derivation of the acoustical impulse response of a concert hall,” IEEE Canadian Conference on Electrical
and Computer Engineering (CCECE), Niagara Falls, ON, Canada, 4–7 May, 2008, pp. 301–304. c© IEEE.

due to the extended HF response of the AIR 15 (22 kHz) dome tweeter compared to the HF −3 dB
roll-off frequency of 16 kHz with the MTS-4 horn. As previously mentioned, a horn loudspeaker
commonly trades off an extended HF response for an increase in acoustic power output. In addition,
a common and traditional criticism of HF horn loudspeakers has been that their frequency response
is not as smooth (flat) as that of a high-quality HF tweeter element [24].This is due to the traditional
horn design compromise that maintaining a constant pattern of coverage, independent of frequency,
is accomplished at the expense of a flat or constant on-axis amplitude response with frequency.

3.5.2 EFFICIENCY, DIRECTIVITY, AND MEASUREMENT SNR
Acoustic measurement in a concert hall is primarily a far-field application. Therefore, a near-field
monitor is not the proper choice as a measurement loudspeaker in this type of environment. Aside
from the characteristic inefficiency and lower acoustic power of direct-radiator elements, the diffusive
radiation characteristics of an HF tweeter near-field monitor prevent the sound from being projected
to the more remote locations of the hall. Consequently, it was observed that, even at Row 10 of the
Eckhardt-Gramatté Hall, the on-axis SNR of the recording with the AIR 15 begins to deteriorate
as a higher recording level is needed to compensate for its short-throw pattern. However, this is to
be expected. The characteristic wider diffusion pattern of an HF tweeter-based near-field monitor
is appropriate in the smaller environment of a recording studio where distance is not an issue.
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Figure 3.9: Normalized (−1 dB) and edited 15-second ESS recording performed at row five of the
Eckhardt-Gramatté Hall using the Dynaudioacoustics AIR 15 HF dome tweeter near-field monitor
system. Time-scale: 1 s per division; amplitude-scale: 3 dB per division. Reproduced, with kind permis-
sion from IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan, “The loudspeaker as a measurement
sweep generator for the derivation of the acoustical impulse response of a concert hall,” IEEE Canadian
Conference on Electrical and Computer Engineering (CCECE), Niagara Falls, ON, Canada, 4–7 May, 2008,
pp. 301–304. c© IEEE.

In contrast, through its higher levels of efficiency, output power, and constant directional
coverage, the HF horn-loaded MTS-4 maintained a high SNR at row ten, continuing to provide
an excellent recording for documentation and processing, without the need for any additional syn-
chronous averaging or noise reduction software and the associated issues of processing integrity.
Figures 3.10 and 3.11 provide graphic representations of the respective recorded system noise lev-
els between successive ESS sweeps for each type of loudspeaker-generated recording performed at
Row 10.

In maintaining equal, normalized, digital recording levels of −1 dB for each loudspeaker-
generated sweep, measurements from Figure 3.10 indicate that the amplitude of the recorded system
noise for the MTS-4 reached a peak level of −42 dB and a respective average level of −53 dB (average
RMS power), whereas measurements of the AIR 15 from Figure 3.11 indicate a respective peak level
of −29 dB and an average level of −40 dB (average RMS power).For purposes of comparison, similar
noise level measurements were taken at row five. At row five, the MTS-4 reached a peak level of
−37 dB (−50 dB average RMS power), whereas the AIR 15 measured a peak amplitude of −34 dB
(−45 dB average RMS power). It is interesting to note that the sweep recording generated by the
MTS-4 maintained and even improved on the system noise measurement at row ten, whereas the
recording generated by the AIR 15 suffered a noise increase of 5 dB, in both peak and average RMS
power.
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Figure 3.10: Normalized (−1 dB) Meyer MTS-4 HF horn-generated 15-second ESS “train” recording
performed at row ten of the Eckhardt-Gramatté Hall.Time-scale: 2 s per division; amplitude-scale: 3 dB
per division. Magnitude of system noise is illustrated between the two sweeps.

Figure 3.11: Normalized (−1 dB) Dynaudioacoustics AIR 15 HF tweeter-generated 15-second ESS
“train” recording performed at row ten of the Eckhardt-Gramatté Hall. Time-scale: 2 s per division;
amplitude-scale: 3 dB per division. Magnitude of system noise is illustrated between the two sweeps.

Similar recorded system noise measurements were performed at other rows, including the rear,
of the Eckhardt-Gramatté Hall. The results are listed in Table 3.1 and plotted in Figure 3.12. Aside
from Row 5, there is an average difference of about 10 dB per row between the two loudspeakers.
At Row 10, the difference is 13 dB, as previously mentioned.
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Table 3.1: Average RMS power (in dB) of the recorded system noise in the Eckhardt-Gramatté Hall

Row no. 5 7.5 10 12.5 15     rear      
Noise (dB)   
AIR 15  -45 -45 -40 -44 -43 -40 
MTS-4  -50 -54 -53 -53 -55 -51 
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Figure 3.12: Recorded system noise at various rows in the Eckhardt-Gramatté Hall for each project
loudspeaker. System noise amplitude is average RMS power in dB.

3.6 ANECHOIC SIMULATIONS OF THE MTS-4
MEASUREMENT LOUDSPEAKER

In order to provide a more comprehensive AIRF measurement over 360 degrees horizontally, it would
be possible to rotate the Meyer MTS-4 loudspeaker and record on-axis sweeps at 45-degree intervals.
In this manner, there would be a document and resulting AIRF for each location. Furthermore, a
single AIRF of the hall could be determined through synchronous averaging.Figure 3.13 presents the
horizontal radiation pattern of a single Meyer MTS-4 at a one-octave relative band-width centered
at 1 kHz. It is evident that the loudspeaker performs well in a far-field environment. This virtual
anechoic simulation was performed using the Meyer Sound Multipurpose Acoustical Prediction
Program (MAPP) Online Pro measurement software [30].



34 3. THE LOUDSPEAKER AS A MEASUREMENT SWEEP GENERATOR

Figure 3.13: Horizontal radiation pattern of a single Meyer MTS-4 at a one-octave relative bandwidth
centered at 1 kHz. Length of plot (x): 5 m per division (80 m); width of plot (y): 5 m per division (40 m).
SPL colors are in 3 dB decrements.

Using the same 1 kHz reference band, Figure 3.14 presents the horizontal pattern of eight
MTS-4 loudspeaker positions each rotated at 45 degrees. The pattern is not perfectly spherical but
it does represent the symmetry and consistency possible with multiple horn-loaded loudspeaker
positions in a far-field environment. This creates the ability to produce a wider radiation pattern
if necessary. The MAPP software enables a loudspeaker arrangement to be tested and performed
virtually on a computer beforehand.

Figure 3.15 illustrates the wide frequency response of the MTS-4 from 16 Hz to 16 kHz
with the virtual measurement microphone positioned on axis at 2 m from the loudspeaker. Meyer
Sound offers the MAPP Online Pro virtual measurement software [30] as part of their continually
developing library of Meyer loudspeaker measurements performed originally in their own anechoic
chambers and subsequently offered as virtual simulations in the software.

3.7 REMARKS
Compression driver and horn loudspeaker systems provide improvements in efficiency (transfer of
electrical energy to acoustical energy) and radiation or directional control over their direct-radiator
counterparts. Furthermore, due to the phasing plug, they do not suffer to the same degree from the
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Figure 3.14: Horizontal radiation pattern of eight MTS-4 loudspeaker positions each rotated at 45 de-
grees. Length of plot (x): 5 m per division (80 m); width of plot (y): 5 m per division (40 m). SPL colors
are in 3 dB decrements.

problems of diaphragm output phase distortion or time-domain coherency produced by the physical
and modal deformations associated with direct-radiator loudspeakers.These are important factors if
the measurement source loudspeaker is to be as transparent as possible; that is, the frequency response
of the output of the loudspeaker is equal to the frequency response of the input. This consistency
helps to ensure that the negative effects of the measurement loudspeaker on the AIRF are greatly
reduced.

The present work has shown that an HF horn-based loudspeaker system provides some
advantages as a measurement sweep generator for the derivation of the AIRF of a music performance
hall. One of these advantages is the ability to radiate the measurement sweep to the more remote
locations of a hall. This provides the ability to stimulate and capture higher orders of reflections that
are a critical part of the identity of the hall [22]. A similar example would be the proper stimulation
and capture of the upper harmonics of a musical instrument in order to document the characteristics
or identity of that instrument.

Consequently, even at the rear of the 384-seat Eckhardt-Gramatté Chamber Music Hall at the
University of Calgary, the horn-loaded Meyer MTS-4 consistently excites the hall with a robust and
articulate ESS measurement signal (see Figure 3.13). The corresponding on-axis measurements of
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Figure 3.15: Frequency response of the Meyer MTS-4 using MAPP [30]. Frequency-scale: 16 Hz to
16 kHz (logarithmic octaves); amplitude-scale: 10 dB per division (50 to 110 dB).

recorded system noise at various rows (seeTable 3.1 and Figure 3.12) provide numerical confirmation
that the improvements in efficiency and sound radiation of a compression driver and horn loudspeaker
system can provide an unwaveringly higher SPL at the greater distances encountered in a far-field
environment.

However, the weakest link in the acoustic characterization or measurement process is still
the reference loudspeaker. Transparency is the ultimate goal to ensure that the loudspeaker will not
influence the measurement of an AIRF. Horn (or waveguide) loudspeakers and their far-field ca-
pabilities offer some advantages over direct-radiator loudspeakers and their near-field limitations.
With continuing improvements in DSP control, and corresponding advances in compression driver
and horn technology, it is now possible to realize some of the potential benefits in acoustical mea-
surement associated with the increased definition, control, predictability, and output capability of a
loudspeaker horn system.
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Convolution and Filtering
DSP has led to both increased efficiency and increased difficulty in measuring the AIRF of a music
performance hall. The efficiency of DSP produces an environment of increased detailed analysis but
also produces greater difficulty in achieving accurate numerical quantification. An initial difficulty
is the necessary conversion of an analog signal in continuous time to that of a digitally sampled
representation in discrete time. This is called analog-to-digital (A/D) conversion. Convolution and
filtering are also important in signal processing and the derivation of an AIRF. In order to achieve
an accurate numerical AIRF representation, it is necessary to understand the numerical processing
involved in the execution of a particular convolution or filtering algorithm.This is first accomplished
through a deeper understanding of signal processing basics, such as the discrete-time or digital rep-
resentation of continuous-time signals. Other basics include the advantages of the Fourier transform
and processing in the frequency domain as compared to processing in the time domain. It is then
important to look at some of the different traditional convolution methods, such as overlap-save, and
to develop an understanding of some of the corresponding convolution algorithms and techniques
available for both implementation and optimization.

The process of deconvolution and its associated difficulties have been the subjects of a vast
literature spanning the numerous special fields of science [31]. This is because there are numerous
methods of deconvolution available that are employed in various disciplines such as telecommuni-
cations, biomedical image analysis, and acoustic measurement. The difficulty with deconvolution is
that it is essentially a problem of deconstruction. That is, it involves the separation of a signal or
signals from a composite filtered result, which often includes independently generated additive noise.
Therefore, the efficiency of a particular method is often dependent on information previously avail-
able about the signals involved. Consequently, there are processing constraints imposed in order to
increase the efficiency and provide methods for optimization. Constraints become even more impor-
tant when there is a substantial amount of noise present. If not determined carefully, such constraints
will also negatively affect the accuracy of the result. However, before we discuss deconvolution and
its associated difficulties, it is important to start with some basics of signal processing.

4.1 DISCRETE-TIME PROCESSING OF
CONTINUOUS-TIME SIGNALS

For a Linear Time-Invariant (LTI) system, a representation of the input sequence as a weighted
sum of delayed impulses leads to a representation of the output as the aggregate sum of delayed
impulse responses [32]. Whether the system is electrical, mechanical, or acoustical, convolution is
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performed between the input signal, x(t), and the system’s characteristic impulse response function,
h(t), producing an output signal, y(t). This makes convolution one of the most important and
traditional operations in signal processing (see Figure 4.1).

Figure 4.1: Convolution in an LTI system.

An illustration of natural, everyday acoustical convolution is attending a concert for solo
violin, and hearing the continuous-time convolution of the system LTI impulse response (concert
hall acoustics) and the input signal (violin).The resulting output, y(t), is simply the reverberation or
acoustical impulse response of the hall,h(t), acting on the signal produced by the musical instrument,
x(t). It must be emphasized that in this example, the signals are analog (continuous-time) and so,
theoretically, the convolution integral

y(t) = x(t) ∗ h(t) =
∫ ∞

−∞
x(τ)h(t − τ)dτ (4.1)

is used to represent the system in a mathematical manner. Generally, the asterisk denotes linear or
aperiodic convolution as opposed to circular or periodic convolution, which will be discussed shortly.

Even though the integral in Equation (4.1) presents a useful mathematical concept, it can be
difficult to implement numerically, as it is a function of the area under the curve.The implementation
becomes numerically practical by sampling the continuous-time signal and converting it to a discrete-
time signal, where the signal amplitudes are also discrete and represented as a sequence of numbers or
quantization levels. In the digital representation of a signal, both time and amplitude are discrete [32].
A major application of discrete-time systems is in the processing of continuous-time signals. This is
accomplished through the implementation of a system with the general form as shown in Figure 4.2.
Consequently, for computer numerical analysis, the convolution integral is replaced by the more
practical discrete-time convolution sum

y[n] = x[n] ∗ h[n] =
∞∑

k=−∞
x[k]h[n − k]. (4.2)

Even though it is common to process an analog signal digitally, there are many problems with
considering a digital signal to be an accurate representation of its analog counterpart. One difficulty
is that, in digital sampling, the height or amplitude of each impulse needs to represent a particular
area of the continuous-time or analog waveform. Quantization error is another accuracy issue with
discrete-level representation of an analog variable in discrete time. Therefore, the convolution sum
in Equation (4.2) should be considered only as a discrete-time representation of the integral in



4.1. DISCRETE-TIME PROCESSING OF CONTINUOUS-TIME SIGNALS 39

Figure 4.2: Discrete-time processing of continuous-time signals.

Equation (4.1). The convolution integral plays mainly a theoretical role in continuous-time linear
system theory; the convolution sum, in addition to its theoretical importance, serves as an explicit
realization of a discrete-time linear system [32]. Ultimately, even though it is not perfect, digital
sampling in discrete time is a convenient method for numerical analysis in the computer domain.

4.1.1 FINITE-LENGTH SEQUENCES
In Equations (4.1) and (4.2), there are no finite limits on the intervals of integration and summation.
One of the properties of stability for any LTI discrete-time system is that its output must be absolutely
summable [32]; that is, it must be a convergent series or have a finite-length interval. With N

representing a finite number of data points, consider a discrete-time LTI system with the impulse
response

h[n] = u[n] − u[n − N ] = 1, 0 ≤ n ≤ N − 1
0, otherwise,

and with the input
x[n] = anu[n], 0 < a ≤ 1,

where u[n] is the unit step function

u[n] = 1, n ≥ 0
0, otherwise.

Then, the result of convolution is finite and absolutely summable:

y[n] = x[n] ∗ h[n] =
n∑

k=n−N+1

aku[k] for n ≥ 0. (4.3)

4.1.2 FREQUENCY-DOMAIN REPRESENTATION
In signal processing, it is often necessary to convert time-domain signals into transformed repre-
sentations that are more convenient to analyze and process. In addition, the respective theorems
and properties of such transforms provide greater understanding of the nature of different sig-
nals and systems. The complex s-domain and z-domain representations of the Laplace transform
and z-transform are examples of such transforms [32]. Another interesting transformation is the



40 4. CONVOLUTION AND FILTERING

frequency-domain (or spectral) representation via the continuous Fourier transform (FT) and its
discrete counterpart, the discrete Fourier transform (DFT). Fourier analysis is essential for describ-
ing certain types of systems and their properties in the frequency domain. For convenience and
greater insight, there are also a variety of theorems that relate operations on a time-domain se-
quence to operations on the respective DFT. The DFT is a discrete, or digital representation, not
an approximation, of the continuous FT. DFT representations of time-domain signals can lead to a
dramatic reduction in the computational requirements for specific operations, such as convolution.
The convolution theorem of the FT essentially states that the process of convolution in the time
domain is equal to a simple multiplication in the frequency domain, that is

x(t) ∗ h(t) ←→ X(ejω)H(ejω), ω = 2πf, (4.4)

where X(ejω) is the FT of x(t) and f is frequency in Hz.
The corresponding convolution theorem for the DFT is

x[n] ∗ h[n] ←→ X(ej�)H(ej�), � = 2πk

NT
, (4.5)

where T is the sampling interval and k is the frequency sample index, with k = 1, 2, . . . , N .
The analog notation in Equation (4.4) refers to continuous-time processing with an unlimited

duration, as in the convolution integral in Equation (4.1). On the other hand, Equation (4.5) refers to
discrete-time processing with a finite-length sequence, or a discrete number of samples, N , as in the
finite-length convolution sum represented in Equation (4.2). The convolution theorem illustrates
the complex exponential representation of an LTI system using the Fourier transform—an important
relationship because complex exponential sequences are eigenfunctions of LTI systems,and therefore,
may be used to represent them. This is a fundamental property of LTI systems [32].

4.1.3 COMPUTATIONAL REQUIREMENTS OF CONVOLUTION
In a numerical evaluation of the computational resources required for performing convolution in
the frequency domain, it may be useful to first establish the number of multiplications required to
perform the linear convolution of two, discrete, finite-length sequences in the time domain, using the
convolution sum of products in Equation (4.2). Typically, for two N-point complex data sequences,
the number of real multiplications required is O[N2], which is a function that represents the “order
of ” constant of proportionality [32]. Therefore, if N is large, the computational demands of this
“brute force” convolution method can be considerable and even excessive. For example, let us consider
a 15-second ESS measurement signal and its corresponding 15-second convolving ESS inverse
filter. With a sampling frequency of 96 kHz, the excitation sweep and inverse filter each consist of
N = 1, 440, 000(96, 000 × 15) sampled data points. Therefore, for the two N-point complex data
sequences, and even if, hypothetically,O[N2] = 1N2, the number of real multiplications required for
linear convolution in time is still a considerable N2 = 2.0736 × 1012. Implementing this type of an
intensive procedure can be challenging, especially if it needs to be done on line with minimal latency
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and execution time. However, by using the time-frequency relationship expressed in Equation (4.5),
it is possible to use efficient algorithms for computing the DFT of a sequence in order to make
the computation of the results of convolution more practical. In particular, time-domain signals are
transformed to the frequency domain through what are known collectively as fast Fourier transform
(FFT) algorithms [32].

The DFT and its associated properties, such as Equation (4.5), play an important role in the
analysis, design, and implementation of discrete-time signal-processing algorithms and systems.The
FFT is simply an efficient algorithm for evaluating a DFT. By avoiding a large number of duplicate
multiplications, the FFT is computationally much more efficient than a standard DFT [31] and
produces an identical result. Indeed, the increased efficiency of the FFT reduces the number of
real multiplications required to compute the DFT of an N-point complex signal from O[N2] to
O[N log2N ] [32]. Consequently, if N is large, such as the N = 1, 440, 000 data points for the 15-
second ESS, the number of real multiplications required for a DFT is reduced significantly from
2.0735 × 1012 to approximately 2.9459 × 107. The “order of ” constant of proportionality, O[N2],
essentially depends on the type of DFT evaluation that is being implemented.

Therefore, the FFT offers a practical way of implementing an LTI system as it can also
reduce the computational requirements of O[N2] needed for the discrete-time, linear convolution
of Equation (4.2). However, it is important to note that the use of the FFT in the frequency domain
to achieve convolution involves periodic or circular convolution (discussed in the next section). This
is in contrast to the linear convolution that is desired in the time-domain representation of an LTI
system. Furthermore, the periodic convolution of two signals does not generally equal the aperiodic
or linear convolution of the same two signals [32, 33]. This is because, in periodic convolution,
portions of the data sequences overlap in a manner different from that with linear convolution.
To avoid this problem of wrap-around error, or time aliasing, and to make periodic or circular
convolution achieved with the FFT produce the same result as linear convolution in time, the
original sequences are simply padded with zeros. This is called zero-padding and is presented in the
following section. The efficiency of FFT algorithms is so high, in fact, that in many cases, the most
efficient procedure for implementing a convolution is to compute the transform of the sequences to
be convolved, multiply their transforms, and then compute the inverse transform of the product of
transforms [32]. The FFT conversion and convolution of two discrete-time sequences, according
to Equation (4.5), is illustrated in Figure 4.3. It essentially involves: two forward FFT conversions,
one N-point complex multiplication, and one inverse FFT (IFFT) conversion.

4.1.4 CIRCULAR CONVOLUTION VERSUS LINEAR CONVOLUTION
Suppose there are two discrete sequences as follows:

x[n] = {1, 2, 3, 4} and h[n] = {4, 3, 2, 1}
Length L = 4 Length P = 4
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Figure 4.3: Convolution of two sequences using the FFT.

As presented earlier, linear time-domain convolution of two sequences involves O[N2], or in
this example, O[L × P ] = 16 real multiplications and results in L + P − 1 = 7 samples [32]. One
step of the computation for n = 3 is shown below.

1 2 3 4 x[k]
1 2 3 4 h[n − k] for n = 3
————

Multiply corresponding samples
and add terms: 1 + 4 + 9 + 16 = 30 therefore,

————

y[n] =
L−1∑
k=0

x[k]h[n − k] = 30 for n = 3.

The final result is

y[n] = {4, 11, 20, 30, 20, 11, 4} 0 ≤ n ≤ L + P − 2 = 6
↑ n = 3

However, in using the FFT for the computation of a DFT, the two sequences x[n] and h[n]
are considered to be periodic, that is,

xp[n] = {. . . 1, 2, 3, 4, 1, 2, 3, 4, . . .} and hp[n] = {. . . 4, 3, 2, 1, 4, 3, 2, 1, . . .}
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Therefore, we have,

One period N = 4

. . . 1 2 3 4 1 2 3 4 1 2 3 4 . . . x p [k]

. . . 4 1 2 3 4 1 2 3 4 1 2 3 . . . h p [n − k]
↑

————————————
Multiply and
add terms over N = 4 : 4 + 2 + 6 + 12 = 24 for n = 0

yp [n] = xp [n] • hp [n] =
N−1

k=0
x [k]h[n − k], N = L = P = 4

yp [n] = { . . . 24, 22, 24, 30, . . . }, 0 ≤ n ≤ N − 1.
↑ n = 0

yp[n] = xp[n] • hp[n] =
N−1∑
k=0

x[k]h[n − k], N = L = P = 4

yp[n] = {. . . 24, 22, 24, 30, . . .}, 0 ≤ n ≤ N − 1.

↑ n = 0

Note that periodic convolution is defined only for two signals having the same duration or
number of samples (N); the result also has the same number of samples, N , in each period. This
example illustrates why the periodic convolution of two signals does not generally equal the aperiodic
convolution of the same two signals. However, by zero-padding the original sequences, the resulting
circular convolution using the FFT can be made to equal the result produced by linear convolution
in time.

Consider the same two discrete sequences as before:

x[n] = {1, 2, 3, 4} and h[n] = {4, 3, 2, 1}
Length L = 4 Length P = 4

Pad the signals with zeros such that they have at least N = L + P − 1 = 7 samples, as

xp[n] = {1, 2, 3, 4, 0, 0, 0} and hp[n] = {4, 3, 2, 1, 0, 0, 0} with N = 7
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Therefore, we now have, for n = 0, the following situation with the periodic versions of the zero-
padded signals:

One period N = 7

. . . 4 0 0 0 1 2 3 4 0 0 0 1 . . . x p [k]

. . . 0 1 2 3 4 0 0 0 1 2 3 4 . . . h p [n − k]
↑

————————————
Multiply and
add terms over N = 7 : 4 0 0 0 0 0 0 = 4 for n = 0

The resulting convolution is,

yp [n] = xp [n] • hp [n] =
N−1

k=0
x [k]h[n − k], N = 7

yp [n] = {4, 11, 20, 30, 20, 11, 4}, 0 ≤ n ≤ N − 1.
↑ n = 0

It is evident that the result of periodic or circular convolution, yp[n], now equals the result of
the linear convolution in time, y[n].

The above example is, of course, a simplification. The original sequences x[n] and h[n] will
usually not be of the same length, and therefore, will not be padded with zeros equally. This is
because when two FFT sequences are multiplied together, they must contain the same number of
coefficients, and therefore, the two zero-padded sequences must contain the same number of data
points, N ≥ L + P − 1.

In terms of multiplications and additions, FFT algorithms can be orders of magnitude more
efficient than competing algorithms [11]. As an experiment to evaluate the speed of an FFT, MAT-
LAB was used for both the aperiodic convolution,according to the “brute force” convolution sum,and
periodic convolution, using the FFT, of two sequences x[n] and h[n], each containing 100,000 data
points. The results were identical. However, the aperiodic convolution sum in the time domain was
performed in 8.498 seconds. Comparatively, the periodic convolution using the FFT was performed
in 0.573 second.

4.2 CONVOLUTION ALGORITHMS
Convolution is an effective way of implementing an LTI system (see Figure 4.1).There are a number
of convolution algorithms available that provide efficient methods of obtaining a discrete-time linear
convolution through the use of the FFT in the frequency domain. Procedures such as zero-padding
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permit the realization of linear convolution of two finite-length sequences using periodic or circular
convolution implied by the use of the FFT. However, for signals that are very long in duration, using
a single N-point FFT to filter a large number of data points may be impractical to compute. One
solution to this problem is to use block convolution [32], in which the input signal to be filtered is
divided into segments of, say, length L. Block convolution is essentially a modular procedure where
each subsequent input section of length L is convolved separately with the finite-length impulse
response of the filter being applied, of, say, length P . The shifted filtered sections are then fitted
back together appropriately in a juxtaposition of output modules. In this manner, the linear filtering
of each input block of length L can then be implemented using the FFT. One traditional block
convolution procedure, that has been used in the convolution of audio signals, is the overlap-save
method [32, 34].

4.2.1 THE OVERLAP-SAVE METHOD
The well-known overlap-save method of block convolution takes advantage of an important time-
aliasing relationship produced by circular convolution.The entire input signal x[n], of an unspecified
duration or length, may be represented as a sum of shifted finite-length segments of length L; that
is,

x[n] =
∞∑

r=0

xr [n − rL].

Specifically, for an L-point circular convolution, where the input block xr [n] is of length L,
and the impulse response h[n] of length P(P < L), the first (P − 1) points of the result yr [n] are
corrupted by time-aliasing, while the remaining (L − P + 1) points are not corrupted, and are what
would have been produced using linear covolution.

To illustrate, suppose there are the two sequences, the input block xr [n] of length L, and the
impulse response h[n] of length P , as follows:

xr [n] = {1, 2, 3, 4}, L = 4 and h[n] = {3, 2, 1}, P = 3.

It is important to note that, for an L-point circular convolution, h[n] must be padded with
zeros so that P = L. Therefore, h[n] = {3, 2, 1, 0}. The L-point result of circular convolution is

xr [n] • h[n] = yr [n] = {14, 12, 14, 20}.
For comparison, performing the (L + P − 1 = 4 + 3 − 1 = 6 point) linear convolution of

the same two sequences, without zero padding, produces

xr [n] ∗ h[n] = yr [n] = {3, 8, 14, 20, 11, 4}.
In looking at the first L = 4 points only, we have

yr [n] = {3, 8, 14, 20}, n = 0, 1, 2, 3.
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Due to the time-aliasing effect with circular convolution, the first (P − 1 = 2) points of the
L-point circular and linear results are not the same, but the remaining (L − P + 1 = 2) points
are. Therefore, a crucial characteristic of the overlap-save method is in performing an L-point
circular convolution of an input block, and then extracting the first (P − 1) points of the resulting
output segment, yr [n], and concatenating the remaining (L − P + 1) points of yr [n] to produce
the complete output, y[n].

The first (P − 1) points of each input block, xr [n], of length, L will overlap the last (P − 1)

points of the previous input block. This ensures that the first (P − 1) points being discarded from
yr [n] have already been calculated in the previous output block and are not important. Consequently,
for the input and output blocks we have,

xr [n] = x[n + r(L − P + 1) − P + 1], 0 ≤ n ≤ L − 1,

yr [n] = yr [n], for (P − 1 ≤ n ≤ L − 1),

0, otherwise.

For the segments, the time origin n = 0 is defined to be at the beginning of each block as
opposed to the origin of x[n] or y[n]. Finally, for y[n] we have,

y[n] =
∞∑

r=0

yr [n − r(L − P + 1) + P − 1].

The corresponding output modules, yr [n], for the procedure, are shown in Figure 4.4. The
procedure is called the overlap-save method because the input segments overlap, so that each suc-
ceeding input section consists of (L − P + 1) new points and (P − 1) points saved from the previous
input section [32].

4.2.2 ALGORITHM OPTIMIZATION
For greater speed and efficiency, using the block convolution approach, there are convolution al-
gorithms that have been designed for online or real-time applications, where minimizing both
input/output delay (latency) and execution time are important. Some of these algorithms [34] are
simply extensions of the previously discussed overlap-save method, but provide techniques for the
additional partitioning of a long impulse response h[n] into J sections of equal length K (see Fig-
ure 4.5).Therefore, each impulse response partition consists of a section hj [n], of uniform length K ,
and a delay equal to the corresponding time-offset or j (K − 1) points of that partition into the im-
pulse response, h[n].This method is called the partitioned overlap-save algorithm [34] and provides
some insight into the efficiency of the algorithm driving the linear convolution module developed
by Farina [16], which is the convolution module used in the present study. Furthermore, there are
attempts at even greater efficiency in convolution with specific micro-algorithms that are designed
to determine the optimal, nonuniform, filter partition lengths necessary for a desired output. That
is, for a specified input/output delay and filter length, there are algorithms that find the nonuniform
filter partition length that minimizes the computational cost of the convolution required [35].



4.2. CONVOLUTION ALGORITHMS 47

Figure 4.4: Output blocks yr [n] from the overlap-save method with each modular output producing a
window of L convolved data points.

Figure 4.5: Modular blocks of the impulse response, h[n].

Theoretically, it may seem that the increase in the number of arithmetic operations and
memory references produced by the partitioned overlap-save algorithm would make the process
less efficient than the unpartitioned overlap-save method. At the very least, all of the partitions
need to be extracted, stored, recalled, filtered, and appended together, in order to produce a single,
unified, modular output. Alternatively, partitioning may provide some relief on the heavy FFT
calculations as one long impulse response P -point block FFT is replaced by the J shorter K-point
FFTs (see Figure 4.5). However, with the reduced FFT computational load according to N log2N ,
the performance increase is theoretically quite small [33].

Each partition hj [n] is treated as its own separate impulse response, and convolved by a
standard overlap-save process, making use of FFT windows typically of input block length L = 2K ,
which is twice the length of the filter partition. Typically, a factor of two gives the best efficiency
to the overlap-save algorithm [33]. In this fashion, the previous overlap-save condition (P < L) is
maintained (K < L). Furthermore, setting the input block length, L, to twice that of the impulse
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response, K , is also maintained. Each K-sample section is zero-padded to the length L = 2K , and
transformed with an FFT, so that a collection of frequency-domain filters is obtained. The results
of the multiplications of these filters with the FFTs of the input blocks are appended, producing
the same result as the unpartitioned convolution, by means of proper delays applied to the blocks
of convolved data [34]. The primary advantage, compared to unpartitioned convolution, is that the
latency of the entire filtering process is just L = 2K points, which is the window of convolution
for each impulse response partition and corresponding input block, as opposed to a window of
L = 2P points, which, in maintaining the factor of two ratio for the overlap-save method, is twice
the length of the unpartitioned impulse response. In addition, an advantage of uniform partitioning
is that it allows for fewer applications of the FFT, as each input block of length L requires only
one FFT for all J sections, also of length L = 2K , of the partitioned impulse response. This is in
contrast to nonuniform partitioning, where the impulse response partitions are of various lengths,
and therefore, a separate FFT is performed on each input block corresponding to the window of
that specific partition. That is, the convolution window of length L = 2K is continually changing
in accordance with the length K .

Partitioning the impulse response in order to increase the efficiency of calculating a long
FFT offers some advantages. Furthermore, as the number of partitions increases, a large part of the
computational load is shifted from the FFT calculations to the multiply and add steps, which are
easily optimized. On modern processors, this optimization is accomplished through a few lines of
hand-coded assembler instructions, such as the machine-specific, single-instruction multiple-data
(SIMD) set of instructions.This instruction library allows for executing several arithmetic operations
in a single assembler instruction, making the resulting code very efficient [34, 36]. Therefore, with
partitioning, and producing a shorter window of data, the difficult task of FFT optimization becomes
easier and more implementations become available. However, this does not mean that increasing the
number of partitions to any number automatically provides a more efficient convolution algorithm.
Generally, selecting a suitable number of partitions along with the type of FFT implementation is the
more important task in achieving a high level of efficiency [35, 37].The type of radix implementation
provided by the FFT algorithm could also be an issue. As an example, if a finite-length N= 33,000
FFT was required, with a radix 2 implementation, a 65,536 (216) length FFT would have to be
calculated as a 32,768 (215) length would not be sufficient. Consequently, the processing sequence is
approximately twice the length of what is required. More recently, split-radix algorithms have been
developed in an attempt to solve this problem [36].

Performance benchmarks clearly show that, if done properly, the partitioned convolution al-
gorithm actually outperforms unpartitioned convolution in all measured cases, if a suitable number
of partitions is chosen [34]. The performance comparison between the two approaches essentially
becomes a comparison of the speed of the FFT implementation and the small assembler loop
performing the multiply and add step. As mentioned in the previous paragraph, an additional per-
formance consideration is the fact that a particular FFT algorithm may be optimal at certain lengths
given the type of radix implementation employed. It is important to note that, for a reasonably
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short impulse response, of say, 33,000 points, a properly optimized ordinary overlap-save algorithm
may still equal the performance of a partitioned algorithm [37]. Therefore, if sufficient, it may be
more practical to simply convert the entire sequence using an appropriately efficient FFT algorithm,
especially if latency is not an issue.

4.3 THE PROBLEM OF DECONVOLUTION

4.3.1 DEFINING THE PROBLEM
The equations and simplified examples of Section 4.1 illustrate that the concept of convolution
is relatively straightforward. Furthermore, continuous-time or analog convolution is also a natural
everyday phenomenon. However, deconvolution presents a different problem that is complex and
difficult to manage. The problem of deconvolution is essentially one of separating two signals that
have been convolved [38].To help illustrate the concept,we may first apply the commutative property
of the discrete-time convolution sum, that is,

y[n] = x[n] ∗ h[n] = h[n] ∗ x[n] =
∞∑

k=−∞
x[k]h[n − k]

=
∞∑

k=−∞
h[k]x[n − k]. (4.6)

As illustrated in the examples of Section 4.1, computing y[n] through the convolution sum
does not present any conceptual difficulty. However, from Equation (4.6), the process of separately
computing h[n] or x[n] from y[n], that is, the process of deconvolution, does not appear to be so
straightforward. The process becomes increasingly complicated when independent additive noise is
present, contributing to the corruption of y[n].

4.3.2 INVERSE FILTERS
The Fourier Transform Inverse Filter
One method of performing deconvolution is through the development of a linear inverse filter of
one of the signals being separated. From the convolution theorem of the FT as in Equation (4.4),
we have,

Y
(
ejω

)
= X

(
ejω

)
H

(
ejω

)
, (4.7)

where X is the FT of the measurement signal, H is the transfer function or frequency response of
the filter, and Y is the FT of the recorded or observed result of the LTI system. Therefore, from
Equation (4.7), the deconvolution or separation of H

(
ejω

)
may be computed as

H
(
ejω

)
= Y

(
ejω

)
X(ejω)

= 1

X(ejω)
Y

(
ejω

)
= P

(
ejω

)
Y

(
ejω

)
. (4.8)
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According to Equation (4.8), in order to derive the filter response H
(
ejω

)
, the filter P

(
ejω

)
is simply the inverse of the FT of the original input signal,X(ejω). By designing the inverse filter, the
computation is modified from that of deconvolution or division of FTs, to the increased efficiency of
convolution through multiplication. Furthermore, in extending the FT approach, the problem may
be shifted from one of multiplication to that of addition by taking the complex logarithms of both
sides of Equation (4.7), that is,

log Y (ejω) = log X(ejω) + log H(ejω), (4.9)

or similarly,
log H(ejω) = log Y (ejω) − log X(ejω).

There are different methods, other than the FT approach, such as matrix formulation, that
can be used for designing an inverse filter. The method presently discussed uses the FT and its
associated properties. However, there are limitations to this approach.

Initially, the FT approach requires that a signal has a respective FT.Primarily, absolute summa-
bility is a sufficient condition for the existence of an FT representation, and it also guarantees uniform
convergence [10]. As an example, let an input exponential sequence be defined as x[n] = anu[n].
The FT of this sequence is [32]

X(ejω) =
∞∑

n=0

ane−jωn =
∞∑

n=0

(ae−jω)n

= 1

1 − ae−jω
if |ae−jω| < 1 or |a| < 1. (4.10)

Therefore, the condition |a| < 1 is the condition of absolute summability for x[n]. The im-
portance of this result becomes clear if we substitute Equation (4.10) into Equation (4.8). In order
for the inverse of X(ejω) to exist, it must not have any zeros (roots of the numerator) or any poles
(roots of the denominator) within the region or window of convergence.

Another problem with the FT inverse filter approach is the existence of additive random noise,
N(ejω), in the original convolution result. A more realistic representation would be an extension of
Equation (4.7) as

Y
(
ejω

)
= X

(
ejω

)
H

(
ejω

)
+ N

(
ejω

)
. (4.11)

Therefore, Equation (4.8) becomes,

H
(
ejω

)
= Y

(
ejω

)
X(ejω)

− N(ejω)

X(ejω)
. (4.12)

The nature of the signal being inverted then becomes important. As an example, in order
to restore the original signal X

(
ejω

)
, such as with biomedical image processing, it is sometimes
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necessary to derive the inverse filter of the “smearing” function H
(
ejω

)
. That is,

X
(
ejω

)
= Y

(
ejω

)
H(ejω)

− N(ejω)

H(ejω)
. (4.13)

Problems arise because H
(
ejω

)
is usually a lowpass function [38], due to the frequency re-

sponse of the imaging instrumentation, whereas N
(
ejω

)
is uniformly distributed over the entire

spectrum. Therefore, the amplified noise at higher frequencies (the second component in Equa-
tion (4.13)) overshadows the restored image. Obviously, the same issue holds true if X

(
ejω

)
is being

inverted, as in Equation (4.12), and contains poor or suppressed high-frequency content. Further-
more, where the frequencies are strongly suppressed, the SNR is poor, and the inverse function will
amplify mainly the noise [38].

Consequently, in order to avoid excessive noise and a corrupted, inaccurate result, the sequence
to be inverted is usually band-limited (ω < ωL). An attempt to recover frequencies outside this band
or constraint would only serve to amplify the noise unduly without retrieving informative signals.
However, the frequency response may then be compromised, which affects the range and accuracy
of the deconvolution result. This effect is formally known as ill-conditioning [39].

Limitations and Optimization
In order to perform deconvolution using the inverse filter process, one initial concern is how much
information is available about the two convolved signals x(t) or h(t) in their original states. There
are essentially two forms of the problem. The first and simpler problem is if one of the signals is
completely known beforehand. Its inverse filter may then be carefully determined and applied to
Equation (4.8) through convolution. However, in areas such as telecommunications and biomedical
image processing, where deconvolution is used in an attempt to remove system response distortions
in order to restore the original input, it is common to know nothing about either of the two original
convolved signals. This produces the more difficult second problem of deconvolving two signals
when both are unknown: this is called blind deconvolution [38].

Blind deconvolution is essentially reduced to either estimating or eliminating one of the two
unknown signals. The specific algorithm or recovery approach developed largely depends on the
existing information available. One approach is to determine a distortion-free model of the original
input or object function and subtract it from the recorded or distorted output, leaving behind an
estimate of the distorting system impulse response [38]. In considering the effects of additive noise
and ill-conditioning, constraints are imposed and care is taken to confine the frequency response of
the compensating filter or model to the frequency band in which the distorted output has appreciable
components. In some cases, this may be achieved simply by truncating the frequency response of the
resulting compensating filter [38].
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4.3.3 THE WIENER FILTER
Even though its application is limited to linear, stationary, and stochastic (random) processes, the
Wiener filter provides a method for optimal filtering by taking into account the statistical char-
acteristics of signal processes. The Wiener filter, in this case, represented as W (f ), is designed to
minimize the mean-squared error (MSE) between the output of the estimated input, X̂ (f ), and the
unaffected, unknown, original input, X (f ). In biomedical image recovery, the Wiener filter can be
used to produce an estimate of the original, unaffected image. It is also an optimal filter in the sense
that no better linear filter can be found for noise reduction alone, provided that we are restricted to
the knowledge that the noise is additive and Gaussian distributed [40].

A Wiener deconvolution filter attempts to minimize the impact of deconvolved noise at
frequencies that have poor SNR. The method behind the Wiener filter is to reduce the amount of
additive noise in a signal by comparison with an estimate of the desired noiseless signal. Therefore,
the goal is to design an LTI filter, based on the comparative minimum mean-squared error (MMSE)
criterion, that produces an output that is as close to the original signal as possible. The comparative
MSE may be expressed as

ε (f ) = E|X (f ) − X̂ (f ) |2, f = ω

2π
, (4.14)

where

• E is the expectation value of a statistical random variable,

• X (f ) is the FT of the unknown input, and

• X̂ (f ) is the FT of the estimated input.

To illustrate how the Wiener filter may be used in deconvolution, suppose we have an LTI
system that is defined by the frequency-domain relationship in Equation (4.11), but stated in the
time domain as

y (t) = x (t) ∗ h (t) + n (t) , (4.15)

where

• x (t) is the unknown input at time, t ,

• h (t) is the known system impulse response,

• n(t) is the known or modeled (Gaussian) additive noise, independent of x (t), and

• y (t) is the known system output.

The purpose of Wiener deconvolution is to determine the convolution filter, w (t), in order
to find an estimate, defined as x̂ (t), of the original input x (t), that minimizes the MSE defined in
Equation (4.14); that is,

x̂ (t) = w (t) ∗ y (t) . (4.16)
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Applying the convolution theorem, the FT of the estimate is then

X̂ (f ) = W (f ) Y (f ) . (4.17)

The Wiener filter itself is given by the expression [39, 40]

W (f ) =
[

H ∗(f )

|H (f ) |2 + Sn(f )
Sx(f )

]
, (4.18)

where

• H(f ) is the FT of the system response,

• Sn (f ) is the power spectral density (PSD) of the noise, n(t), and

• Sx(f ) is the PSD of the input, x (t).

We can also write

W(f ) = 1

H(f )

[
|H (f ) |2

|H (f ) |2 + Sn(f )
Sx(f )

]
(4.19)

= 1

H(f )

[
|H (f ) |2

|H (f ) |2 + 1
SNR(f )

]
, (4.20)

where

• SNR(f ) = Sx(f )/Sn(f ) is the SNR as a function of the PSD.

We can now make some observations regarding the Wiener deconvolution filter:

• The Wiener filter transfer function as in Equation (4.18) depends upon the PSD of the original
signal and the PSD of the additive noise. As mentioned previously, the original input is not
known, and therefore, if the noise is also unknown, each respective PSD must be estimated
from previously determined information or models.

• When there is no additive noise, the PSD of the noise is Sn(f ) = 0, and the Wiener filter
becomes the inverse filter, 1

H(f )
.

• The gain of the Wiener filter is essentially modulated by the noise-to-signal PSD ratio in the
denominator, as shown in Equation (4.19). If the SNR is high, the filter is close to the inverse
filter, which is readily seen from Equation (4.20).

• If the noise-to-signal PSD ratio is not available as a function of frequency f , it may be set
equal to a constant K = 1

SNR
.The filter is then known as the parametric Wiener filter [39].
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• The Wiener filter is not often singular or ill-conditioned; wherever H(f ) = 0, the estimated
output X̂ (f ) = 0 [38].

• As the noise at certain frequencies increases, the SNR decreases, and the term in the square
brackets of Equation (4.20) also decreases. Therefore, the Wiener filter attenuates frequencies
depending on their SNR.

4.3.4 DIFFICULTIES WITH DECONVOLUTION
Many applications of deconvolution involve the recovery of the original input (or object) from a
composite filtered result. The opportunity for success in solving for the original input x [n] exists
only if the solution of x [n] actually exists. Furthermore, adding noise to the original signal produces
an environment of corruption that may result in a problem that has no solution, is ill-posed, or is at
best, ill-conditioned [31].

A problem is ill-posed when at least one of three conditions exist:

• there is no solution,

• a solution exists but is not unique, or

• its solution does not depend continuously on the data [31].

Even if the problem passes all three tests for well-posedness, a proper solution may de-
pend sensitively on small fluctuations in the data. The difficulty with identifying these fluctuations
increases significantly if noise is present. Furthermore, because all data have uncertainty, such sen-
sitivity limits the reliability and value of a solution. Problems exhibiting this behavior are said to be
ill-conditioned [31]. Therefore, a series of constraints or processing limitations need to be applied
to the problem in order to provide a reasonable or useful result.

4.4 REMARKS
Constraints are important in performing efficient deconvolution. Therefore, it is important to de-
termine carefully the parameters of a constraint, and evaluate how these parameters will contribute
to the accuracy of the result. Limiting the bandwidth of a deconvolution procedure (or filter) is an
example of a constraint. A bandwidth constraint that is too narrow may cause a “choking” limita-
tion on the frequency response of the result. However, a bandwidth that is too wide may result in
unwanted signal distortion due to the presence of amplified additive noise.

The next chapter examines specific filtering techniques that have been used in the present work
in order to increase the efficiency and accuracy of acoustic measurement using a source loudspeaker.
One of these techniques uses deconvolution to remove and filter out the effects of the transducers
on the measured AIRF. That is, in order to remove the effects of the reference loudspeaker and
recording microphones from the measurement process, their collective impulse response is first
measured separately in an anechoic environment. A proper inverse filter of this response, which
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includes a constrained bandwidth in order to achieve a suitable deconvolution, is then determined
and subsequently applied to the measured AIRF. This method is expected to provide an improved
representative AIRF measurement as the effects of the measurement hardware are removed from
the process.
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C H A P T E R 5

Experimental Method for the
Derivation of an AIRF of a

Music Performance Hall

5.1 GENERAL TECHNICAL SPECIFICATIONS

ESS measurement signal generation, recording, and post-processing were performed digitally with
a 2.0 GHz MacBook laptop computer, using the Adobe Audition 2.0 recording software package,
operating at 96 kHz and 32 bits/sample. Additional signal processing, including the derivation of the
ESS measurement signal, its inverse filter, and all convolutions were performed using the AURORA
suite of signal processing modules developed by Farina [16]. The self-powered Meyer MTS-4 HF
horn loudspeaker system [23] was used as the reference source for all measurement signals. Record-
ings were captured with the Studio Projects C3 condenser microphone [41]. Signal conversions
between analog and digital were performed with the MOTU 896HD FireWire computer interface
operating at 96 kHz and 24 bits/sample. The signal path for generating and recording the ESS is
presented in Figure 5.1.

Figure 5.1: Block diagram for generating and recording the ESS.
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5.2 MEASUREMENT RECORDING CONFIGURATIONS

There are many types of microphones that may be considered for recording music or measuring the
acoustical characteristics of a hall.The differences between microphones are dependent primarily on
two criteria: first, the microphone classification, that is, if it is a dynamic, ribbon, or condenser type;
and second, the polar response or pickup pattern of the microphone. For classical music recording,
where a low level of system noise is important, the preferred microphones are condenser or ribbon
types with a wide,flat frequency response, and very low self-noise. In these applications, a microphone
A-weighted self-noise specification of less than 21 dB equivalent SPL is recommended [42]. Mi-
crophones with directional polar responses, such as cardioids (heart-shaped), are designed to capture
the maximum amount of acoustic energy provided in a particular direction of arrival. Microphones
with cardioid patterns have maximum acceptance at 0 degrees (on axis) and maximum rejection at
180 degrees (off axis). One advantage with this type of microphone (pattern) is that it gives a better
sense of directivity and has the ability to reject unwanted sounds arriving off axis. This feature is
very important in live sound reinforcement where the rejection capability of a microphone often
determines clarity of sound and elimination of feedback. Omnidirectional microphones capture a
maximum amount of acoustic energy equally over a polar response of 360 degrees. Because these
omnidirectional patterns do not have a point of maximum rejection, they consequently provide little
sense of direction. Due to this feature, they are rarely used in live sound reinforcement. However,
when used in recording or acoustic measurement, they may provide a better sonic representation of
the venue or hall, as they are designed to capture sound equally from the sides and rear, as well as
the front.

In the present work, mono and stereo recordings were performed using the large-diaphragm,
multi-pattern, Studio Projects C3 condenser microphone. The multi-pattern feature represents
switchable polar response control between cardioid, omnidirectional, and figure-of-eight. In addi-
tion, the C3 provides an acceptable A-weighted self-noise specification of 18 dB equivalent SPL [41].
Each C3 microphone is accompanied by its own VTB1 analog preamplifier, and for digital recording
purposes, was linked to a MOTU 896HD 24-bit IEEE 1394 FireWire interface. Each microphone
output was monitored using a combination of VTB1 preamplifier volume-unit (VU) metering and
the front-panel 10-segment peak-reading light-emitting-diode (LED) metering on the 896HD.

For the purposes of acoustical measurement, most temporal parameters are computed from
a monaural impulse response captured with an omnidirectional microphone [17, 18]. This is be-
cause, with a single microphone, the omnidirectional polar response provides a better overall sonic
representation of the room, as it accepts reflections from all directions. Figure 5.2 represents a stan-
dard mono-to-mono configuration, where the microphone (receiver) is placed directly on-axis (0
degree) in front of the measurement loudspeaker (source). In order to maintain flexibility of analysis,
the present study performed mono ESS recordings using both omnidirectional and cardioid polar
responses.

Recording the temporal and spatial stereophonic propagation of a mono source is meant
to simulate the way a human being perceives sound. Figure 5.3 represents a standard mono-to-
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Figure 5.2: Mono recording.

Figure 5.3: Stereo spaced-pair or AB recording.

stereo spaced-pair recording configuration. With the spaced-pair, or AB technique, two identical
microphones are placed in parallel, aiming straight ahead toward the musical ensemble. The AB
technique essentially relies on time-of-arrival differences between microphones for spatial image
placement in the stereo field. An increase in spacing produces a wider stereo spread. However, if
the distance between the microphones is too great, the resulting stereo image will be exaggerated.
Consequently, the spacing of the microphones is variable and partly determined by the size of the
sound source; that is, a symphony orchestra will require a different spacing than a single performer.
For music recording applications, the proper distance is often simply determined through listening on
headphones, in order to ensure that the stereo imaging is acceptable. For ESS recording applications,
the two microphones should be spaced approximately 1.5 meters from each other [43]. Indeed,
with this recording configuration, the omnidirectional pattern is the most popular. However, once
again, for purposes of flexibility, the present study performed recordings with both cardioid and
omnidirectional patterns.
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5.3 FILTERING AND REMOVAL OF THE EFFECTS OF THE
TRANSDUCERS ON THE AIRF

The derivation of a faithful and accurate AIRF requires that the effects of the transducers used in
the measurement process are properly managed and filtered. In the present work, it is shown that,
first, by performing a pink noise spectral analysis of the measurement loudspeaker beforehand, in a
separate session and a suitable “reflection-free” environment, it is possible to develop a loudspeaker
equalization prefilter, which will ensure that any output from the loudspeaker possesses a spectrum
similar to that of the input. In this manner, transparency is maintained as the effect of the loudspeaker
is virtually removed from the process. This is important toward achieving complete isolation of the
AIRF.

In addition, during the same session as above, a separate impulse response analysis was per-
formed for the measurement transducer system. From this impulse response, a transducer inverse
filter was then developed and applied to the final process. With this technique, the derived AIRF
of the hall is further isolated from the effects of the electromechanical transducers or measurement
system for accurate documentation.

5.3.1 LOUDSPEAKER EQUALIZATION PREFILTER
Pink noise spectral analysis of the Meyer MTS-4 measurement loudspeaker was performed in a
separate session and in an acceptable “reflection-free” outdoor location, with the resulting digital
equalization curve (Adobe Audition 2.0 graphic equalizer) being stored as a pre-insert for the mea-
surement loudspeaker. These types of real-time-analysis (RTA) curves are performed and designed
to ensure that the frequency response of the loudspeaker is uniform or “flat.” This process helps to
maintain transparency of the system as the frequency response of the loudspeaker output is similar
to that of the input when ESS measurements are performed (see Figure 5.4).

An appropriate anechoic chamber, with a frequency response of approximately 20 Hz to
20 kHz, was not available in Calgary. Therefore, an acceptable outdoor location for the anechoic
environment was determined to be Lot 3A behind the Eckhardt-Gramatté Hall. In order to further
improve measurement conditions, the measurement loudspeaker was supported on its back, 30 cm
off the ground, pointing upward. The Earthworks M23 measurement microphone was placed 1.7 m
over the loudspeaker. In addition, the measurements were performed late at night to ensure that any
environmental disturbances were kept to an absolute minimum level.

5.3.2 TRANSDUCER IMPULSE RESPONSE AND INVERSE FILTER
In the present study, the goal of deriving the AIRF is to isolate and analyze the acoustical transfer
function of the hall without the effects produced by the necessary transducers such as the micro-
phones, amplifiers, and loudspeakers. A primary advantage of the ESS method is that it allows the
loudspeaker harmonic distortion products to be identified and edited after convolution has been
performed (as shown in Figures 3.6 and 3.7). However, there are other electro-acoustical effects
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Figure 5.4: Meyer MTS-4 loudspeaker equalization prefilter, designed to produce a loudspeaker output
spectrum that is correspondingly similar to the respective input spectrum.

(residual coloring) produced by the amplifier, loudspeaker, and microphone combination that affect
the linear impulse response and are more difficult to edit or remove.

ESS derivation of the impulse response of the transducer system was performed separately
during the same session and in the same environment that produced the loudspeaker prefilter.
The time-domain representation of the transducer system impulse response and the corresponding
transducer system inverse filter (TSIF) are shown in Figures 5.5 and 5.6. The derivation of the
inverse filter was performed using the Kirkeby inverse filter module in AURORA [16].

Figure 5.5: Measured impulse response of the ESS measurement system. Time-scale: 2 ms per division;
amplitude-scale: 3 dB per division. Reproduced, with kind permission from IEEE, from D. Frey, V.
Coelho, and R.M. Rangayyan, “Filtering and removal of the effects of the transducers on the acoustical
impulse response of concert halls,” IEEE Canadian Conference on Electrical and Computer Engineering
(CCECE), St. John’s, Newfoundland and Labrador, Canada, 3–6 May, 2009, pp. 368–371. c© IEEE.
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Figure 5.6: Result of the ESS measurement system inverse filter produced by the Kirkeby inverse filter
module in AURORA [16].Time-scale: 2 ms per division; amplitude-scale: 3 dB per division.Reproduced,
with kind permission from IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan, “Filtering and removal
of the effects of the transducers on the acoustical impulse response of concert halls,” IEEE Canadian
Conference on Electrical and Computer Engineering (CCECE), St. John’s, Newfoundland and Labrador,
Canada, 3–6 May, 2009, pp. 368–371. c© IEEE.

The choice of the “usable” frequency range for building the TSIF depends on the transducers
involved. It is difficult to filter or equalize properly a measurement system outside of the effective
bandwidth where the transducers are the most efficient. Therefore, the bandwidth for the TSIF
depends on the specific loudspeakers and microphones used in the process. Furthermore, the filter
bandwidth that produces the most useful result is determined essentially through trial and error. If
an excessively broad frequency range is specified, and because it is not possible to boost a signal at
extremely high frequencies, the average signal magnitude will be lowered over the entire frequency
range, resulting in a poor SNR. Consequently, due to the increase in the noise of the filter, the result
of the subsequent deconvolution may become increasingly corrupted. In the present study, through
much experimentation, the most efficient bandwidth of the Kirkeby inverse filter was determined
to be from 100 Hz to 11 kHz.

When the measured transducer or “anechoic” impulse response is convolved with the cor-
responding TSIF, the result is an approximation of the Dirac delta function (see Figure 5.7); this
illustrates that the input signals are inverses of each other. Although the TSIF does not provide an
ideal Dirac impulse function, it does provide a useful result. This is illustrated by the frequency-
domain or spectral representations of the original impulse response of the transducers by itself
followed by the same impulse response after convolution with the derived TSIF (see Figures 5.8 and
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5.9). The TSIF is effective in providing a more uniform transfer function. In this manner, because
the effects of the transducers can now be removed from the measured AIRF of a music performance
hall, they may be employed in the ESS process without any significant biasing effect.

Figure 5.7: Result of convolution of the reference transducer impulse response (Figure 5.5) and the
corresponding inverse filter (Figure 5.6).Time-scale: 2 ms per division; amplitude-scale: 3 dB per division.
Reproduced, with kind permission from IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan, “Filtering
and removal of the effects of the transducers on the acoustical impulse response of concert halls,” IEEE
Canadian Conference on Electrical and Computer Engineering (CCECE), St.John’s, Newfoundland and
Labrador, Canada, 3–6 May, 2009, pp. 368–371. c© IEEE.

However, the following question arises: Where in the derived AIRF process is it best to apply
the transducer inverse filter? Essentially, it may be applied to the ESS signal prior to the measurement
loudspeaker when recording in the hall, or later in post-processing, either to the recorded sweep
before deconvolution, or after, to the derived AIRF. Applying the filter to the test signal prior to
the loudspeaker will likely produce a weaker ESS signal for recording. Furthermore, it may also
produce signal distortion in the playback step as the loudspeaker prefilter (see Figure 5.4) has also
been inserted prior to the loudspeaker. Therefore, it is advisable to apply the transducer inverse filter
in the post-processing stage. It makes the most sense to apply the transducer inverse filter to the
final edited AIRF (see Figure 5.10); this is because the derived AIRF is much shorter in duration as
compared to the recorded 15-second ESS. Consequently, the computation required to perform the
convolution with the transducer inverse filter is reduced.
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Figure 5.8: Spectrum of the transducer impulse response. Frequency range: 0 Hz to 30 kHz (log scale);
amplitude-scale: 12 dB per division. Reproduced, with kind permission from IEEE, from D. Frey, V.
Coelho, and R.M. Rangayyan, “Filtering and removal of the effects of the transducers on the acoustical
impulse response of concert halls,” IEEE Canadian Conference on Electrical and Computer Engineering
(CCECE), St. John’s, Newfoundland and Labrador, Canada, 3–6 May, 2009, pp. 368–371. c© IEEE.

5.4 VERIFICATION OF THE AIRF REPRESENTATION

The development of the transducer inverse filter (Section 5.3.2) and the evaluation of software al-
gorithm performance using pink noise (Section 2.2) have shown that frequency response analysis
may be used to monitor and maintain processing accuracy at various stages of the acoustic measure-
ment process. In addition, frequency response analysis may be used to provide verification of the
experimentally derived AIRF of a music performance hall; that is, through the use of a common test
signal, spectral analysis of the AIRF of the actual hall may be performed and compared with that of
the experimentally derived AIRF.

Verification of representation is a difficult problem and a primary concern in the derivation
of an AIRF. The sound quality of the AIRF is important only in that it properly represents the
hall being characterized. In other words, the fact that an AIRF sounds good does not necessarily
mean that it accurately represents the hall from which it was derived. In practice, with the different
acoustical impulse responses or “convolution reverbs” available on the market, it is difficult to assess
the measurement accuracy of the data provided and to determine whether or not they provide faithful
representations of the acoustic spaces in which they were measured.

With the ESS technique of measuring an AIRF, one existing method of measurement ver-
ification is to use a common, suitable test signal and conduct formal listening tests of the derived
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Figure 5.9: Spectrum of the result of convolution shown in Figure 5.7. Frequency range: 0 Hz to 30 kHz
(log scale); amplitude-scale: 12 dB per division. Reproduced, with kind permission from IEEE, from D.
Frey, V. Coelho, and R.M. Rangayyan, “Filtering and removal of the effects of the transducers on the
acoustical impulse response of concert halls,” IEEE Canadian Conference on Electrical and Computer
Engineering (CCECE), St.John’s, Newfoundland and Labrador, Canada, 3–6 May, 2009, pp. 368–371.
c© IEEE.

Figure 5.10: Final edited AIRF after convolution with the transducer inverse filter. Time-scale: 0.1 s
per division; amplitude-scale: 3 dB per division.
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AIRF with that of a recording performed in the hall itself. A more accurate and less subjective
method would be to perform a comparative spectral analysis of the two impulse responses in order
to determine their similarity. However, this is not easily accomplished since the effects of the trans-
ducers need to be separately measured and then removed from each of the two processes so that the
resulting impulse responses, actual and derived, can be isolated for analysis. Furthermore, there are
the problems associated with deconvolution and the process of removing the common test signal
from the recording in order to isolate the AIRF of the real hall.

Spectral comparisons of our experimentally derived AIRF with the recorded AIRF of the
actual hall were performed using a software-generated, dry, ceramic drum loop as the common
test signal (the term “dry” indicates a synthesized signal without the effects of any transducers or
hall). The ceramic drum test signal was generated for recording through the same reference Meyer
MTS-4 loudspeaker system that was used for the AIRF derivation process.Because the measurement
transducer system is identical for each drum signal hall recording and the respective AIRF derivation,
the transducer inverse filter obtained as previously discussed can be applied to both processes, leaving
only the common drum test signal and the corresponding impulse response, real or derived; therefore,
spectral comparisons can be performed. Apple Logic 8 Space Designer convolution software was
used for real-time playback convolution of the derived AIRF with the drum signal. Figure 5.11
illustrates the spectrum of the dry, ceramic drum test signal.

Figure 5.12 provides a spectral comparison of the loudspeaker-generated drum test signal
recording performed in the Eckhardt-Gramatté Hall (red line) and the drum test signal convolved
with the experimentally derived AIRF of the same hall (solid blue region). Within the bandwidth of
100 Hz to 11 kHz (the specified range of the transducer inverse filter), the result of convolution with
the derived AIRF provides a reasonably faithful representation of the drum recording performed in
the actual hall.

5.5 REMARKS
Measurement verification is important in the assessment of the derivation of an AIRF of a music
performance hall.Objective numerical verification is the ultimate goal as listening tests by themselves
provide only subjective analysis and qualitative results. Spectral analysis as illustrated in Section 5.4
provides a basis for numerical verification and comparison of a direct hall recording and convolution
of the corresponding derived AIRF.The bandwidth of the transducer inverse filter plays an important
role in the range of accuracy within the final AIRF. For the present study, AIRF derivations and
spectral comparisons were performed in three different halls. The results are presented in the next
chapter.
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Figure 5.11: Spectrum of software-generated, dry, ceramic drum test signal. Frequency-scale: 0 Hz
to 30 kHz (log scale); amplitude-scale: 12 dB per division. Reproduced, with kind permission from
IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan, “Spectral verification of an experimentally derived
acoustical impulse response function of a music performance hall,” IEEE Canadian Conference on Electrical
and Computer Engineering (CCECE), Calgary, Alberta, Canada, 2–5 May, 2010, pp. 1–4. c© IEEE.
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Figure 5.12: Spectrum of the result of convolution of the dry, ceramic drum test signal with the de-
rived AIRF (solid blue region) of the Eckhardt-Gramatté Hall. The spectrum of the actual hall drum
signal recording is shown by the red line. Frequency-scale: 0 Hz to 30 kHz (log scale); amplitude-scale:
12 dB per division. Reproduced, with kind permission from IEEE, from D. Frey, V. Coelho, and R.M.
Rangayyan, “Spectral verification of an experimentally derived acoustical impulse response function of a
music performance hall,” IEEE Canadian Conference on Electrical and Computer Engineering (CCECE),
Calgary, Alberta, Canada, 2–5 May, 2010, pp. 1–4. c© IEEE.
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Evaluation of Results
Mono and stereo ESS recordings were performed in three music performance halls: the Eckhardt-
Gramatté Chamber Music Hall, the Husky Oil Great Hall, and the Rehearsal Hall, all located in
the Rozsa Centre at the University of Calgary. The unedited mono-recorded sweeps are illustrated
in Figure 6.1. Readily apparent are the differences in the low-frequency responses (below 100 Hz)
of the 15-second, 22 Hz–22 kHz ESS. In particular, the response of the Great Hall in Figure 6.1(b)
has a gradually rising, more controlled low-frequency response, free of unwanted resonant peaks.
In comparison, the low-frequency response of the Eckhardt-Gramatté Hall in Figure 6.1(a) has
a 51-Hz resonant peak appearing just after the 2-s mark. This low-frequency resonance is not
unexpected as the audience seating area in the Eckhardt-Gramatté Hall is built on a suspended floor
in order to accommodate the air conditioning system under it. Consequently, it was observed that
this cavity-like structure acts as a low-frequency resonant chamber. Furthermore, through spectral
analysis of the hall, the low-frequency band of 40–60 Hz was measured to be naturally excessive.
It is interesting to note that these features in the low-frequency responses of the different halls are
confirmed through their final derived AIRF aural representations. That is, upon post-production
listening to the convolution reverb of each hall, it was the Great Hall (illustrated in Figure 6.1(b))
that possessed the most pleasing and uniform low-frequency response.

Using the “convolve with clipboard” convolution module in AURORA [16], each mono ESS
recording shown in Figure 6.1 was convolved with the inverse filter of the original ESS measurement
signal. The unedited results of the deconvolution, showing both linear and nonlinear responses, are
illustrated in Figure 6.2. In each deconvolution result, the primary response is the desired linear
impulse response of the hall. Preceding the primary response are the increasing orders—from right to
left—of harmonic distortion, each represented by its own impulse response [8, 15]. Representation
in this manner demonstrates interesting nonlinear behavior of the reference loudspeaker system,
while allowing for easy separation, editing, and documentation of the desired linear response.

A primary difference between the results of the deconvolution in Figure 6.2 is the level of the
second harmonic distortion component with the larger Eckhardt-Gramatté Hall (384 seats).This is
probably due to the higher SPL (112 dB at 1.7 m) through the compression driver and horn unit of
the Meyer MTS-4 reference loudspeaker. High pressures, if propagated through a horn with little
reduction in level, will generate high amounts of second harmonic distortion [28]. Comparatively,
the two smaller halls each measured a lower SPL of 99 dB (at 1.7 m) through the same reference
loudspeaker. Consequently, their levels of second harmonic distortion are correspondingly lower in
magnitude. Ultimately, however, the nonlinear distortion components of the reference loudspeaker
are edited and removed from the final AIRF. This is one advantage of using the ESS method
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(a)

(b)

Figure 6.1: Unedited 15-second mono ESS recordings from: (a) the Eckhardt-Gramatté Hall; (b) the
Husky Oil Great Hall; and (c) the Rehearsal Hall. Time-scale: 1 s per division; amplitude-scale: 3 dB per
division. Reproduced, with kind permission from IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan,
“Filtering and removal of the effects of the transducers on the acoustical impulse response of concert halls,”
IEEE Canadian Conference on Electrical and Computer Engineering (CCECE), St. John’s, Newfoundland
and Labrador, Canada, 3–6 May, 2009, pp. 368–371. c© IEEE. (Continues.)
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(c)

Figure 6.1: (Continued.) Unedited 15-second mono ESS recordings from: (a) the Eckhardt-Gramatté
Hall; (b) the Husky Oil Great Hall; and (c) the Rehearsal Hall. Time-scale: 1 s per division; amplitude-
scale: 3 dB per division. Reproduced, with kind permission from IEEE, from D. Frey,V. Coelho, and R.M.
Rangayyan, “Filtering and removal of the effects of the transducers on the acoustical impulse response of
concert halls,” IEEE Canadian Conference on Electrical and Computer Engineering (CCECE), St. John’s,
Newfoundland and Labrador, Canada, 3–6 May, 2009, pp. 368–371. c© IEEE.

of acoustic measurement as it enables high levels of loudspeaker SPL in order to achieve proper
stimulation of the hall for recording, post-processing, and documentation.

6.1 THE EDITED AIRF DERIVATIONS OF THE THREE
MUSIC PERFORMANCE HALLS

The length of time it takes for the level of a sound to decay by 60 dB is defined as the reverberation
time (RT60) of a room [44]. In order to edit a derived AIRF to its proper length, it is necessary to
measure separately the RT60 of the hall beforehand. The calculation of an RT60 has its own set of
standard measurement parameters and procedures [18], including multiple-octave-band calculations
used for final averaging. Multi-band measurements are important due to the fact that, in any room,
different frequencies will possess different decay times depending on various acoustic parameters,
such as absorption coefficients for certain materials at specific frequencies. The six measurement
octaves are typically 125, 250, 500, 1,000, 2,000, and 4,000 Hz [18]. For the present study, the
acoustician of the Eckhardt-Gramatté Hall, N. Jordan (of Jordan Akustik), was consulted on his
particular method for measuring the RT60. Jordan Akustik [45] uses its own highly developed Odeon
room acoustic modeling software for calculating reverberation time.The method essentially consists
of two speaker positions on stage, one forward and one back to the side, along with eight recording
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(a)

(b)

Figure 6.2: Unedited results of deconvolution for: (a) the Eckhardt-Gramatté Hall; (b) the Husky Oil
Great Hall; and (c) the Rehearsal Hall. Time-scale: 0.5 s per division; amplitude-scale: 3 dB per division.
Reproduced, with kind permission from IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan, “Filtering
and removal of the effects of the transducers on the acoustical impulse response of concert halls,” IEEE
Canadian Conference on Electrical and Computer Engineering (CCECE), St.John’s, Newfoundland and
Labrador, Canada, 3–6 May, 2009, pp. 368–371. c© IEEE. (Continues.)
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(c)

Figure 6.2: (Continued.) Unedited results of deconvolution for: (a) the Eckhardt-Gramatté Hall; (b) the
Husky Oil Great Hall; and (c) the Rehearsal Hall.Time-scale: 0.5 s per division; amplitude-scale: 3 dB per
division. Reproduced, with kind permission from IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan,
“Filtering and removal of the effects of the transducers on the acoustical impulse response of concert halls,”
IEEE Canadian Conference on Electrical and Computer Engineering (CCECE), St.John’s, Newfoundland
and Labrador, Canada, 3–6 May, 2009, pp. 368–371. c© IEEE. (Continues.)

positions used over the audience area. Using pink noise as an impulse measurement source, the
multi-band decay function (in Odeon) computes the RT60 for the six octave bands simultaneously.
The final RT60 value is then the average of the six main octave bands recorded at each position from
each loudspeaker. Pure tones are not acceptable for measurement signals as they are too specific with
a limited bandwidth. With approval from Mr. Jordan, his measurement results of the RT60 from the
Eckhardt-Gramatté Hall (1.66 seconds) were used for this study. Furthermore, these same results
were used to approximate the RT60s of the smaller Husky Oil Great Hall and Rehearsal Hall. The
final edited AIRF derivations for the three music performance halls are illustrated in Figure 6.3.
It is interesting to note the response of the Rehearsal Hall in that it contains more high-level,
delayed reflections producing an increasingly distorted response compared to the other two halls.
The Rehearsal Hall is a small, rectangular room with hard surfaces, which causes the reflections
noted above.

6.2 SPECTRAL VERIFICATION OF THE AIRF DERIVATION

Figure 6.4 provides spectral comparisons of the loudspeaker-generated ceramic drum test signal
recording performed in each hall (red line) and the same dry drum test signal convolved with the
experimentally derived AIRF of the corresponding hall (solid blue region). Within the bandwidth
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(a)

(b)

Figure 6.3: Final edited AIRF derivations for: (a) the Eckhardt-Gramatté Hall; (b) the Husky Oil
Great Hall; and (c) the Rehearsal Hall. Time-scale: 0.1 s per division; amplitude-scale: 3 dB per division.
(Continues.)
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(c)

Figure 6.3: (Continued.) Final edited AIRF derivations for: (a) the Eckhardt-Gramatté Hall; (b) the
Husky Oil Great Hall; and (c) the Rehearsal Hall. Time-scale: 0.1 s per division; amplitude-scale: 3 dB
per division.

of the transducer inverse filter (100 Hz to 11 kHz) each result of convolution with the derived AIRF
appears to provide a reasonably faithful representation of the drum recording performed in the actual
hall.

An important parameter with the ESS method of acoustic measurement is the bandwidth of
the transducer inverse filter.From each AIRF representation in Figure 6.4, the inverse filter appears to
play an important role in determining the corresponding effective bandwidth of the AIRF derivation
process. Chapter 4 presented a discussion on the difficulties of developing a wideband inverse filter
(due to noise) and the associated problems of deconvolution. Based on the results presented in
Figure 6.4, the development of a transducer inverse filter with a wider bandwidth would result in a
more accurate AIRF derivation possessing a correspondingly wider frequency response.

In addition, some of the larger deviations below 100 Hz can be explained by lower frequency
room modes and some issues in maintaining consistent and exact receiver positions from session to
session (positions of the measurement loudspeaker source were properly maintained). Specific room
modes and other acoustical considerations make the AIRF dependent upon the exact position of the
loudspeaker and the microphone (an inch can make a difference) within the hall.Therefore, a difficult
but necessary criterion is to maintain precise source and receiver locations when performing repeated
measurements. This is evident from the bass frequency responses of Figure 6.4 where the ceramic
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(a)

(b)

Figure 6.4: Spectra of the results of convolution of the dry, ceramic drum test signal with each derived
AIRF (solid blue region): (a) the Eckhardt-Gramatté Hall; (b) the Husky Oil Great Hall; and (c) the
Rehearsal Hall. Spectra of the actual hall drum signal recordings are shown by the red lines. Frequency-
scale: 0 Hz to 30 kHz (log scale); amplitude-scale: 12 dB per division. Reproduced, with kind permission
from IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan, “Spectral verification of an experimentally
derived acoustical impulse response function of a music performance hall,” IEEE Canadian Conference
on Electrical and Computer Engineering (CCECE), Calgary, Alberta, Canada, 2–5 May, 2010, pp. 1–4. c©
IEEE. (Continues.)
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(c)

Figure 6.4: (Continued.) Spectra of the results of convolution of the dry, ceramic drum test signal with
each derived AIRF (solid blue region): (a) the Eckhardt-Gramatté Hall; (b) the Husky Oil Great Hall;
and (c) the Rehearsal Hall. Spectra of the actual hall drum signal recordings are shown by the red lines.
Frequency-scale: 0 Hz to 30 kHz (log scale); amplitude-scale: 12 dB per division. Reproduced, with
kind permission from IEEE, from D. Frey, V. Coelho, and R.M. Rangayyan, “Spectral verification of
an experimentally derived acoustical impulse response function of a music performance hall,” IEEE
Canadian Conference on Electrical and Computer Engineering (CCECE), Calgary, Alberta, Canada, 2–5
May, 2010, pp. 1–4. c© IEEE.

drum test signal recordings performed in the actual hall were conducted in a later session from
the one that produced the AIRF derivations. To maintain absolute accuracy, the ESS (AIRF) and
drum signal recordings should be performed during the same session, thereby eliminating the need
to reposition the loudspeaker and microphone in the exact same orientation for a future recording.
Furthermore, by doing so, the accuracy of the entire AIRF derivation would be improved.

6.2.1 NUMERICAL QUANTIFICATION OF SPECTRAL DIFFERENCES
For a useful, objective analysis, it is necessary to develop a method of numerical quantification of
the differences between the spectra in Figure 6.4. The MSE between two log spectra can be defined
as [46]

MSE = 1

N

N∑
k=1

[
log

P 1(k)

P 2(k)

]2

= 1

N

N∑
k=1

[
log P 1(k) − log P 2(k)

]2
,

where

P 1= the reference PSD,

P 2= the PSD of the simulation or derivation, and,
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N = the number of sample points in each PSD.

The MSE has the important property that the minimum error of zero occurs if and only if P2
is identical to P1 [46]. This form of comparative measurement represents the residual or estimation
error that exists between the reference data and the fitted model. For the present study, the reference
is represented by the PSD of the drum test signal recording performed in the actual hall, while the
fitted model is correspondingly represented by the PSD of the convolution of the AIRF derivation
of the hall with the same dry drum test signal (see Figure 6.4).

In order to perform detailed MSE analysis, the full-length 20-second ceramic drum test
signal was divided into its ten repeating segments, each having a duration of 2-s. Using the editing
software in Adobe Audition, each 2-s segment was isolated separately using similar if not identical
waveform editing points. For error analysis, the MSE for each segment between the two log spectra
for each hall was computed using both the full bandwidth spectra of the ESS (22 Hz to 22 kHz)
and the effective bandwidth spectra of the TSIF (100 Hz to 11 kHz). As evident in Figure 6.4, the
bandwidth corresponding to that of the TSIF contains considerably lower error. The resulting ten-
segment MSE data calculations presented in Table 6.1 support this observation. Table 6.2 provides
a summary of Table 6.1.

In addition, using the same parameters as with the MSE, the integrated spectral difference
(ISD) may be calculated as:

ISD = 10 log

[ ∑
k {P 1(k)}2∑

k {P 1 (k) − P 2(k)}2

]

The MSE error, as presented by Makhoul [46], by itself, is a good measure, but difficult to
interpret precisely. The ISD provides a measurement in dB of the spectral difference between the
reference PSD, P1 (numerator), and the reference P1 minus the simulated PSD, P2 (denominator).
It also provides a practical reference for the MSE calculations. Furthermore, the ISD results in
Table 6.3 show that the differences in the power of the actual hall recording (P1) and the power of
the difference function (P1 – P2) are approximately 30 dB over the effective bandwidth of the TSIF.
This also indicates considerably lower error compared to the full bandwidth. Table 6.4 provides a
summary of Table 6.3.

6.3 REMARKS
Measurement verification is important in the assessment of the derivation of the AIRF of a music
performance hall. Objective numerical quantification is the ultimate goal, as listening tests only
provide an aural, and therefore, subjective confirmation. Spectral analysis as illustrated in the present
work provides a basic method for numerical (and visual) comparisons of a direct hall recording and
convolution of the derived AIRF with the corresponding dry test signal. It is important to note the
significance of the TSIF and the improvements in efficiency and accuracy that it provides. This has
been a primary goal of the experiment. The ISD results of 28–29 dB over the range of the TSIF
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Table 6.1: Spectral MSE calculations for each 2-s drum segment between the recorded reference and
simulation data of each hall (see Figure 6.4). BW = bandwidth

Eckhardt-Gramatté Hall Husky Oil Great Hall Rehearsal Hall 

Spectral MSE Full BW Filter BW Full BW Filter BW Full BW Filter BW 

Segment 1 0.1934 0.0991 0.2057 0.1224 0.2080 0.1262 

Segment 2 0.1938 0.0982 0.1962 0.1205 0.1854 0.1232 

Segment 3 0.2054 0.1115 0.2216 0.1332 0.2123 0.1372 

Segment 4 0.2082 0.1096 0.2066 0.1236 0.2024 0.1309 

Segment 5 0.1971 0.1027 0.2033 0.1228 0.2016 0.1281 

Segment 6 0.1865 0.0966 0.1893 0.1166 0.1905 0.1250 

Segment 7 0.2031 0.1107 0.2194 0.1284 0.2110 0.1309 

Segment 8 0.1855 0.0953 0.1885 0.1152 0.1880 0.1223 

Segment 9 0.2042 0.1104 0.2091 0.1221 0.2016 0.1281 

Segment 10 0.1913 0.1173 0.2005 0.1322 0.1903 0.0993 

Mean 0.19685 0.10514 0.20402 0.1237 0.19911 0.12512 

Standard  
Deviation 

0.00805 0.00765 0.01112 0.00599 0.00989 0.01006 

Table 6.2: Spectral MSE summary of the ten segments for each hall in Table 6.1. BW = bandwidth

Segments 1-10  Mean Standard Deviation 

Spectral MSE Full BW Filter BW Full BW Filter BW Full BW Filter BW 

Eckhardt-Gramatté Hall 0.1855 to 0.2082 0.0953 to 0.1173 0.19685 0.10514 0.00805 0.00765 

Husky Oil Great Hall 0.1885 to 0.2216 0.1152 to 0.1332 0.20402 0.12370 0.01112 0.00599 

Rehearsal Hall 0.1854 to 0.2123 0.0993 to 0.1372 0.19911 0.12512 0.00989 0.01006 
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Table 6.3: Spectral ISD calculations for each 2-s drum segment between the reference and simulated
data of each hall (see Figure 6.4) BW = bandwidth

Eckhardt-Gramatté Hall Husky Oil Great Hall Rehearsal Hall 
Spectral ISD in dB Full BW Filter BW Full BW Filter BW Full BW Filter BW 

Set 1 9.2885 28.8765 10.0525 29.6212 9.7309 29.2924 
Set 2 9.2283 28.8231 9.5395 29.1223 8.3209 27.8782 
Set 3 8.9763 28.5708 10.6612 30.2391    9.6030 29.1660 

Set 4 9.1761 28.7702 9.3113 28.8858 8.2911 27.8483 
Set 5 9.3736 28.7811 11.0948 30.6836 9.7571 29.3175 
Set 6 9.2978 28.9054 10.0424 29.5916 9.7406 29.3217 

Set 7 9.2375 28.8519 9.5490 29.1514 8.3292 27.9061 
Set 8 8.9852 28.5994 9.3206 28.9147 9.5567 29.0211 
Set 9 9.1669      28.7414 10.6505 30.2089 9.7473 29.2882 

Set 10 9.3642 28.7523 10.1121 29.6671 9.4432 28.9934 
Mean 9.2094 28.7672 10.0334 29.6086 9.2520 28.8033 
Standard  
Deviation 

0.13178 0.10448 0.58449 0.58025 0.62153 0.61607 

Table 6.4: Spectral ISD summary of the ten segments for each hall in Table 6.3. BW = bandwidth

Segments  1 – 10 Mean Standard Deviation 

Spectral ISD in dB Full BW Filter BW Full BW Filter BW Full BW Filter BW 

Eckhardt-Gramatté Hall 8.9763 to 9.3736 28.5708 to 28.9054 9.2094 28.7672 0.13178 0.10448 

Husky Oil Great Hall 9.3113 to 11.0948 28.8858 to 30.6836 10.0334 29.6086 0.58449 0.58025 

Rehearsal Hall 8.2911 to 9.7571 27.8483 to 29.3217 9.2520 28.8033 0.62153 0.61607 
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(see Table 6.4) are reasonable as they illustrate a noticeable improvement compared to the ISD
results over the respective full bandwidth. In future work, and through the development of improved
measurement conditions (such as using a real anechoic chamber for loudspeaker measurements) the
goal is to achieve an ISD of 50–60 dB. In addition, the accuracy of the final AIRF derivation could
be improved further with the development of a TSIF possessing a wider effective bandwidth.
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Conclusion

7.1 CONCLUDING REMARKS

The measurement transducers are still the primary limiting factor in the derivation of an AIRF
of a music performance hall. In particular, the type of reference loudspeaker and its classification
determine the efficiency, frequency response, and directivity with which the measurement sweep is
generated and distributed throughout the hall. In the far-field environment of a concert hall, it is
important that the characteristic reflections, resonances, and vibrations of the hall are properly stim-
ulated and documented in order to develop an accurate and faithful AIRF representation. Chapter 3
presented an important discussion on loudspeaker classifications and associated physical limitations.
One primary issue with any loudspeaker is efficiency. This parameter also helps to determine the
level of transparency and the ability of the loudspeaker output to accurately represent the input.
Due to their physical design, horn loudspeakers provide the best efficiency, and as illustrated in
Chapter 3, the constant directivity beam-width of an HF horn-based loudspeaker system provides
some advantages as a measurement signal generator in the far-field environment of a large hall.

For the derivation of an accurate and representative AIRF, it is necessary to prevent the external
residual effects (tonal, phasing) of the measurement transducers from corrupting the final result.
The present study has shown that the development and application of a proper transducer system
inverse filter provides an increased level of measurement accuracy, within the specified bandwidth
of the filter, in the derivation of an AIRF. The effective bandwidth of the filter is an important
parameter. As presented in Section 4.4, the problems associated with noise and deconvolution make
it difficult to develop an accurate TSIF with the full frequency response of 20 Hz to 20 kHz, which
is essentially the same effective bandwidth of human hearing or that of a symphony orchestra.
Furthermore, despite recent advances in DSP, there are still severe limitations in computing power
and bandwidth, especially when processing signals of longer duration and trying to maintain a high
sampling rate of 96 kHz.

Developing measuring techniques to monitor software performance (Section 2.2) is useful in
that they provide additional information regarding the processing accuracy of particular modules
at various stages of the acoustical measurement process. How a software product is packaged or
marketed is not necessarily related to the accuracy or efficiency of the processing algorithm. A man-
ufacturer may claim that its “convolution reverb” or measured impulse response properly represents
the sound of a specific hall, but there are no commercially published data to substantiate such a claim.
This is a potential problem with the current market as software manufacturers are not required to
provide this type of measurement data with their product. Therefore, through measurement and
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analysis, the user may arrive at some conclusions regarding the performance of the software being
reviewed. Specifically, frequency response analysis, as demonstrated in the present work, can easily
be used to assess quantitatively the performance of a software module.

Furthermore, spectral or frequency response analysis may be used to provide measurement
verification of an experimentally derived AIRF of a music performance hall. Through the use of a
common test signal, Chapter 6 presented a basic methodology for numerical and visual analysis in
the comparison of the derived AIRF and that of the actual hall. Measurements of the residual error
or MSE between the two related spectra may be performed in order to provide a basis for objective
assessment. In this manner, the present work illustrates how PSD analysis may be used for numerical
quantitative analysis and verification of the measured AIRF of a music performance hall.

7.2 FUTURE WORK
The PSD analysis as presented in Chapter 6 provides a basic technique for error analysis. However,
in reality, the PSD is a positive real function of a frequency variable associated with a stationary
or stochastic process. A stationary process is a stochastic or random process where the statistical
properties (mean, variance) do not change over time [11]. In addition, because it is a positive
real function, PSD analysis does not provide information on phase. Therefore, in considering the
nonstationarity of acoustical and musical waveforms, it may be necessary to examine corresponding
processes of assessment such as wavelet analysis using the discrete wavelet transform (DWT). An
important advantage the DWT has over the DFT is that it captures both frequency and location
(time) information.

Measurement verification through numerical quantification is important in the assessment of
the derivation of the AIRF of a music performance hall. Through the use of a common test signal,
PSD statistical analysis as shown in the present study provides a basic method for numerical and
visual comparison of a direct hall recording and convolution of the derived AIRF. The proposed
method can be further improved by dividing the spectra into smaller, separate frequency bands for
closer examination. This type of “microscopic” analysis will enable an increased level of numerical
quantification regarding the influence of the TSIF on the final derived AIRF. This is where wavelet
analysis offers an advantage in that it enables closer examination of a frequency band centered at a
particular frequency [47]. In addition, specific “slices” in time of the presented audio signals may be
edited and examined in the same manner in order to obtain more specific and accurate numerical
information in the comparative analysis of the derived AIRF and the acoustical characteristics of
the actual hall.

The methods and procedures presented in this book could lead to improved characterization
of the acoustical parameters of music performance halls. A primary function of the results obtained
in such measurements is the acoustical preservation of culturally sensitive and historically important
halls. Furthermore, the documentation of the acoustical properties of historic architecture provides
the opportunity to understand and simulate their characteristics for future endeavors.
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