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0. Introduction

The study of what Robert Longacre (1976) aptly called “mystery particles” has proliferated over the past twenty years. Words such as well, and, like, now and y’know have been studied by scholars from virtually all branches of linguistics (e.g. applied, formal, computational, sociolinguistic, psycholinguistic, historical, developmental) and have kept pace with the development of new approaches for the analysis of discourse (e.g. corpus linguistics) and new paradigms in both semantics (e.g. cognitive semantics) and pragmatics (e.g. relevance theory). The range of languages in which such terms have been examined is typologically diverse, including, for example, Chinese, Danish, French, Hebrew, Indonesian, Latin and Mayan. Attention has been focused on both synchronic patterns (within/across speech situations and language contact situations), and diachronic change (first and second language acquisition, grammaticalization). Given so wide a range of theoretical and analytical diversity, perhaps it should not be surprising that there has not yet emerged a consensus in some of the basic tenets of discourse marker research or theory. 

After introducing my approach (0.1), methodology (0.2), use of data in this study (0.3), and problem to be addressed (0.4), I present my definition of discourse markers (1), I then use a brief analysis of and to explore one of the central problems in discourse marker research—their functional spectrum (2). My conclusion fits the analysis into a more general model of discourse markers (3) and links both analysis and model to broader issues in the study of language (4).

0.1 Approach 

The basic components of my approach are meaning (semantic, pragmatic), discourse and function. Although all of these are common terms in linguistics, each is itself polysemous, evoking a range of meanings that are embedded in what are sometimes very different approaches to, and goals of, linguistic inquiry.

In his two volume reference book Semantics, Lyons (1977) begins by illustrating over a dozen meanings of the word ‘meaning.’  Only two are usually taken as falling within the scope of linguistic theory and analysis: sense and reference. The sense of a word is rooted in linguistic knowledge and stems from relations among words themselves. Since sense is based on connections within language, it is generally assumed that we share the sense of words through our knowledge of the networks of meaning in which words are embedded and through our membership in a speech community. For example, we are assumed to share knowledge of the semantic relationship that links fruit and pear (hyponmy) or hot and cold (antonymy). Reference is a relation between language and something in the world. In keeping with Morris’ (1938) view of semantics as the study of how signs are related to the objects to which they are applicable, the study of reference also falls within the linguistic subfield of semantics. Much current work in semantic theory links the study of sense and reference by focusing on truth conditional meaning, i.e. formally specifying the conditions that would have to hold for a proposition to be true. 

Some markers (e.g. and) are homonymous with words whose semantic meaning is based on their logical properties, hence, on their contributions to the conditions under which propositions would be true. Although this allows a small group of markers to be incorporated as discourse operators into formal models of discourse processing (e.g. Polanyi 2001), other  markers contribute meaning in ways other than through truth-functions. Markers may contribute semantic meaning to discourse through metaphorical extensions (e.g. now and then, Schiffrin 1990). Markers of speaker stance may develop through loss of literal meaning (e.g. Brinton (2003) on I mean, Karkinnen (in press) on I think) and may be classified as markers of pragmatic commentary rather than discourse markers per se (e.g. Fraser 1990).

Unlike sense and reference that remain relatively stable across speaker and situation, pragmatic meanings vary across speakers and situations. This dependence can be captured by defining pragmatics as the study of the use of context to make inferences about meaning (Fasold 1990: 119; see Levinson 1983: Chapter 2, Leech 1983 and Mey 2001 for other definitions). Added to the contextual dependency is an inferential component: pragmatic meanings are derived from a small set of interpretive principles (Grice 1975) that use information from a wide and varied range of possible contexts (e.g. text, common knowledge,  interpersonal relationship, social situation) to allow hearers to draw inferences about speaker’s communicative intentions (i.e. Grice’s meaning-nn (Schiffrin 1994a: Chapter 4)). 

Because pragmatics presupposes context, it privileges the study of actual samples of language use, rather than the study of hypothetical examples of language use. Thus the study of pragmatic meanings turns attention away from language as an abstract representational system to concrete instantiations of language in utterances, i.e. verbalizations/inscriptions by a speaker/writer for a hearer/reader in a context. 

The entry of context into the study of meaning also leads us to the analysis of discourse: we do not produce utterances in isolation from other utterances. This shift to a larger unit of analysis creates other challenges, stemming primarily from the scope and diversity of discourse theories, approaches and methodologies (Schiffrin 1994a, Schiffrin, Tannen and Hamilton 2001). It is thus helpful to separate discourse analysis into three separate (but interrelated) foci of inquiry:

1. Within a sentence (or other syntactic, informational and/or prosodic unit): how parts of language based in ‘core’ parts of grammar (including morphemes, lexemes, phrases, clauses, sentences) and ‘marginal’ parts of grammar (e.g. intonation, prosody, information structure) are related to (e.g. designed for, constrained by) the larger textual units in which they occur and the context that those texts co-constitute.

2. Texts: how sequences of sentences (or other syntactic, informational and/or prosodic units) are linearly and hierarchically structured; what makes them cohesive and coherent; the differentiation of types of texts (stories, descriptions, lists, arguments, and so on) and their defining characteristics

3. Contexts: how language is part of larger systems of meaning and practice, including those embedded in concrete situations of face-to-face interaction, social gatherings, societies, ideologies, and cultures and so on; the “work” that language and other semiotic systems accomplish in all areas of our lives

The three foci are related: whereas the first focuses on sentence-level units (words, phrases, and so on), the second and third move to larger units within which the smaller are embedded. Thus, beginning at any one focal point requires attention to the others.

The final part of my approach is function. Although functions usually reflect recurrent use, they are not the same as use per se. Whereas there is no inherent relationship between one use and another, functions are related to one another: they are located within a system or organization in which they connect to one another and to the larger system. Thus words (at the lowest level of discourse analysis) are related to each other through their position in a network of meanings and through their recurrence in the larger systems to which they contribute (texts and contexts). What is thus at issue is an abstract system in which utterances (or parts of utterances) are related to one another within a speaker/hearer-based system of text/context that enables the production and reception of meaning(s).

In my model of discourse (Schiffrin 1987a: Chapter 1), I proposed several domains within such a system.
 What is ‘within’ these domains, as well as the relations ‘between’ them, provides the system within which markers function. An information state concerns what speaker and hearer know: their organization and management of knowledge and meta-knowledge. A participation framework focuses on the more social side of speaker and hearer: their identities, alignments, relationships to each other and to what they are saying. Actions also relate speaker and hearer. However, because they require structured knowledge about what ‘counts as’ a particular action and have somewhat constrained sequential contingencies, I separate an action structure from both information state and participation framework. Likewise, I consider an exchange structure—the organization of turns at talk—to involve interactional contingencies that are at least partially unique to the distribution of speaking/hearing rights. Finally is an ideational structure—the most semantic structure—involving not only propositions, but also topic/comment and information status. Relationships within these domains, and ‘between’ them, provide the system within which markers function as indexicals (see section 4).

The functions of markers are very similar to their pragmatic meanings. Both are embedded within, and dependent on, text/context as sources of their systematic contribution to the structure, significance and coherence of discourse. What differs is that functions are relational: they relate units within domains to each other and relate domains themselves to each other (Schiffrin 1987a: Chapter 10). Pragmatic meaning is based upon speakers’ recurrent use of a marker to convey a communicative meaning that depends upon the relational functions of markers in text/context. 

Now that I have described some basic features and terms of my approach, I turn to my methodology—the more empirical side of the study of discourse markers.

0.2 Methodology 

My analyses of discourse markers require, first and foremost, attention to actual uses of markers in discourse. After choosing a corpus, I identify all occurrences of the lexical item that are potential appearances of the discourse marker (e.g. all cases of and) and then decide which are discourse markers. Once I have identified the tokens to be examined, I analyze the discourse sequences in which the tokens appear, as well as other occurrences of the marker, in order to balance sequential and distributional accountability (Schiffrin 1987a: 69- 71).  

Sequential accountability is an attempt to account for the occurrence of a marker within an ongoing emergent discourse. Sequences (of idea units, intonation units, utterances, turns, clauses, sentences and so on) arise from a complex interplay among different levels of structure and significance that come to be taken as “ongoing discourse.” As we talk to one another, each contribution to a sequence is both anaphoric and cataphoric: it reflects prior context and helps create upcoming context. Utterance-initial items have an even more analytically and functionally privileged position in this co-constitutive view of utterance and context. As argued by a variety of scholars (e.g. members of the Prague school of functional grammar (Firbas), systemic-functional grammarians (e.g. Halliday)) the first part of a sentence often plays a critical role in conveying (or creating) a relationship or revealing a dependency on prior text (see also Ward and Birner 2001). Line by line analysis of the progression of a sequence thus provides a means through which to understand the marker’s contribution to the structure and significance of a particular discourse.

Distributional accountability is an attempt to explain all occurrences of a marker within a corpus, or more modestly, a set of markers within a subset of sites within the corpus. Ideally, such an explanation would account not just for occurrences of a marker, but also for its variable appearance (or non-appearance) in expected sites. Because a marker is typically not limited to one particular type of sequence (let alone to the particularities of just one sequence itself), distributional analyses also help us avoid elevating a particular use of a marker to the status of a general function. Examining a given marker wherever it occurs thus balances the specificity of a sequential analysis with generality: an explanation of why a marker occurs in one slot should be related to an explanation for why it occurs in another slot, and why it does not occur in other slots.

The interdependence between distributional and sequential analyses also flows in the other direction. Finding a distributional pattern depends on line-by-line analyses, and then, on the classification of the results of such analysis, i.e. sequential environments, as “slots” (the sites referred to above) in discourse. For example, when I was interested in the relationship between markers and turn-taking (Schiffrin 1987a, in passim), I examined the presence/absence of markers in two sequentially defined slots: turn-initial and turn-final position. My interest narrowed to the use of markers in turn-initial position, specifically, to the interplay between the semantic/pragmatic meaning of different markers (e.g. but vs. well) and whether the onset of next-speaker turn transition overlapped with prior speaker, and if so, where in prior speaker’s turn such overlap began. I then refined my coding to include how turn-onset fit into prior turn-transition-spaces. 

In sum, identifying slots in which markers occur (or do not occur) is crucial to my approach. Yet these slots must be based on sequential analyses of markers throughout a corpus. Given the diversity of words that serve as markers, and the many different levels of structure and significance that emerge in ongoing discourse, however, it should hardly be surprising that the identification of slots varies for different markers. The multiplicity of potentially relevant slots not only highlights the importance of balancing sequential and distributional accountability. It also suggests that a model of discourse markers should always remain heuristic (section 3): although it can point us toward the general parameters of discourse slots, a model must remain adaptable enough to incorporate different meaning(s), use(s) and function(s) that become apparent through sequential and distributional analyses.

0.3 Data

Closely linked to both approach and methodology is data: what are the texts and contexts in which a marker is analyzed? how does the data provide different slots and sequences in which markers can occur?

Data for my analysis are interviews from two sources: a sociolinguistic interview in a Philadelphia neighborhood; an oral history interview with a Holocaust survivor. The purposes of these two types of interviews differ. The research goals of sociolinguistic interviews are to understand linguistic change and variation in a speech community; this requires a large body of stylistically varied speech from people whose social characteristics vary (see Labov 1984, Schiffrin 1987a: Chapter 2). Although oral histories are also research interviews (they provide data for historians, sociologists, anthropologists, and psychologists), they have additional goals of autobiography and public commemoration (Schiffrin 2002). Despite their differences, both types of interviews rely on relatively open-ended agendas in which Interviewers pose not only questions that elicit specific information, but also questions that open a topic of talk and prompt the respondent to expand on his/her own topics.

Interviews contain a variety of text types: stories, descriptions, explanations, assessments, arguments, and so on. I chose lists as the initial data for this sample analysis because both their meanings and their structures—both of which are crucial to the analysis of and, the marker in which I am interested—are relatively transparent. As an operational definition of lists, I rely upon the following characteristics (Schiffrin 1994b). Lists are spoken or written texts in which (1) the parts of a list are ‘items,’ either entities or actions that are (2) members of a larger set. Enumeration of the members of this set (3) typically occupies an extended turn at talk (comparable to a narrative) from one speaker (4) in which the main coherence source is the semantic connection among the items as set-members. This connection can be conveyed through (5) the use of repetition, ellipsis, parallelisms and the recurrent use of and and then. Thus, the central coherence relation (Knott and Sanders 1998) of lists is membership in a set; the central structure is coordination of subunits as equal level branches of a larger overarching unit (see Polanyi 2001).

I also examine the sequences in which the lists appear. Since the lists occupy a number of different turn spaces (e.g. they can be projected so as to occupy a single turn at talk, their continuity can be prompted), I comment upon the use of and in turn-initiation and turn-continuation. Likewise, since the lists to be examined from both interviews provide answers to questions, I present observations about the use of and in the questions themselves. In keeping with the methodology outlined above (section 0.2), I draw upon sequential analyses of and in specific lists and distributional analyses of and within lists, turns and questions.

0.4 Problem statement

As explained in previous sections, my approach to the functional spectrum of markers depends upon analysis of the interplay among meaning, function, and discourse (text/context). I explore this interplay through an analysis of one marker, and, in three discourse sites: lists, turns at talk, and questions. 

Prior research suggests that and connects structurally coordinate units. Yet the coordinating function of and appears in a range of discourse environments and with a variety of units, as noted not only in my own work (Schiffrin 1987a: 128- 152), but also in diachronic studies of and (Cotter 1996, Dorgeloh (forthcoming)) and studies of language development. According to the latter (e.g. Sprott 1992), the first site in which and appears is during exchange structures in children’s (2;7 to 3;6) disputes; added later are action, and ideational (first local, then global) functions. By the time children at later stages of language development (3;6 to 9;6, Peterson and McCabe 1991) tell stories, and has gained a textual use that parallels adult patterns (Segal et al 1991): and links narrative events with each other more frequently than with information tangential to the narrative plot.

Although the coordinating role of and predicts that units at the same structural level will be connected by and, it does not tell us what kind(s) of units are coordinated in what domain(s). Thus, one problem to be addressed is the identity of the units coordinated by and. Other questions follow: where are those coordinate parts found? are they always adjacent? if not, how are they identified? 

Prior research also agrees that and has meaning. However, attempts to assign meaning or meanings to and have “been a moot point since antiquity” (Dik 1968: 25; see also Posner 1980). The wide range of meanings that can be inferred when and connects propositions has led many to reject a meaning-maximalist view of and in which multiple senses are housed in one lexeme. Instead, what has become more prevalent is a meaning-minimalist view in which a very simple meaning is supplemented by pragmatic inference (e.g. a maxim of manner to provide an interpretation of temporal sequence). 

The problem of meaning is exacerbated when and connects a range of units other than propositions in units larger than sentences. In earlier work (Schiffrin 1987a), I adapted Halliday and Hasan’s (1976) view that and has an additive meaning that works like other cohesive devices (such as repetition and lexical collocations) to presuppose a prior text. Yet unlike other cohesive devices, and can also be used metaphorically, to convey not only “external” relationships warranted by referential meaning, but also “internal” relationships perceived or attributed by the speaker (Halliday and Hasan 1976). Included in the latter are relationships between units other than propositions. But given the wide range of possibilities that can be “added” together, how do we know what earlier part of discourse is to be the first part of the “sum” presupposed by the and-prefaced utterance?

The structural and interpretive problems raised by and are actually two different facets of one problem: what is the textual anchor for an and-prefaced utterance?  Resolving this problem requires finding a way to identify units that can be added together, presumably, because they share some quality whose combination is important to the coherence of the discourse. After providing a more general definition of discourse markers—the set of items in which and is included—I use an analysis of and in lists, turn-taking and questions to address this question.

1. Definition

The different labels for what I am calling “discourse markers” are not just alternative words for the same thing: they reflect different ways of thinking about the organization of what ends up being different sets of words and expressions. For some, the underlying unity is pragmatic function; for others, it is role in discourse. Some scholars find the term ‘markers’ to presuppose a pre-existent meaning that is linguistically indexed, suggesting instead that the term ‘particles’ allows for words that create meanings to be added to the utterances. The consequences of different labels are thus both practical and theoretical. On a concrete level, very different items can end up being accounted for within an analysis. At a theoretical level, the inclusion of different expressions can represent a reliance on different unifying principles, some formal, some functional. 

In my initial work on discourse markers (Schiffrin 1987a), I defined discourse markers in two ways: an operational definition that allowed identification and (if possible) measurement (e.g. at the relatively low level of ‘present’ or ‘absent) and a theoretical definition that located markers in a conceptual framework. At an operational level, I defined discourse markers as sequentially dependent elements that bracket units of talk, i.e. non-obligatory utterance initial items that function in relation to ongoing talk and text (p. 31). I proposed that discourse markers comprised a set of linguistic expressions from word classes as varied as conjunctions (e.g. and, but, or), interjections (oh), adverbs (now, then) and lexicalized phrases (y’know, I mean). I also proposed a heuristic discourse model with different domains: a participation framework, information state, ideational structure, action structure, exchange structure (see section 0.1). 
Although I had initiated and developed my analysis of markers with an operational definition, I concluded with a more theoretical definition. First, I tried to specify the conditions that would allow a word to be used as a discourse marker: syntactically detachable, initial position, range of prosodic contours, operate at both local and global levels, operate on different planes of discourse (Schiffrin 1987a: 328; see Jucker and Ziv 1998:1-4). Second, I suggested that discourse markers varied in terms of their propositional meanings: whereas the functions of some markers (e.g. I mean, y’know) were based on their propositional meanings (some involving metaphorical extension over time and across domains, i.e. well (Jucker 1997), other markers (e.g. oh) had no propositional meaning. 

Finally, I suggested that discourse markers were comparable to indexicals (Schiffrin 1987a: 322- 325; cf. Levinson’s 1983, Chapter 2 notion of discourse deictics), or in a broader sociolinguistic framework, contextualization cues (Schiffrin 1987b). Like other indexicals whose ‘pointing’ function delimits a contextual realm (i.e. space, time or person), I claimed that markers have primary domains within which they establish coordinates. My analyses also showed that markers could connect utterances either within a single domain or across different domains. The use of markers in ongoing discourse—in which there is always more than level of structure and significance—expands their domains and creates what appears to be multi-functionality, i.e. one marker contributes to more than one discourse domain. I suggested that this functional range—establishing coordinates in different domains of discourse—helps to integrate the many different simultaneous processes underlying the construction of discourse, and thus, helps to create coherence. Subsequent work that focused specifically on then (Schiffrin 1992) expanded upon the indexical property of markers by showing how the deictic meaning of then provides a template not only for meanings within discourse (successive, epistemic), but also for grammatical (aspectual) meaning. In section 4, I pursue the indexical properties of markers more fully and suggest that markers are a subclass of indexicals.

2. Analysis of functional spectrum

In this section, illustrate how my approach, methodology and model fit together by analyzing and in two lists, two turn-taking environments, and two types of questions. The analysis suggests that and has one meaning (additive) that is essential to interpretation of why prior and current utterances can be treated cumulatively. The additive meaning of and combines with its structural status (as a coordinating conjunction) to have one basic function (‘continue a cumulative set’). This function contributes to the process of constructing discursive sequences whose smaller parts combine to form a larger structure. Different uses of and (e.g. continue a list, continue a topic from a prior answer) are grounded in the specific sites in which and appears and is interpreted.

My analysis begins with two lists. Lists typically have a clear semantic structure, in which items have both coordinate links (e.g. between X1 and X2) and hierarchical links (e.g. between X1 and X1A). Thus we can use lists to learn more about the semantic and structural bases of and. Like most discourse units, however, lists do not appear on their own: they emerge in concert with other means of text/context organization, e.g. within a turn-taking system and within sequential structures including (but not limited to) adjacency pairs. By attending to the emergence of lists within turn exchanges and adjacency pairs, we can examine the role of and not just in ideational structures (the semantic relationships between items (set-members) in a list), but also in exchange structures (the management of turns at talk), and action structures (the asking and answering of questions). This is important because when and does appear at the intersection of simultaneously emerging structures, the constraints impacting it do not always converge or complement one another. Instead, they may diverge or even conflict with one another.
 

I analyze and in three different subsections. In section 2.1, I present a monologic list to show the role of and with coordinate list-items; the use of and in turn-taking is briefly mentioned. In section 2.2, I turn to a more dialogic list in which an Interviewer’s questions co-construct (and alter the structure of) the Interviewee’s list and introduce additional turn-taking environments. In section 2.3, I turn to the use of and with Interviewer questions. Since each subsection raises issues to be pursued in the next, the analysis not only tells us about and, but also illustrates methodological and theoretical aspects of my approach to markers, especially their close interdependency and mutual reliance on data. 

2.1  And in a list of Race tracks around here

In this section, I discuss LIST (1), in which Kay presents the race tracks near her house in response to a tag question from Anne (a sociolinguistic Interviewer) about the popularity of racing. Five features of the list are relevant to analysis: (1) the list covers a closed set of items (race tracks around here), (2) its linear order matches its hierarchical semantic organization, (3) it follows a depth-before-breadth order, (4) it is relatively monologic, and (5) it occupies an extended turn at talk. The Roman numerals and letters on the left of Kay’s list indicate the organization of items in the list. These help us see the depth before breadth structure: a superordinate item [X1] is presented and expanded with subordinate items ([X1A], [X1B]…) before the next superordinate list item is presented. I use ____ to indicate a list item not prefaced by and.

LIST (1) RACE TRACKS AROUND HERE

X local race tracks
 
Anne: 
(a)
Racing's big around here, isn't it?






Kay: 
(b)
Yeh.






Anne   
(c)
Yeh.

X1 race tracks in NJ

Kay:  
(d)
Well, you got uh, Jersey. 


X1a




(e)
___You got...Monmouth 


X1b




(f)
and you got Garden State. 


X1c




(g)
____Y’got Atlantic City. 






Anne: 
(h)
Mmhmm.

X2/X2a race track in PA
Kay:
(i)
And then uh here you got Liberty 








Bell.
      X2b




(j)
And they're building a new one up








 in Neshami​ny.






Anne:  
(k)
That's right. [I've never seen that, =


 X3/X3a 
race track in DE
Kay:
(l)
    
        [And uh...  you got=





Anne:  

=[though.







Kay:

=[Delaware.
 X4 race track in NY


(m)
And of course, if you want to re-








 be- really go at it you can go up to








 New York.






Anne: 
 (n)
Mmhmm.


X4a



Kay:   
 (o)
=____You got Aquaduct

X4b




 (p)
and you got Saratoga 


X4c




 (q)
and you have that Belmont, y'know.


TABLE 1 summarizes the use of and in LIST (1). The subordinate column includes the two list-items MONMOUTH [X1A] (e) and AQUADUCT [X4A] (o) that branch from (and sequentially follow) their superordinate list-items JERSEY [X1] (d) and NEW YORK [X4] (m). The coordinate column includes list-items at the same level, either upper-level items (X1, X2…) or lower-level items (X1A, X1B…).

TABLE 1. AND IN LIST (1)

	
	Subordinate
	Coordinate
	Total 

	and
	0
	7
	 7 

	‘zero’
	2  
	2
	 4  

	Total
	2
	9
	11


 
The distribution of and in LIST (1) is largely predicted by its semantic structure. 78% (7/9) of the same-level items are and-prefaced. Neither of the two different-level list items in the Subordinate column is and-prefaced. 

Although the figures in TABLE 1 provide distributional evidence of the importance of semantic structure, we can also explore the importance of this domain in more sequential terms. Let us start by considering the absence of and with the items branching from upper-level nodes of the list: MONMOUTH [X1A], AQUADUCT [X4A].  

Note, first, that since the items in LIST (1) are place names, an understanding of their set relationships requires geographical knowledge that may not be available to everyone hearing or reading the list. This means that their conceptual relationship is not as semantically or lexically explicit, as the listing of generally familiar categories (e.g. family members). As suggested by Pons (this volume), if  ranking between sentences is not made semantically or lexically explicit, then and indicates that both constituents have the same status. Notice, then, that if MONMOUTH were and-prefaced, we would interpret JERSEY as a default textual anchor:



  (d)
   Well, you got uh, Jersey.


(e)        (?and) you got…Monmouth. 

What and would thus convey is that MONMOUTH is a same-level item in the list as JERSEY (i.e. another state), hence, not a subordinate member of the set RACE TRACKS IN JERSEY [X1] at all. 

The sequential context of the next and absence illustrates the importance of semantic structure in conjunction with turn-taking, thus bringing up the important issue of convergence/divergence among constraints from different discourse domains. When introducing AQUADUCT [X4A] (in (o)) after Anne’s turn-continuer (mmhmm (n)), Kay does not use and:

X4 RACE TRACK IN NY
Kay:
(m)
And of course, if you want








to re- be- really go at it you can go








 up to New York.






Anne: 
 (n)
Mmhmm.


X4a



Kay:      (o)
=____You got Aquaduct
Since AQUADUCT is the first lower-level item of [X4], it is not surprising to find that You got Aquaduct is not and-prefaced. This absence becomes more analytically interesting, however, when we consider its turn-taking environment. The turn-continuer mmhmm (n) that preceded You got Aquaduct is not Anne’s only turn-continuer, as we see below:

X1c
      Kay:   (g)

Y’got Atlantic City. 



      Anne: (h)

Mmhmm.

X2/X2a             Kay:  (i)
    And then uh here you got Liberty Bell

X2b
      Kay:    (j)

And they're building a new one up in 







Neshami​ny.






      Anne:  (k)

That's right. [I've never seen that, though


X3/X3a           Kay:   (l)
                                [And uh...you got Delaware.

X3/X3a          Kay:    (l)

And uh...you got Delaware.



     Anne:  (m)

Mmhmm.

X4
     Kay:   (n)

And of course, if you want to re- be- 
really go






at it you can go up to New York.

Anne recurrently follows a strategy common in sociolinguistic interviews: her mmhmm and that’s right work as turn continuers that pass responsibility for the floor back to Kay (cf. Jucker and Smith’s (1998) view of turn-continuers as reception markers). In contrast to the lack of and with AQUADUCT, however, we do find and prefacing LIBERTY BELL, DELAWARE and NEW YORK. If Kay is continuing her turn in all four cases, why does she use and only in the latter three?

This puzzle is solved by returning to the semantic structure of the list. Although the turn space occupied by You got Aquaduct is consistent with the use of and (Schiffrin 1987a: 143- 146), the ideational structure is not. It is only when the list-items following Anne’s turn continuers are at the same structural/semantic level of the list ([X1] and  [X2], [X2] and [X3], [X3] and [X4]) that they are and-prefaced.
This solution, however, raises still another dilemma: how do we know that the textual anchor for the and-prefaced list items after Anne’s turn-continuers are not the just-prior list items? For example, why don’t we infer that it is the just-prior NESHAMINY [X2B] to which DELAWARE [X3] is added? How do we know that it is PENNSYLVANIA [X2] to which DELAWARE [X3] is added?
     

Although world knowledge obviously helps, there are also linguistic cues that reflect that knowledge and indicate its relevance for hearer interpretation of the correct link. Notice, for example, that DELAWARE [X3] in (e) is differentiated from the just-prior list-item NESHAMINY [X2B] in (f). DELAWARE is introduced by the focusing device you got: repetition of this predicate links all the items in the list except the two list items ([NESHAMINY], [NEW YORK]) that preceded DELAWARE. Thus other linguistic devices provide indications that and connects list items—even if they are not adjacent—that are structurally compatible through their semantic relationships.
 

I will use one more example from RACE TRACKS AROUND HERE to support the importance of semantic structure for and-prefacing in lists: the absence of and with the same-level list item ATLANTIC CITY [XIC]. Although ATLANTIC CITY is certainly a part of the subset [X1] TRACKS IN NEW JERSEY, it has a different status. Whereas [X1A] and [X1B] are New Jersey race tracks that are not named after towns, [X1C] shares its name with the well known resort near which it is located. So the switch from and to ‘zero’ is a textual switch that iconically reflects the different way that ATLANTIC CITY fits into the overall set. (See Schiffrin (1994b, 1987a: 129- 32) for other examples of this; also Maschler (1998) on discourse structuring devices that mark more difficult transitions).

In sum, the general distribution of and in LIST (1) reflects its semantic structure. This distribution suggests that and-prefacing of list-items builds upon the grammatical role of and as a coordinating conjunction (Schiffrin 1987a: 182- 190). Distributional and sequential observations support this conclusion. And is used in the very same turn-taking environment (after the other’s turn-continuer) only if the list-item in that next-turn is semantically coordinate with the list-item from the prior-turn. And and ‘zero’ create sequential contrasts that differentiate typical from atypical list members. 
2.2 ‘And’ in a list of something about yourself now

In this section, I discuss LIST (2), from the opening of a video taped oral history interview with a Holocaust survivor Susan Beer (SB).
 LIST (2) is longer and more complex than LIST (1). Its topic is potentially broader and open ended: the Interviewee (SB) is asked to tell the Interviewer (IVer) something about yourself now. The IVer’s first question provides a breadth-before-depth structure in which lower-level items ([X1A], [X1B]…) that are part of one upper-level item [X1] are expanded before opening the next upper-level item ([X2]). Later questions continue to build upon this structure to co-construct SB’s list. Because LIST (2) is more dialogic, sites of participant co-construction create mismatches between sequential presentation and hierarchical structure. 

1. IVer:
[looks at camera] I'm Dr. Donald Freidheim. 
 

2.  

[looks at clipboard, up and down]

3.  

[looks at camera]  

4. 

This afternoon I'm interviewing Mrs. Susan Beer. 

5. 

Mrs. Beer is a survivor from Czechoslovakia,         

6.  

and we're privileged to hear her story today. 
           

7.  

[turns to face SB]   Hello.               [How are y'   Nice to see you  

8. SB:                        

         Hi. How [are you       uh:

9. IVer:  
 ___I'd like you to tell me a li- something about yourself now. [slow] 
 

10.                   Your…family and….
        
 

11. SB:
                                      Mmhmm.

 

12.    

Uh I've been living in Cleveland for the last 36 years. 
   

13. IVer:







  mmhmm 
14.  

___ I uh at the present time uh I am a housewife,



 

15.  

and uh uh occupy myself uh uh sometimes helping my husband,



with his office, when needed [in breath] 

16. IVer:
                                               [What does he do?

17. SB: 
He's a podiatrist. 

18. IVer:
                            uhhuh 

19.  

And uh other times, I pursue, uh really uh…um…things that I enjoy 
 

20.  

um going to the museum, 

21. 

and swimming, 





         

22.  

and uh visiting ill people, 




         

23.  

and uh um spending time uh decorating my home,= 

         

24. IVer:







mmhmm

25. SB:
=and that's about… [nods]
 
 

26. IVer:
____May I ask how old you are?






27. SB:
Yes, I'm sixty years old.





 

28. IVer:

Mmhmm. Sixty.
 


29. SB:
Mmhmm.

30. IVer:
What I'd like to do first,  

31.  

oh- d- lemme ask- if you have-you have children? 

   

32. SB:
Yes, I have two
    children.=



            

33. IVer:
                          mmhmm  
       mmhmm  

34. SB:
=I have a son, 

 

35.   

  who is thirty three.=
 
 

36. IVer:


          mmhmm

37. SB:
=And I have a daughter, 




 

38.  
    
who is twenty seven. 





            

39.  

      She's married 






            

40.  

and lives in New York.=




            

41. Iver:
I see.

42. SB:
=And um she uh studied journalism



            

43.  

but                 uh works as a public relation person.     
            

44. IVer:
       mmhmm.

45.  

And what does your son do?






46. SB:
Uh he’s a-






 

47.                   in…in Wooster 

48.  

and um…

doesn’t do very much really.


            

49. IVer:

   mmhmm

50.  

____D- does he have a family?                                                                 

51. SB:
No.

52. IVer:
____Lemme ask you to go back           to, the years, before the war,=
 

53. SB:                                                                   okay

54. IVer:
=in the- in the 1930’s, let’s say [about the mid 1930’s,=

SB:




               [Right.                           okay

55. IVer;
=and um describe a little bit about your experiences then,  [what-=  

56. SB:
                             




        o[kay

57. IVer:
where you live:d,

58.                   and something about your family.

SB’s list structure is co-constructed by her own orientation to personal information and the overarching structure presented by the IVer and reinstated by his questions. These two participant structures create both semantic and turn-taking environments for and. These participant structures create an interactional sequence in which the hierarchical list structure in FIGURE 1 is co-constructed.

               LIST STRUCTURE: FROM SEQUENCE TO HIERARCHY

                             X tell me something

               

                                                                     X1 about now





        X2 about then


           X1a you


                      
              X1b family

       X2a you                
    X2b family


 X1aa where… ab how long… ac job… ad activities… ae age
X 1ba  husband          X1bb two children











                 X1bb job
 X1ada
   
  X1adb
                               X1bba  

                           X1bbb

 



 sometimes          other times

      son

                                        daughter





       
 X1adaa
   
X1adbb
   
X1bbaa  X1bbab 
X1bbac  X1bbad
     X1bbba    X1 bbbb   X1bbbc  X1bbbd  X1 bbbe




               help husband     
enjoy things
    age
 job           where    children
         age         married    where     edc         job

  





X1adbba 
     X1adbbb     X1adbbc      X1adbbd

                                           

go to 
        swim          visit ill      decorate home

museums
The IVer’s initiating question (presented as a request, see section 2.3) establishes the first part of a binary distinction between NOW [X1] (post WWII current life) and THEN [X2] (earlier times, including both pre WWII and WWII). Consistent with the breadth-before-depth structure, two subtopics of NOW are also introduced: YOURSELF [X1A] and YOUR FAMILY [X1B]. SB speaks about herself [X1A] in lines (12) to (16) and lines (20) to (26). [X1A] branches ([X1AA] to [X1AD]) to include where SB LIVES, HOW LONG, OCCUPATION (housewife), and ACTIVITIES. The latter, ACTIVITIES [X1AD], branches further to SOMETIMES and OTHER TIMES. The SOMETIMES activity is not expanded beyond helping my husband (which is also the first introduction of a family member [X1B]). The OTHER TIMES activity [X1ADB] is specified as THINGS I ENJOY. This list-item branches further into four subtypes: GOING TO MUSEUMS, SWIMMING, VISITING ILL PEOPLE, DECORATING HOME.

Although I have thus far been describing the list as constructed by SB alone, the IVer asks six questions during SB’s response to his initial request to tell something about yourself. All the questions contribute to the list by bringing up topics from levels in the list structure higher than the items in just-prior talk. It is for this reason that we need to examine the presence/absence of and not only in SB’s list, but also in the IVer’s questions and SB’s answers to the questions. The questions asked by the IVer are:

(16) 
What does he do?


(26)  
May I ask how old you are?

 



(30)   
What I'd like to do first, oh- 



d- lemme ask- if you have- you have children? 

       (44)
And what does your son do?

 

(49) D- does he have a family? 



(52)  
Lemme ask you to go back to, the years, before the war, 



in the- in the  1930’s, let’s say about the mid 1930’s, 



and um describe a little bit about your experiences then,



what- where you live:d, and something about your family.

Although some of the questions ((16), (44), (49)) build on what SB has just said, they all bring up topics from levels higher in the list structure than the adjacent items. This global (rather than local) orientation creates a choice for SB: she can either continue the IVer’s more global list orientation or return to her own more locally emergent list structure. As we see below, SB balances both global and local levels of the list by first answering the IVer’s questions and then returning to her own emergent list structure. 

The IVer’s first question What does he do? (16) is sequentially implicated by what SB has just said about her husband. Although SB mentions that she helps her husband, with his office, when needed (15), she does not say what kind of work he does. The IVer’s question addresses this information gap. It also brings up information structurally relevant to two earlier parts of the list set up in the IVer’s question: SB’s HOUSEWIFE occupation [X1A] and FAMILY [X1B]. 

After answering What does he do? with He’s a podiatrist (18), SB returns to the distinction between SOMETIMES [X1ADA]and OTHER TIMES [X1ADB]  that she had been expanding. Her return is prefaced by and: And uh other times, I pursue, uh really uh…um…things that I enjoy (19). This use of and illustrates an intersection between list structure and turn-taking similar to that discussed for LIST (1). What intervened between same-level list items in LIST (1) was Anne’s turn-continuer; what intervenes here is an embedded question/ answer sequence that briefly shifts the structural level of the list. Yet we still find and prefacing the list makers’ return to the floor when the next list-item is semantically coordinate with a list-item prior to the list-maker’s brief lapse of the floor. 

The next two IVer questions are not sequentially implicated by the topics of prior adjacent talk. May I ask how old you are? (27) follows SB’s self description and her coda and that’s about… [nods] (26) about her activities. SB’s AGE (like her husband’s occupation) is part of a higher level list item (YOURSELF [X1A]) and again, SB’s response provides the information. What differs, however, is predicted by the coda (25). Rather than return to the prior list, SB participates with the IVer in a cycle of acknowledgements and turn passes ((28), (29)), after which the IVer asks another question.

The IVer’s next question begins with a phrase what I’d like to do first whose meaning depends upon two presuppositions. The first ‘I would like to do something’ (i.e. ‘I have a goal’) is triggered by the WH-cleft. The second ‘my goal is part of a set of goals’ is triggered by first. Both presuppositions establish an upcoming topic as part of a larger agenda. The IVer retracts from his question, however, implicating through oh his realization that the initiation of the agenda goal is premature (Schiffrin 1987a: Chapter 4). He then replaces the question with one that, like his two prior questions, returns to an earlier and slightly higher level of the list: it expands the FAMILY [X1B] node of his initial question (your …family and… (10)) to ask if you have children? (31). SB answers this question with a parallel couplet that briefly expands the CHILDREN list item: 

[X1BB]

I have 
 two children

[X1BBA]
I have
 a son, 

[X1BAAA]
who is thirty three

[X1BBB] And
I have   a daughter, 
[X1BABA]
who is twenty seven.

Following the couplet, SB further expands the DAUGHTER node of her list with mention of marital status, residence, education, and job. 

The IVer’s next two questions (And what does you son do? (45), D-does he have a family? (50)) seek informational depth for the ‘son’ comparable to that just provided for the ‘daughter.’ And what does your son do? picks up the last list-item of the serial information provided for the daughter (martial status, residence, academic interest, current occupation) and turns it into a question about the son, And what does your son do?
 This question thus uses the most recent item in the list as a conduit through which to pop up to the higher level of SON [X1BBB]. This is the only and-prefaced question used to co-construct the list.

We have seen thus far that the IVer’s questions during SB’s construction of the list build upon his own initial branching structure to move SB to different non-adjacent, and slightly higher levels, of his anticipated list. SB’s answers to these questions—about her husband’s occupation, her age, and her son—thus help provide breadth to the three subparts of the IVer’s initial question about YOURSELF, YOUR FAMILY, and NOW. After answering the IVer’s questions with information that matches his more global orientation,  SB returns to her own list orientation with and. 

Discussion of LIST (2) has shown that its main contrasts with LIST (1) are the level of co-construction and the resulting (mis)match between textual sequence and semantic structure. Whereas the linear sequence and semantic structure converged in LIST (1), the sequential and list structures of LIST (2) diverged when the IVer’s questions prompted SB to expand higher nodes in the list structure, after which she returned to her own list expansion. 

Although we have noted occurrences of and in passing, let us now examine how the co-construction of LIST (2) has a bearing on the use of and. TABLE 2 summarizes the presence/absence of and in LIST (2).
 Since the IVer’s questions helped co-construct LIST (2), I include them with SB’s list items in TABLE 2. However, I then separate them and discuss them on their own. 

TABLE 2.  AND IN CO-CONSTRUCTION OF LIST (2)

	
	Subordinate
	Coordinate
	Total 

	and
	0
	  9
	   9

	‘zero’
	6  


	  7 
	 13 

	Total
	6
	 16
	 22


TABLE 2 shows that the overall distribution of and in LIST (2) is similar to its distribution in LIST (1). The absence of and when shifting to a lower level item (0 cases of and in the Subordinate column) reflects semantic structure. Consider the change in interpretation were and present in two of examples of ‘zero’ in this environment: 

19. And uh other times, I pursue,


uh really uh…um…things that I enjoy


[?and] um going to the museum,

32.
SB:
Yes, I have two
    children.=


33. 
IVer:
                         mmhmm  
       mmhmm  

34.
SB:
=[?and] I have a son, 

 

Without and, we use our knowledge of the world to correctly infer SB’s intended relationship between ‘things I enjoy’ [X1ADBB] and ‘museum’ [X1ADBBA]; likewise, for ‘children’ [X1BAB] and ‘son’ [X1BABB].  And would disallow these readings and provide radically alternative, and confusing, readings: we would infer that going to the museum is not something that SB enjoys and that the son is not one of SB’s children.

When we examine more closely the use of and with same level items from LIST (2), we find a surprisingly slim majority (56% (9/16)) in the Coordinate column. As we see in TABLE 3, however, the coordinate-level uses of and are heavily skewed toward SB’s list items, with only one appearing as a preface for an IVer question.

TABLE 3.  AND IN DIFFERENT PARTICIPANT SITES OF LIST (2)

	
	SB’s list items
	IVer’s Q items
	Total 

	and
	 8
	 1
	   9

	‘zero’
	 2  
	 5
	   7 

	Total
	10
	 6
	 16


Whereas SB uses and to preface 80% (8/10) of the same level list-items that she presents, the IVer uses and to preface only 17% (1/6) of the questions (and what does you son do?) that open a slot for list-items. 

This difference highlights the different orientations that SB and the IVer have to the list and its role in the interview. Whereas SB is organizing and providing autobiographical information to answer a question, the IVer is eliciting another’s biographical information in order to fulfill the goals of an interview. Thus each participant is working from a different information state: SB from the facts of her own life, the IVer from a general ‘interview’ template. SB and the IVer also occupy different positions in the action and exchange structure: the IVer’s turns are focused on asking questions; SB’s turns, on answering questions. 

These intersections of the two different participant orientations create two discourse sites for the use of and. First is the IVer’s question. SB’s list-items evoke two questions from the IVer: about husband’s job [X1BAA], about son’s job [X1BBBB]. It is only when the question builds upon SB’s most recent list-item to seek information that it is and-prefaced. We discuss this discourse site more fully in  section 2.3. 

The second site created by the two different participant orientations is SB’s return to the floor after either an embedded question/answer sequence or the IVer’s turn continuers. Recall that and in LIST (1) reflected semantic structure more than turn-taking: and prefaced Kay’s return to the floor only if the list-item was semantically/ structurally coordinated with a prior list-item. We see the same dominance of semantic structure in LIST (2): and prefaces a next-turn SB’s list-item in her next-turn is coordinate with the list-item from her prior-turn, hence, not in (34), but in (19), (37) and (42) below:
X1BA 

(32)  ‘two children’

X1BBA

(34) (*and) ‘son’

X1ADA
(15) ‘sometimes’ activity

X1ADB

(19) and ‘other times’ activities

X1BBA

(34) ‘son’

X1BBB

(37) and ‘daughter’

X1BBBC
(40) ‘daughter’s residence’



            

X1BBBD/E
(42) and ‘daughter’s job’

            

In sum, LIST (2) has allowed us to examine how two different participants in an interaction orient to the construction of one list. Whereas the IVer asks questions that elicit different parts of the list from SB’s personal biography, SB organizes and provides autobiographical information within a framework partially evoked by the IVer’s questions, but also attendant to her own schema. These different participant orientations stem partially from the information state from which each began, but also become interwoven with the emergent semantic structures and the organization of turn-taking. Although this creation of more complex discourse sites complicates the use of and, we have seen, again, the crucial impact of semantic structure on the use of and in lists. 

2.3 ‘And’ with requests for information

The IVer’s use of questions to initiate and sustain LIST (2) are only a few of his many information-seeking requests throughout the interview, all designed to elicit information about different periods, events, and people in SB’s life prior to, during, and after the Holocaust. Yet even within this relatively small set of questions, we saw important differences in function (e.g. setting the agenda, prompting expected information), sequential relevance (local vs. global) and form (e.g. indirect requests for information, yes-no interrogatives).

In this section, I focus on the use of and in the IVer’s questions throughout the oral history interview.
 I differentiate two types of questions: Local/ Dependent and Global/Independent. Local/Dependent questions are connected to (i.e. dependent on) topics of adjacent talk: the IVer pursues a topic from SB’s answer to a prior question, either by expanding SB’s topic or creating a step-wise transition to a new topic. Global/ Independent questions are less connected to—and thus relatively independent of—prior talk. They elicit basic demographic information and introduce themes that relate to the overall goals and guidelines of the interview (e.g. early signs of anti-Semitism, feelings at liberation), Global/Independent questions provide an overarching and higher-level organization for the interview. 
TABLE 4 shows the presence/absence of and in Local/Dependent and Global/Independent questions.

TABLE 4. AND IN QUESTIONS IN THE ORAL HISTORY INTERVIEW

	
	Local/Dependent 
	Global/Independent
	Total 

	and

other markers
	   18    

   20
	  1  

  3
	 19

 23

	‘zero’
	   69
	 11  
	  80

	Total
	 107
	 15
	122


Most of the questions in the interview (88% (107/122)) were Local/Dependent questions.

And appears slightly more with Local/Dependent questions (17% (18/107)) than Global/Independent questions (7% (1/15)). This slight preference for and with Local/Dependent questions seems to violate the coordinate structure constraint, not on the level of propositions (since topics are being connected), but on the level of actions (i.e. a next-question is connected to a prior-answer). It also runs counter to the findings of Heritage and Sorjonen (1994) on the preference for and with agenda questions (cf. Global/Independent) in clinical consultation interviews.

FIGURE 2 teases apart the two domains—ideational and action—in the Local/Dependent and Global/Independent question types. Since these domains organize different units into sequential relations, they give us two quite different pictures of what and is connecting.  In FIGURE 2, I underline the units being linked by and; S stands for Speaker; 1, 2 for change of Speaker identity; a, b for order of speaker contribution. Notice, also, that the Global/Independent questions appear in the left hand column; the Local/Dependent questions, in the right hand column.

FIGURE 2. AND IN TWO DOMAINS

SPEECH ACTS

GLOBAL




LOCAL

S1a: Question-1



S1a: Question-1

S2a: Answer-1




S2a: Answer-1




S1b: and Question-2



S1b: and [Question-2 [Answer 1]]

IDEA STRUCTURE




INDEPENDENT



DEPENDENT

S1a: Incomplete Proposition-1 

S1a: Incomplete Proposition-1 

S2a: Complete Proposition-1

S2a: Complete Proposition-1

S1b: and Incomplete Proposition-2

S2b: Proposition-2







S1b: and Incomplete Proposition-2a 

Located in the SPEECH ACT domain are questions and answers. The global connection is between two of the same speech acts: two questions (a, b) from one speaker (S1). The local connection is between two different speech acts: answer and question from different speakers. Whereas the global connection is similar to the connection between higher-level coordinate list items, the local connection is reminiscent of a connection between two different-level list items—which does not occur. It is thus the local connection that seems to contradict the coordinate structure constraint of and: two structurally different units are connected by and.

When we re-analyze the sequence in terms of idea structure, however, the use of and with a question sequentially implicated by a prior answer makes perfect sense. In both Independent and Dependent sequences, S1a presents an incomplete proposition (i.e. the ideational underpinnings of a question) and S2a completes the proposition (i.e. fills the proposition). When S1b then goes on to present another incomplete proposition, prefacing this with and, we have the ideational foundation of a series of and-prefaced globally connected questions. But another option is for S2 to continue by presenting more information than needed to answer the question, i.e. continue the answer slot with Proposition-2 (S2b). When S1b then focuses on a source of incompleteness in Proposition-2, we have the equivalent of a dependent question—one whose topic has followed from the (extended) just-prior answer provided by S2b. 

The separation of domains in FIGURE 2 explains the use of and based on either propositional or speech act relationships. It also shows how and will reflect propositional structure if speech act and ideational structure present conflicting constraints for and-prefacing. This result is consistent with the dominance of semantic structure over turn-taking constraints in LISTS (1) and (2).

Also supporting this domain-based explanation of and is the one example of an and-prefaced Global/Independent question in the oral history interview. In (4), SB has been answering the IVer’s question about THEN (a continuation of LIST (2)) by describing her hometown and family life in that town. She concludes with it was a small town life (96):

(4) EXAMPLE OF GLOBAL/INDEPENDENT QUESTION 
96. SB:
And it was a comfortable life, it's a- it was a small town life.

97. IVer:
Who- how many did you have in your family? I [m-  

98. SB:
                                                                              [Just myself.

99. IVer:
You were the: only, [child.

100.SB:                                            [Yes.    Yeh.

101.IVer:
And uh when were you born. 

102.SB:
I was born in 1924.

After SB closes the description of her town (And it was a comfortable life, it's a- it was a small town life (96)), the IVer’s question (Who- how many did you have in your family? (97)) returns to an item from an earlier agenda question (describe…something about your family (59)). SB answers the question (Just myself (98)) and clarifies her answer ((99)- (100)). The IVer then asks another basic demographic question (And uh when were you born. (101)). Its demographic focus and lack of connection with prior topic define this question as a Global/Independent question.

The sequential position of And uh when were you born? is reminiscent of a second location for and-prefaced question in the clinical consultations studied by Heritage and Sorjonon (1994). In addition to the basic marking of agenda questions was a strategic use of and to normalize contingent questions or problematic issues. Whereas the agenda-marking uses of and coordinate units within the speech act domain (connecting questions on the “same” level in the interview structure), then, the use of and with contingent questions coordinates units within the ideational domain: information from the prior answer evokes a next-question. The use of and to normalize questions whose relevance stems not from the agenda of a speech event/situation, but from prior-turn, is also reminiscent of Halliday and Hasan’s (1976) external (or metaphorical) meaning: rather than being manifest in text, what provides the additive relationship is the speaker him/herself. Going back to and uh when were you born (10), then, notice that asking about date of birth is not itself problematic. But asking about it after SB has already been talking about her later life disturbs the usual chronological order not only of life itself, but also of oral history versions of life. Thus it is the speaker who establishes an additive connection through and to routinize a question that is potentially problematic because it is schematically and globally out of place.

Although we have explained why and does not typically preface the Global/ Independent questions in the oral history interview, and explained the one case where it does, we still need to consider why and prefaces the Local/Dependent questions. In a follow up study of the questions in the Heritage and Sorjonen (1994) corpus, Matsumoto (1999) turned attention away from the ‘activity’ level of the interview to the ‘informational’ level. Matsumoto’s analysis of linguistic features of the questions showed that and-prefacing underscored a question’s skewed orientation toward affirmative polarity, thus revealing the questioner’s orientation toward a positive response. 

To see if a ‘skewed orientation’ was pertinent to and-prefacing of the questions in the oral history interview, I separated the Local/Dependent questions into two groups: interrogatives and declaratives. The interrogatives include yes-no and WH-questions: these forms grammaticalize a choice between (or among) options. The declaratives are statements with optional rising ‘question’ intonation: they grammaticalize a selection between two options; confirmation is sought for the selection. TABLE 5 shows the presence/absence of and with these two forms of Local/Dependent questions.

TABLE 5. AND WITH TWO FORMS OF LOCAL/DEPENDENT QUESTIONS

	
	Declaratives
	Interrogatives
	Total 

	and

other markers
	  7   

  6 
	  11  

  14 
	 18

 20

	‘zero’
	18
	  51  
	 69

	Total
	31
	  76
	107


TABLE 5 shows that and prefaces 22% (7/31) of the declarative forms and 7% (11/76%) of the interrogative forms. This preference shows, again, that and functions largely within the ideational domain of discourse. 

A comparison between examples of an and-prefaced declarative and an and-prefaced interrogative suggests that the former reflects a participation framework in which interlocutors index a shared orientation toward information. In (5), SB is talking about liberation at the end of WWII. 

(6) 
998. SB:
And uh soon after that, the French prisoners cut the wire.

     
999.

And it just happened like that…

    
1000. IVer:
And….you knew it was over?

    
1001. SB:
It was uh May 2. We were free.

SB reports an event (the French prisoners cut the wire (988)) that freed her and her fellow prisoners from imprisonment, followed by the coda it just happened like that…(999). Although it is sometimes SB herself who reports an epistemological shift at major turning points in her life story (Schiffrin, forthcoming), here it is the IVer who proposes this shift through his and-prefaced you knew it was over? (1000). Both its declarative form, and its initial and (replicating SB’s own repetition of and with many of the event-clauses in this narrative) provide for the IVer symbolic entry into the ideational structure of SB’s story world.

The questions in (6) are a sharp contrast with the participation structure displayed by the and-prefaced question in (5). In (6), from a much earlier part of her life story, SB is retelling the events that led up to her father’s decision to arrange for a clandestine escape to Budapest. One local/dependent question (226) is not and-prefaced; the other (230) is and-prefaced.

(6) SB:

220. And um he called my father to his house, 

221. and he says, "Y'know, I just received a newest decree, that says

that girls, between ages 15 and 17, will have to be ready," 

222.  uh I think, he- he gave it to us like a month, ahead. 

    IVer:
223.  Mmhmm.

    SB:

224.  Uh this was um around uh end of February.



225.  And he said [t-                  

    IVer: 
226.                      [E- end- end of February, nineteen [forty two?                

    SB:

227.      



                         [Nineteen forty

two. 

    IVer: 
228. Mmhmm.

    SB:

229. Yeh. And uh

    IVer:
230.                        and wha- wha- re- ready for what? What would

 the girls [have to be ready for?

    SB: 

231.                    [Uh: they- they would have to go to a labor camp.

The first Local/Dependent question appears after SB breaks from the sequence of event-clauses to mention the time of the prior event (Uh this was um around uh end of February (224)). As she returns to the narrative sequence (and he said t- (225)), the IVer’s question builds upon repetition (E- end- end of February,) to tie uncertainty about the year (nineteen forty two? (226)) to a display of shared knowledge of the month. SB’s answer (Nineteen forty two (227)) confirms the IVer’s guess.

 After a two part acknowledgement/confirmation pair ((228), (229)), SB begins to return to her story with and uh (229). It is here that the IVer asks the and-prefaced Local/Dependent question: and wha- wha- re- ready for what? What would the girls have to be ready for?(30). What the IVer is seeking here differs from the temporal clarity sought in the first question. Whereas the year was referentially important, knowing what the girls were supposed to be ready for is pivotal to the narrative action: not knowing the goal of the newest decree (to deport girls to a labor camp) will compromise the point of the story (the girls need to be smuggled out of the country). Since SB had continued her story without explaining the goal, we can assume that she had presumed the IVer’s ability to infer the goal. The restarts (and wha- wha- re- ready) and contrastive stress on ready in the IVer’s question reveal the problematic gap in his knowledge. The initial and, latched onto SB’s own and uh as she begins to return to her story, compensates for the problematic gap by glossing the question as an unproblematic continuation of the story.

We have now seen that and-prefacing occurs more frequently with Local/ Dependent questions than with Global/Independent questions: within the former group, and prefaces questions that anticipate a particular answer more than questions that do not. This pattern recalls the participation framework observed in relation to the IVer’s use of questions to co-construct LIST (2). Despite the different orientations toward the list defined by their participant roles in the interview, the IVer and SB coordinated their list contributions. So, too, they are coordinating their different orientations toward information in the oral history as a whole: the IVer asks a question, SB answers it with more information than is required, the IVer builds a cooperative and informed next-question from SB’s answer. These cumulative links across turns create a flow of topics and information within the oral history interview that are consistent with its goals of eliciting the story of a ‘private’ life for a variety of ‘public’ audiences.

In sum, understanding the use of and with the Interviewer’s questions in the oral history interview has required that we separate two domains of discourse: ideational and action. Separating these domains has led us to ask the same questions asked in analyses of and in lists: how can we account for multiple constraints? what happens when constraints converge or compete with one another? The answer is also the same. Although we have added adjacency pairs to the potential range of discourse sites in which and can appear, the pattern of and-prefacing with questions in this oral history interview again highlights the importance of ideational structure. Co-construction of a list, and  questions about emergent topics, complicate the identification and analysis of discourse sties. Yet again, the crucial constraint on the use of and is ideational structure. 

2.4 Conclusion 

In this section, I analyzed the meaning(s), use(s) and function(s) of and in lists, different turn-taking environments, and types of questions. The analysis suggests that and has one meaning (additive) that combines with its structural status (as a coordinating conjunction) to have one basic function (‘continue a cumulative set’). The sets can vary (ideas, turns, actions), as can the specific uses (e.g. add an upper level list-item, continue a topic from a prior answer) that are produced when different features combine to create highly specific discourse sites. Nevertheless, when the domains underlying the discourse sites create divergent units that provide potential “parts” of a set, it is the ideational domain that most constrains the use of and. 

3. Model

In this section, I integrate the general results of the analysis into the model reviewed in section 0.1. Recall that the model contained different domains. Relationships appeared at two levels: units within each domain could be related locally and globally; domains themselves could also be related. The analysis of and in section 2 showed that local and global relationships within one domain at a time can be indexed by and. These domains can differ: and can link propositions at an ideational level, questions at a speech act level, and turns at an exchange level. Although and can occur at the intersection of different domains, one domain was prioritized. The ideational domain was most pertinent for the use of and—a fitting outcome given the co-existence of and as a sentential conjunction. 

In my earlier problem statement (section 0.4), I noted that the structural and interpretive problems raised by and are actually two facets of one problem: what is the textual anchor for an and-prefaced utterance?  Resolving this problem requires identifying units that can be added together, presumably, because they share some quality whose combination is important to the coherence of the discourse. Although part of the problem has been resolved—the default unit providing a textual anchor is ideational—still not completely resolved is which ideational units, out of the vast number of those being put forth in discourse, combine into a cumulative set. 

Here I suggest that two pragmatic principles help account for which units in a single domain can be related to one another and in what way. First is an Adjacency Principle. Although I base this principle on the Conversation Analytic (CA) injunction that utterances are both context-reflecting and context-creating, it could also be derived from the Gricean maxim of Manner or Quantity (Grice 1975). Sacks (1973, Lecture 4, pages 11- 12) describes the importance of next-position for coherence:

There is one generic place where you need not include information as to which utterance you’re intending to relate an utterance to…and that is if you are in Next Position to an utterance. Which is to say that for adjacently placed utterances, where next intends to relate to a last, no other means than positioning are necessary in order to locate which utterance you’re intending to deal with.

The Adjacency Principle leads hearers to try to define a coherence relation between adjacent utterances. Because Utterance-1 immediately precedes Utterance-2, it creates a context for Utterance-2.  Utterance-1 is thus the default location from which to define a coherence relation with Utterance-2. 

An Informativeness Principle helps define the relationship between ideational units. This principle, adapted from Levinson’s (1983: 146) maxim to “read as much into an utterance as is consistent with what you know about the world,” helps us choose among different possible coherence relations between utterances. Our knowledge of the world can warrant increasingly strong relationships between propositions, even if those relationships are not explicitly encoded. When these relationships are specified through words that encode increasingly informative relations, the coherence relation between utterances is narrowed down from the range of possibilities opened up by our world knowledge.

And appears in the following scale of informativeness, in which each item to the right in (a) provides more information (specified in (b)) about how to connect two propositions than the ones on the left: 

(a) ‘zero’  (         and (        then (           so 

(b) relevance (    addition ( succession( consequence

The Principle of Informativeness allows an inference of succession without then, but the then-prefacing of Utterance-2 encodes a ‘successive’ meaning. Likewise, going back in the scale, we might infer ‘addition’ by mere adjacency (i.e. at the ‘zero’ at the far left) through world knowledge, but the use of and would encode ‘addition.’ The Principle of Informativeness thus allows the inference of possible relationships between propositions without discourse markers. What markers thus do is select a meaning from among those potential relationships.

The role of pragmatic principles within the model also recalls the similarity between pragmatics and functions noted in earlier discussion of my approach (section 0.1).
The pragmatic meaning of and is akin to its function: both are based on its semantic meaning (additive) in combination with its structural status (as a coordinating conjunction) to mark the speaker’s communicative intention to ‘continue a cumulative set.’ Both pragmatic meaning and function are embedded within, and dependent on, the emergence of text/context and the systematic ways in which parts wherein relate to one another to form more macro-level structures and meanings. Pragmatic meaning thus contributes to the indexing of relations within text/context.

4. Relevance 

Analysis of and is relevant to two broader issues in discourse marker research and theory: multiple functions of markers and indexicality. I have suggested that and has one semantic meaning, many uses, and one pragmatic meaning/function. But this allocation may differ for different markers whose sources are in different word classes or whose text/context distribution differs. Thus we must include the possibility of input variance among markers: the impact of meaning and discourse can vary across types of markers and across individual tokens of those types. And this means that the functional spectrum of markers can itself vary. Multiplicity may appear at lexical levels if a single discourse marker has more than one meaning or function. Alternatively, if all markers have single—but different—functions and it is only markers in toto that perform multiple functions, multiplicity may appear only at the word class level. 

Although multiple possibilities for multiplicity may seem unnecessarily complicated, these functional layers make sense once we pursue more seriously the larger class within which markers are situated: markers are a subclass of indexicals. The advantage of viewing discourse markers as indexicals is that many of the features that seem so worrisome—including, but not limited to multiplicity—are actually regular features of deictic expressions.  

Consider, first, that deictics provide indices to different aspects of context, most centrally to space, time, and person. Yet this does not mean that a particular deictic expression cannot extend its reach to another domain. Spatial indices, for example, commonly acquire temporal interpretations. If we speak of ‘moving up’ or ‘moving back’ a meeting, we do not literally mean that the meeting is a physical object to be moved vertically or horizontally in space: it is a situation with a temporal onset that will now shift in linear time. The indexical range of discourse markers is similar. Markers may have default contextual ‘homes’ in the particular domains of discourse to which they point. For example, some markers point to an information state, others to an action structure, and still others to the organization of ideas. But this does not mean that they cannot extend their reach as different domains come into simultaneous play during a discourse or as the marker itself is metaphorically extended over time (Schiffrin (1987a: Chapter 10), Sweetser (1990) on see). 

Another similarity is that deictics and markers both vary along a scale of proximity and distance from a symbolic center (the unmarked version is the situation of speaking) in which the utterance is located. The proximal end of the axis for deictics is usually ‘me’ in the ‘here’ and ‘now’ of a physical world; the distal is ‘you/they,’ ‘there’ and ‘then.’ Proximity and distance can also be located in a textual world. The common opposition between local and global scope of markers (local includes adjacent utterances, global, distant utterances) mirrors the proximal/distal axis. 

It is quite possible that there are some default understandings of what counts as ‘close to’ or ‘distant from’ a ‘me’ in the ‘here’ and ‘now’ of a physical world (despite great cross cultural variation (Hanks 1993, Levinson 1983, etc.)), as well as comparable default parameters in a textual world. Yet speakers and hearers can nevertheless manipulate what they take to be proximal or distal in order to bring a broad range of entities into—or move them out of—their perspective. For example, the personal proximal pronoun we can index a small two person ‘with’ (Goffman 1971) or an entire nation. Similarly, the marker oh can index a change in information state evoked either by retrieval of a momentarily forgotten word or by the understanding of a new, long, and complex algorithm. In both physical and textual worlds, then, the problem of fixing the scope is the same.

Another similarity is that both traditional deictics and discourse markers can be treated not only as an open class that allows temporary members, but also as a class whose members vary in their degree of core or peripheral membership. For example, here is always a deictic, but he is not always a deictic; well is always a marker, but and is not always a marker. For some scholars, nouns like ‘neighbor’ have a deictic component, simply because it evokes someone who lives close to one’s home base. Likewise, North and South are orthogonally fixed to one another, but whether we drive North to get to Boston or South depends upon our starting point: is this deictic? Comparable questions can be asked about the expressions that are like markers (e.g. I think) in some dimensions, but not in others (Karkkainen (in press)). The variability in terms of core and peripheral status, then, suggests that both deictics and markers are porous: context can ‘leak’ into their meanings, their uses, and their functions in different degrees. 

Finally, viewing markers as indexicals provides a way of breaking down two of the key barriers in the definitional divide between markers and particles. First is the difference between displaying (markers) and creating (particles) meaning; second is whether markers (or particles) portray speaker stance and attitude. 

The term ‘marker’ often implies that a linguistic item is displaying an already existent meaning; the term ‘particle’ often implies that a meaning not otherwise available is being added into the discourse. Yet deictics have a more complex relationship with context than the one way path implied by either verb (‘display’ or ‘add’) used above: they select among possible coordinates and possible ‘centers’ (points of reference) for those coordinates. If I say, for example, I live here, the word ‘here’ doesn’t tell you exactly what ‘here’ I mean: the room, the house, the neighborhood, the city, the country. The specific ‘here’ depends on many factors, including what we have been talking about before. Nevertheless, the proximal meaning of ‘here’ does fix one coordinate: if you know where I am physically situated at the moment of speaking, you know that this place is located within the physical parameters of where I live. Notice, however, that this whole set of assumptions can be completely overridden if the deictic center shifts from the utterance to a map: I may say I live here when pointing to a city (or street, or country) on a map even if I am not physically situated at that place when speaking. 

Like deictics, discourse markers can also select contextual coordinates from a range of possibilities in their world—the text/contextual world—by shifting their center, i.e. their domain. The distal meaning of then can convey temporal succession across episodes in a narrative or succession of items in a list, both between adjacent utterances (local) or non-adjacent utterances (global), as well as between single utterance or multiple utterances. Describing the principles by which a speaker chooses, and a hearer interprets, those textual coordinates raises analytical problems parallel to the selection of a location in I live here. 

As noted above, markers—like deictics—can switch their ‘center.’ For example, different domains can serve as centers for production and interpretation of the same marker: so can mark a transition from a warrant (information state) or from a turn (exchange structure); okay can mark approval of an idea (participation framework) or agreement with a proposed activity (action structure). Rather than display or create meanings, then, it may be more accurate to say that, as indexicals, both deictics and markers select from a range of possible meanings that depend on the domain and its point of reference. Speakers use both deictics and markers to “display” their selection of a meaning from a possible range of meanings. Because the verbalization of that deictic/marker makes explicit what had previously been only one possibility from a range of possibilities, it can appear to be a newly added or “created” meaning.

Another parameter on which markers differ from particles concerns the reliance of the former on sequential units of discourse. Here I want to suggest that if we conceive of discourse as sequences of utterances, i.e. text/context pairings (Schiffrin 1994a: Chapter 2), then we can include not only relationships between units (e.g. actions, turns, propositions) that typically appear in sequences, but also relationships between aspects of text and context. For example, self and other are clearly part of a context: they can have relationships of solidarity, distance, and so on. The way a speaker is committed to (or detached from) a belief is a relationship between self and content of talk. Of course the self-other, and self-content relationships, are not sequentially organized parts of discourse.
 But once we realize the centrality of self, other, and content to text and context, what is said to be marked by particles—speaker/hearer alignment, stance—can be said instead to be marked as relationships between parts of a discourse. To do so requires recognizing self, other, and content as units of discourse—not utterances themselves, but certainly part of the context that creates an utterance—and thus open to the same indexical marking as other aspects of utterances. 
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Endnotes





� I use the core/marginal distinction—whose validity has been rightfully challenged by John Gumperz’ (1982) construct of contextualization cues—only in order to contrast features of language clearly tied to sentence structure from those that are not. Of course core and marginal meanings are both central to communication and pragmatic meaning.


� My initial use of ‘planes’ suggested to some readers different levels arranged in a hierarchy. To avoid this reading, I will speak here of ‘domains’ instead.


� The possibilities created by divergent or conflicting constraints are familiar to social scientists who use multivariate statistics to evaluate the relative weight of different independent variables (e.g. age, social class, gender, ethnicity) on a dependent variable (e.g. political affiliation). Quantitative sociolinguists have relied upon similar ways of thinking when analyzing phonological variation and the relative effects of factors culled from different aspects of the phonological environment. See Pons Bordería (this volume) who points out that the mulifunctionality of connectives makes it unlikely that a qualitative study could capture all the different ways that variables might be associated with one another. Although I will not pursue a statistical analysis here, the logic of the analysis is similar. 


� Two points. First, the race tracks are grouped by states (the upper level item): NJ is New Jersey, PA is Pennsylvania (the location of Anne and Kay), DE is Delaware, NY is New York. Second, I have assigned a dual status to the list-items in lines (i) and (l) because they are presented in one syntactic unit. Each is counted only once in TABLE 1.


� Schiffrin (1994a: 294- 6; 1994b) notes the interdependence between the use of markers in lists and other list-making devices that reveal set membership and core vs. peripheral categories (e.g. intonation, repetition, presentational sentences, syntactic parallels, ellipsis).


� I am grateful to the United States Holocaust Memorial Museum (Washington D.C.) for making this oral history available to me, as well as the National Alliance of Jewish Women (Cleveland Branch) for I am grateful to the United States Holocaust Memorial Museum (Washington D.C.) for making this oral history available to me, as well as the National Alliance of Jewish Women (Cleveland Branch) for interviewing Mrs. Beer and allowing USHMM to act as a national repository for the oral history. 


� The importance here of ‘occupation’ picks up the theme of husband’s occupation discussed earlier. I discuss this in more detail in a comparison among different openings of oral history interviews (Schiffrin, forthcoming).


� Although every list item in LIST (1) was a possible environment for and, this is not the case in LIST (2). For example, SON [X1BBA] and DAUGHTER [X1BAB] both dominated several subordinate list-items. But not all could be connected by and. In I have a daughter, who is twenty seven ((37), (38)), for example, a daughter is a subcategory of two children and twenty seven is a subcategory of daughter. But it is syntactically anomalous to conjoin a relative clause to its head noun phrase (*a daughter and who is twenty seven). Had the daughter’s age been presented in an independent clause (e.g. ‘she is twenty seven’) this would have been a discourse site for and, and I would have counted it as a non-occurrence of and. Thus, I only counted list-items that were syntactically compatible with and.  


� I will speak interchangeably of questions and requests here, since by the latter, I mean requests for information. See Schiffrin (1994a: Chapter 3) for relationships between these sometimes differentiated speech acts. 


� My ongoing research suggests that oral history interviews have three interrelated goals (autobiography, public commemoration, providing data for research) that can be best met by discourse whose sequential structure simultaneously contributes to overarching topics and themes.


� Fetzer and Meierkord (2002: 12) in their new collection on sequentiality, however, argue that even intentions can be sequentially ordered within discourse, simply because “intentions manifest themselves in the performance and interpretation of speech acts or communicative acts.”
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