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Abstract

When readers process a text, they establish a coherent representation by means of coherence relations. This article focuses on the cognitive status of these relations. In an experiment, using reading, verification and free recall tasks, two crucial aspects of the structure of expository texts were investigated: The type of coherence relation between segments (Problem-Solution versus List) and the linguistic marking of the relations by means of signalling phrases (implicit versus explicit). Both factors affected text processing. Problem-Solution relations lead to faster processing, better verification and superior recall. Explicit marking of the relations resulted in faster processing, but did not affect recall. We conclude that the processing of a text segment depends on the relation it has with preceding segments. The relational marker has an effect during on-line processing, but its influence decreases over time. This contrasts with the effect of the coherence relation, which is also manifest in the recall.

Coherence and coherence relations

When readers have succesfully comprehended a text, they have constructed a representation of the information. A crucial property of this cognitive text representation is that it is coherent (see, among others, Gernsbacher & Givón, 1995; Graesser, Millis & Zwaan, 1997; Noordman & Vonk, 1997). Readers establish coherence by relating the different information units in the text. The notion of coherence has a prominent place in both (text-)linguistic and psycholinguistic theories of text and discourse. In the area of text processing, the notion of coherence and its effect on learning and memory has been the subject of much recent research (see for instance Britton & Gülgoz, 1991; McNamara & Kintsch, 1996), that has clarified important issues like the relationship between coherence and reader's knowledge. However illuminating these studies, they do not provide much insight in the exact role of coherence itself. Both Britton & Gülgoz (1991) and McNamara & Kintsch (1996) varied the coherence of passages by manipulating many different textual aspects of coherence at the same time, such as adding elaborative information, identification of anaphoric references, and even supplying background information. As a result, previous research has often conflated coherence per se and various other textual aspects that potential influence coherence. The goal of this study is to isolate the contribution of coherence to text processing. 

We focus on two specific aspects of coherence: the nature of the relation that exists between text segments, and the way in which this relationship is made explicit in the text. These aspects are selected because they are both constitutive characteristics of discourse. Discourse shows coherence. To explain for discourse coherence, we adopt the notion of coherence relation as a starting point. According to many theories of discourse connectedness, coherence relations account for the coherence in the cognitive text representation (cf. Hobbs, 1979; Mann & Thompson, 1986; Sanders, Spooren & Noordman, 1992, 1993). Coherence relations are meaning relations which connect two text segments (i.e. minimally clauses). Examples are relations like Cause-Consequence, List and Problem-Solution. These relations are conceptual and they can, but need not, be made explicit by linguistic markers. Coherence relations have received various other names in the literature: Rhetorical predicates (Grimes, 1975; Meyer, 1975), relational propositions or rhetorical relations (Mann & Thompson, 1986, 1988). Following Hobbs (1979) we have adopted the term coherence relations (Sanders et al., 1992) because the essential property of these relations is that they establish coherence in the cognitive representation language users have or make of a discourse.

The relation between the two sentences in example (1), for instance, is that of Claim-Argument: The second sentence is an argument for the claim in the first. This relation could be marked by a connective like for, because or since. The coherence relation in (2) is Problem-Solution. It could be made explicit by a signalling phrase like There is a solution for this problem:.... The segments of (3) are connected by a List relation, which could be linguistically marked by means of In addition, or Also,.

(1)
It must be a buzzard. It is soaring high in the air. 

(2)
It has been dangerous to cross that street for years. The city council has now decided to build a subway for pedestrians.

(3)
The city council has decided to build a subway for pedestrians. New traffic lights will be installed nearby.

In this paper we investigate the role of coherence relations in text processing. There is some controversy on the issue of the cognitive relevance of coherence relations. Some researchers claim that coherence relations are merely analytic tools, which are useful to describe text structure, but that they should not be given a psychological interpretation (Grosz and Sidner, 1986). Others (Hobbs, 1979, 1983, 1990; Mann & Thompson, 1986; Sanders et al., 1992, 1993) hypothesize that coherence relations should be considered as cognitive entities. In this view, constructing a coherent representation of a text requires that coherence relations can be established between text segments, or rather between the representations readers have of text segments.

If coherence relations indeed play a crucial role in text understanding, this should become manifest in text processing in at least two ways. First, it can be expected that the very nature of the coherence relation should affect text processing, i.e. different relations (Claim-Argument, Problem-Solution, List, see (1)-(3)) must result in different representations. For instance, in a cognitive account of coherence relations (Sanders et.al., 1992, 1993) causal relations presuppose additive relations and are therefore more complex than additive relations. Second, one may expect that linguistic marking of coherence relations influences processing. 

However plausible these two expectations, and however attractive the cognitive interpretation of coherence relations in general, the existing empirical work hardly provides sufficient support for this stance. As the overview of the experimental literature presented below shows, many questions are left unanswered, especially with regard to the processing of expository (as opposed to narrative) text. We explicitly focus on expository text here, because we believe the bias for (simple) narratives threatens to be a problem for discourse processing theory; simple narratives and stories have a very peculiar structure, which is not very complex and quite stereotypical. These narratives rely on a large amount of experiental background world knowledge to flesh out the meaning representation, whereas expository text usually describes new information that the reader does not know about. For expository text, readers rely less on their knowledge of stereotypical stories, and as a result, expository texts better reflect the influence of text characteristics to guide the construction of a meaning representation. The need to move away from the predominant concern with narrative text has been repeatedly urged (see, among many others, Britton & Black, 1985; Van Dijk & Kintsch, 1983; Voss & Bisanz 1985).

In sum, the present study aims at clarifying the role of two crucial aspects of text structure in the processing of expository text. First, we want to investigate whether the processing of the information depends on the type of coherence relation (e.g. causal versus additive or contrastive). Second, we are interested in the way in which linguistic marking of relations influences processing.

The processing of coherence relations

In the literature, there is some evidence for the idea that coherence relations affect text processing. Several studies suggest a processing difference between causal and non-causal relations. For instance, causally related events in short narratives are recalled better (Black & Bern, 1981; Trabasso & Van den Broek, 1985; Trabasso & Sperry, 1986). Keenan, Baillet and Brown (1984) and Myers, Shinjo and Duffy (1987) demonstrated that the effect of causal connectedness on memory for sentences is greatest for moderate levels of causality. Also, causally related sentences are read faster (Haberlandt & Bingham, 1978), and the reading time decreases when the causality increases (Keenan et al., 1984, Myers et al., 1987).

Fewer studies exist for expository text. One example is a study by Meyer and Freedle (1984), who used a quite different paradigm. They claimed that differences exist in the amount of organizational components of different types of text structure. The better organi​zed types are Comparison, Causation and Problem-Solution, whereas Collection is a weaker organized type. These structure types are rather similar to the often distinguished types of coherence relations, see Sanders (1992). In a free recall experiment, Meyer and Freedle expected readers to reproduce more information from better organized types than from less organized ones. The results show that recall of the Causation and Comparison passages was indeed superior to the recall of the Collection passage. 

However, the construction of the experimental material in the Meyer and Freedle study is problematic. The authors aim was to manipulate the text structure independently of its content. Closer study of the experimental texts shows how difficult it is to do that. First, the content was not fully identical over the four passages, as Meyer & Freedle (1984, p. 127), state themselves. Second, and more importantly, the manipulation of the structure without varying the content leads to ill-formed texts in some cases, i.e. when the type of content did not match the type of rhetorical structure. This problem was acknowledged by Horowitz (1987), who replicated the Meyer and Freedle study with (improved) written texts. Interestingly, she found no main effect for the different structure types.  

Clearly, these results are only suggestive, they do not prove that the ill-formedness of the texts explains for all results; another explanation is that an interaction exists of text structure with readers verbal ability. Results from studies in the same paradigm (see Meyer, Young & Bartlett, 1989) suggest that the discourse type effect does not affect all readers. Readers showing average verbal ability, for instance, do not seem to be influenced by different types of structure, and it is plausible that more readers with average ability participated in the Horowitz study than in the Meyer and Freedle study.

In another group of studies, the influence of the different types of relations on text processing is studied by adding a connective like because or and to unrelated sentences, hereby `forcing' readers to infer a causal or an additive relation. Caron, Micko and Thüring (1988) showed that unrelated sentences connected by because (see 4) were recalled better than the same sentences connected by and. 

(4)
a. The priest was able to build the new church.

   
b. The computer had made a serious error.

According to the authors, this finding suggests a processing advantage of causally related segments. Millis, Graesser and Haberlandt (1993) also varied the connectives between sentences to construct four different passages, which actually varied in the relation that connected the segments. Working with expository passages, they found that causal connectives (i.e. relations) did not improve memory for expository text, and even that ``the recall for passages without connectives was higher than the recall for passages with connectives''. 

In conclusion, results of experimental studies do not provide a clear picture of the role of coherence relations in text processing. Furthermore, the overview suggests that it is difficult to investigate relation or structure in a succesful and independent way, avoiding the use of ill-formed texts (what Graesser et al., 1997, call ``textoids'').

Linguistic marking of relations 

The role of linguistic marking of text structure is not undisputed in the literature. Several studies investigate the influence of ``signaling'': ``a non-content aspect of prose which gives emphasis to certain aspects of the semantic content or points out aspects of the structure of the content'' (Meyer, 1975, p. 77). It is hypothesized that signaling helps readers interpreting the text and that it would improve recall of textual information. Contrary to her predictions, Meyer (1975) found that different kinds of signaling of relations in an expository text (i.e. connectives and lexical markers of relations, but also ``pointer words'' like More importantly...) did not affect readers free immediate and delayed recall. Meyer, Brandt and Bluth (1980) did find an effect of signaling on recall: readers of explicit text versions more often reproduced the structure of the original text. One explanation for these different outcomes is that the effect of signaling depends on the exact task. Rickards, Fajen, Sullivan and Gillespie (1997) found no signaling effects when participants just listened to passages, but they did find an effect when participants were ``forced'' to process information more deeply in a task in which they had to take notes while listening. In addition, their results suggest that there is an interaction with readers verbal skills: there was no signaling effect on high ability readers.

However, a more far-reaching interpretation of the results of the Meyer et.al. (1980) study is that it concerns a literal reproduction effect. Since the protocols were analyzed with respect to the verbatim recall, this effect may only be a literal reproduction effect of the signals in the original text: Subjects used the exact same (signaling) words in their reproductions. This is the more likely because the effect was found in a recall task, immediately after the reading of the passage. In a delayed recall task, a week after the reading of the text, the effect had partly disappeared. 

The effect of signals on on-line text processing was investigated by Britton, Glynn, Meyer and Penland (1982) in a secondary-task technique. No effect of signaling was found on the amount of information readers recalled in a free recall task. Yet, linguistic marking did lead to a faster average secondary task reaction time. Britton et.al. conclude that a marked version requires less cognitive processing capacity than the implicit version. Readers are supposed to have less trouble in inferring the relations between ideas when the signals are present. When there are no signals in a text, readers have to infer the relations between idea units to construct an adequate representation. As these inferences use cognitive capacity, readers need more time to react to a secondary task.

The results of Britton et. al. suggest that relational markers guide the construction of the text representation, because they provide explicit information about the relations between segments. This hypothesis was tested by Haberlandt (1982). He used a reading time paradigm to investigate the on-line effect of linguistic markers. The presence of connectives like however was varied. The results showed that target sentences with connectives were read faster than those without connectives. The question is, however, whether the information that is processed faster is understood equally well. It may be the case that the quicker the information is processed, the less completely it is processed. Since no off-line data are presented, this question cannot be answered. 

Millis and Just (1994) investigated the influence of connectives like because immediately after reading the sentence. After participants had read two clauses that were either linked or not linked by a connective, they judged whether a probe word had been mentioned in one of the clauses. The recognition time to probes from the first clause was consistently faster when the clauses were linked by a connective. The presence of the connective also led to faster and more accurate responses to comprehension questions. These results suggest that the connective does influence the representation immediately after reading.

Deaton and Gernsbacher (in press) combined on-line and off-line measures to investigate readers' use of because. They found that two causally related clauses connected by because were read more rapidly than when they were presented without the conjuction. When the clauses were conjoined by because, the second clauses were also recalled more frequently in a prompted recall test.

In sum, on-line data suggest that the presence of linguistic markers facilitates processing (Haberlandt, 1982; Britton et.al., 1982). Data concerning text recall seem rather inconsistent: sometimes linguistic markers give rise to better structure in free recall (Meyer et.al., 1980), to faster and more accurate reactions on a probe task, to faster and more accurate responses to comprehension questions (Millis & Just, 1994), and to better recall in a prompted recall task (Deaton & Gernsbacher, in press), but they do not lead to more information recalled (Meyer, 1975; Britton et.al. 1982). This picture of the influence of relational markers on text processing is not clarified by two recent studies (Murray, 1995; Golding, Millis, Hauselt and Sego, 1995) in which connectives and different types of relations were investigated in very short narratives (i.e. two sentences), which were relatively unnatural, as Golding et al. (1995, p. 141) state themselves. 

In this study, we want to elucidate the role of linguistic markers and coherence relations. Therefore, we have investigated both variables in one factorial design. Moreover, we gathered both on-line and off-line data, and we used carefully designed and relatively long non-narrative experimental texts. As stated before, we focus on expository text, because this text type better reflects the influence of text characteristics to guide the construction of a meaning representation. 

In order to trace the influence of relations and markers on different stages of the process of text understanding, we used three different experimental tasks. First, participants read texts on a computer screen and reading times per sentence were collected. Second, as soon as participants had read the text, they were asked to verify statements regarding the text. Third, after they had read the text, participants were given a free recall task. 

The reading experiment 

In this study coherence relation and linguistic marking were the independent variables. To manipulate the type of coherence relation, without creating ill-formed texts, we embedded a particular sentence in two different texts in such a way that it resulted in two different coherence relations between the sentence and its preceding context. In one text the relation between that sentence and its preceding context was a Problem-Solution relation. In the other text the very same sentence was related to the preceding context by a List relation. The coherence relations Problem-Solution and List were selected for the following reasons. First, they differ in a crucial semantic characteristic: Problem-Solution is a causal relation, whereas List is a typical additive relation. Second, Problem-Solution structures are often considered `strongly organizing' (Meyer & Freedle, 1984; Horowitz, 1987) relations, whereas List relations are generally regarded as one of the `weakest' connections between two segments (Meyer & Freedle, 1984; Horowitz, 1987; Polanyi, 1988). 

An example of a Problem-Solution was already presented in (2), (5) is another one. The previously mentioned example (3) illustrates a List relation, as does (6). 

(5)
The spoonbill is now threatened in its continued existence in the Netherlands. The Society for the Protection of birds has taken protective measures. 

(6)
A robin is a singing-bird. Robins live in woods. They usually have 3 to 4 eggs.

Problem-Solution is a rather complex relation (Hoey, 1983, 1986; Hoey & Winter, 1986; Sanders et al., 1993), consisting of a negatively evaluated situation (the Problem) that leads to an action undertaken to take away this negatively evaluated situation. This action results in a new situation that is evaluated positively. Problem-Solution is a typical causal relation, as is illustrated by the following paraphrase of (5): ``Because sentence 1, sentence 2'' or: `` Sentence 1. Therefore, sentence 2.''
 List is a typical additive relation. In (6) different aspects of the life of the robin are listed. The relation can be made explicit by the connective and. 

The other factor that was manipulated was whether the coherence relation was linguistically marked or not. Linguistic markers may be used to explicitly indicate the coherence relation that holds between the segments. For Problem-Solution, the markers are connectives like because, therefore, and lexical signaling devices like The problem is..., The solution is..., to prevent that... (see also Hoey, 1979, 1983; Meyer, 1975). For List, they are connectives like and, also, next, furthermore and lexical signaling devices like In addition,... Another aspect is..., That is not all, Other things can be added to this. A number of hypotheses were tested with respect to both the role of coherence relation and their linguistic markers.

Coherence relations concern the process of constructing a text representation as well as the nature of the resulting representation. With respect to the resulting representation, it is expected that Problem-Solution structures cause a stronger link in the representation than List structures.  Therefore, participants will verify a statement that is connected to the previous discourse by means of a Problem-Solution relation faster and make fewer mistakes than when that statement is connected to the previous discourse by means of a List relation. Also, the target sentence will be reproduced more often when participants have read it in a Problem-Solution structure rather than in a List relation.

With respect to the on-line reading process, one may argue in two different directions. If we assume that readers use a strategy to build a ``rich'' representation, they will first try to link segments with a causal relation, and as a result, it will take less time to process a Problem-Solution relation than a List relation. This same hypothesis can also be based on a top-down argument (cf Meyer, 1985): elements in the Problem segment lead the reader to expect a text continuation with a Solution and therefore the Solution sentence will be processed faster, especially since such expectations do not exist for List relations. On the other hand, it might be expected that the Problem-Solution relation leads to slower processing because it is more informative (it contains more information) than the List relation is; after all, causal relations presuppose additive relations.

We expected linguistic markers to influence the on-line construction of the representation, but once the representation has been constructed,  they do not play a role anymore, e.g. in recall. Linguistic marking facilitates the interpretation of the coherence relation intended by the writer, since the marker makes the coherence relation between the text segments explicit. Consequently, the target sentence will be processed faster when it is preceded by a linguistic marker than when the relation is left implicit. Linguistic marking is expected not to result in a different representation, since implicit and explicit conditions lead to a similar representation. Hence, no differences are expected for recall. 

The hypothesis that the influence of the relational markers is restricted to the encoding process and does not affect retrieval should possibly be qualified given the results by Millis and Just (1994) and Deaton and Gernsbacher (in press). They found an effect of linguistic marking on verification immediately after reading the sentence, suggesting that the linguistic marker may affect the encoding of the target sentence in such a way that it is initially more available. Hence, it is possible that the linguistic marking has an effect on the verification accuracy and verification time immediately after reading.

Method

Materials

Twenty-four expository texts were constructed. Of each text four versions were constructed by manipulating the coherence relation and the linguistic marker. The four versions had identical target sentences. Texts (7) and (8) are examples of two versions of one experimental text, translated from Dutch; the original Dutch versions are included in the Appendix A. In text (7) the target sentence is related to the preceding context by a Problem-Solution relation, in text (8) by a List relation. In each text, there was one target sentence. 

Because we wanted to compare the reading times of fully identical target sentences, the linguistic markers were expressed as a full sentence. In the explicit text versions these marking sentences immediately preceded the target sentence. In the implicit versions the marking sentences were not included. 

In the Problem-Solution version, the marking sentences contained a connective or a lexical signaling element expressing the causal relation between the Problem and the Solution. The marking sentences made the coherence relation explicit without giving any content information, see example (9). When content information could not be avoided, the marking sentences contained either content information repeated from the preceding context, see example (10), or content information that was not relevant to the target sentence.

(7)
Another inhabitant of Veendam was killed in a traffic accident yesterday. The man crossed the street and was hit by a truck. For years the people of Veendam have now been campaigning to reduce the annoyance caused by the traffic in their town. This annoyance is caused especially by freight-traffic that passes through the heart of the town. Because of the heavy traffic, crossing the street has become very dangerous.

(Target sentence:)

The construction of a subway in the centre of Veendam will begin next year. 

This was decided at a meeting of the city council. When the subway is finished, pedestrians and cyclists will be able to cross the road safely.

(8)
The traffic in the region of East-Groningen will be having trouble the next year because of road construction. Especially in Veendam and its surroundings road construction will be going on. A new local road will be constructed between the towns of Stadskanaal and Veendam. The exit of the highway between Groningen and the German border, on the east of Veendam, will be re-asphalted in spring.

(Target sentence:)

The construction of a subway in the centre of Veendam will begin next year. 

This was decided at a meeting of the city council. When the subway is finished, pedestrians and cyclists will be able to cross the road safely.

Sentences (9) and (10) present the markers for texts (7) (Problem-Solution) and (8) (List) respectively.

(9)
A solution is in sight now.

(10)
A third project is situated nearby.

In all cases the manipulated relations were embedded in a text. Text length varied from 5 to 15 sentences. All texts started with an introduction and ended with a ``closing sentence''.

Text materials were constructed by a team of advanced students of Discourse Studies and researchers, who critized and revised each other's texts in different stages of the text construction process. In particular, it was taken care that the relations were expressed in a textually plausible and natural way, so as to avoid differences in readability between experimental conditions. The quality of the (pre)final versions of the texts was judged by a panel of three independent judges who are experts in written composition. They were unfamiliar with the aim of the experiment. Experimental texts were based on newspaper articles (in the Problem-Solution relation). The texts dealt with topics that did not require specific knowledge. Controversial topics were avoided. 

The text length preceding the target sentence was approximately the same across the four text versions and the text following the target sentence was identical across versions. Differences in length between versions did not exceed one sentence. The average length of the (implicit) Problem-Solution texts was 144 words, that of the (implicit) List texts 151 words. 

Special care was taken to prevent other properties of the text from varying systematically with the factors manipulated in the experiment. Since the processing of a word is speeded up if it is preceded by the same word earlier in the text (Hayes-Roth & Hayes-Roth, 1977), or by a semantically related word (McKoon & Ratcliff, 1989), differences in lexical overlap and semantic overlap between the conditions were avoided. All experimental texts were designed in such a way that the information in the target sentences was equally ``given'' (Chafe, 1976; Clark & Haviland, 1977) across the four versions of a text. Consider the target sentence of text (7), which was divided into five information elements that roughly corresponded to major constituents. In (11)D, the original Dutch sentence, they are separated by slashes. (11)E is a literal translation, following Dutch word order.

(11)D
In het centrum / van Veendam / wordt begonnen / volgend jaar / met de aanleg van een tunnel.

(11)E
In the centre / of Veendam / will begin / next year / the construction of a subway.

In both the Problem-Solution and the List version ``Veendam'' is given, and mentioned twice in the preceding context. As a rule, these kinds of topic-related words occurred equally frequently in the pre-target text of both versions. In cases in which this was not possible the texts were designed in such a way that there was a ``trade-off'' in new information between the versions. In the case of (7) and (8) the elements ``the centre of'' is preceded by a synomym ``through the city'' in the Problem-Solution text and the elements ``next year'' and ``subway'' are preceded by the semantically related words ``the coming year'' and ``traffic connections'' in the List text.

The given-new analysis of all texts showed that the number of concepts of the target sentence that were mentioned earlier in the preceding text was almost identical in the two  conditions. In Problem-Solution texts 32.2 % of the concepts in the target sentence was mentioned before and for the List texts 34.4 %.

Four experimental lists were constructed. Each list consisted of 24 texts, 12 Problem-Solution and 12 List; of each group six were marked and six were unmarked. Across the lists, each experimental text occurred in a different version. The four experimental lists counterbalanced the assignment of coherence relations and marking across texts. Four clearly identifiable texts were selected for the recall procedure. Each list was presented to 17 participants. 

One of three statements participants had to verify after they had read a text was identical to the target sentence and therefore correct. For each text there were two other statements. These could be true or false. The number of true statements in an experimental list was identical to the number of false statements.

Procedure

Participants were run individually in a session that lasted approximately 45 minutes. The session consisted of four parts. After being instructed, participants first read three practice texts, followed by twelve experimental texts, three in each experimental condition. Each text was directly followed by the three verification statements. In the second part, participants were asked to write down everything they could remember of one of the twelve texts. This text was identified by a few cue words on the screen. In the case of text (7) these were the words  verkeersoverlast (``annoyance caused by traffic'') and Veendam. In the case of (8) these were verkeersverbindingen (``road connections'') and de omgeving van Veendam (``the surroundings of Veendam'').

After a short break the third part started: participants read the other twelve texts and verified the accompanying statements. In the fourth part they were asked to write down everything they could recall from three texts they had read. Again, the texts were identified by cue words. Each of the four texts that had to be recalled was presented in each of the four experimental conditions, each time to a different group of participants. The groups of participants were assigned to the texts by means of a Latin square design.

The texts were presented one sentence at the time on a computer controlled display. Each new sentence was presented on the display at the moment the participant pressed a button on a response panel. Each time a new sentence was presented on the screen, the previous sentence was immediately erased. The sentences were presented at the same place on the screen. The reading time per sentence was measured. The reading time was defined as the time from the onset of the sentence on the screen until the participant pressed the button. 

Each text was preceded by the words NIEUWE TEKST (``NEW TEXT'') that was displayed for 1.5 s. These words were then automatically replaced by an asterisk, displayed at the place on the screen were the sentences of the text were to appear. When participants were ready to start reading, they pressed the response button and the asterisk was replaced by the first sentence of a text. After the last sentence of a text was read, the word BEWERINGEN (``STATEMENTS'') was displayed for 2 s. followed by the first statement. Participants were instructed to indicate whether the statements were correct or incorrect according to the text by pressing the corresponding button on the response panel. When they pressed a button, the next statement appeared on the screen. The verification time was measured from the onset of the statement until the participant pressed the button. The target statement was always presented as the second one.

Participants were instructed to read the texts carefully, but at the same time as fast as they could. They were told that when they had finished reading a text, they had to verify statements with respect to the text. They were also told that they had to do another comprehension task for a number of texts, after they had finished reading. 

Participants

Participants were 68 students of Utrecht University. They were paid for their participation. Nine participants were excluded from the data analysis. Two of them made more than 30% errors on the verification task. Seven others were removed because their average reading time per sentence exceeded the average reading time per sentence for all participants by more than 2 SD; this was partly due to disturbing exterior influences. Reading times exceeding 2 SD from the mean computed both over participants and over items were dropped from the analysis. These scores (around 1,5 % of the data) were replaced by estimations based on the grand mean, the participant's and item's mean. 

Results

Data consisted of reading times per sentence, verifications (both latencies and the amount of correctly verified statements) and recall scores. Two analyses of variance were carried out on the reading times and on the verification data, with participants (F1) and texts (F2) as the random factors respectively. Coherence relation and Linguistic marking were within factors. Participant group, with four levels corresponding to a group of participants who received a list of texts, was a between factor in the F1-analysis, and Text group with four levels corresponding to a group of texts that was presented to the same participants was a between factor in the F2-analysis. The experimental results are summarized in Table 1. 


=== INSERT TABLE 1 ABOUT HERE  ===

Reading times

There was an effect of Coherence relation; the mean for Problem-Solution-relations was 4402 ms, as opposed to 4952 for List relations (F1 (1,55) = 36.32, MSe = 469157, p < .001; F2 (1,20) = 45.53, MSe = 153456, p < .001). There was an effect of linguistic marking as well: the mean reading time in the unmarked condition was 307 ms longer than in the marked condition (F1 (1,55) =  20.38, MSe = 338281, p < .001; F2 (1,20) =  9.00, MSe = 314151, p < .05). No interaction was found between coherence relation and linguistic marking (F1 < 1).

Verification of statements

The analyses of variance carried out for the verification data were similar to the ones carried out for the reading times. The overall score for correctly verified statements of the participants included in the analysis was 90.5 %. Coherence relation affected the number of correctly verified statements. A proportion of .92 were verified correctly in the Problem-Solution texts, against .89 in the List texts, (F1 (1,55) =  45.53, MSe = .025, p < .001; F2 (1,20) =  5.94, MSe = .032, p < .05). There was an effect of relation on the laten​cies of the correct verifications; the means of the conditions differed 210 ms  (F1 (1,55) =  5.59, MSe = 407773, p < .05; F2 (1,20) =  45.53, MSe = 153456, p < .001). 

In addition, linguistic marking appeared to influence verification latencies (F1 (1,55) =  5.45, MSe = 266651, p < .05; F2 (1,20) =  9.00, MSe = 314151, p < .05). This effect is restricted to the Problem-Solution relations.  Linguistic marking did not affect the number of correct verifications (F < 1). There were no interaction effects for Coherence relation with Linguistic marking.

Recall

Recall protocols were analyzed with respect to the quantity and the quality of information from the target sentence reproduced by the participants. We used an analytic procedure that was tested earlier in a similar experiment (Sanders, 1992; the examples below are also taken from that study.) By way of illustration consider (12), the recall protocol of a participant that had read a marked Problem-Solution version of text (7) (See Appendix for the Dutch original of the protocol). 

(12)
Yesterday a man was killed in a traffic accident in Veendam. The man crossed the street and was hit by a truck. Inhabitants of Veendam have been complaining for years about the annoyance caused primarily by freight traffic that passes through the centre of Veendam. The city council has decided that a subway will be built next year in the centre of Veendam, so that cyclists and pedestrians can cross the subway undisturbedly.

The recall protocols were analyzed to determine the amount of information reproduced from the target sentence. All target sentences were divided into information elements, as illustrated in (11) above.

The analysis was confined to the sentence or sentences in which the target sentence information was reproduced. For each element in the target sentences it was determined whether it was present in the reproduction or not. A score of 2 was assigned to an element if it was literally reproduced. A score of 1 was given when an element was mentioned that approximately corresponded to the original element; otherwise a score of 0 was given.

In (12), the fourth sentence is the one identified as corresponding to the target sentence in the original text; see (11). All elements in the target sentence are present and all but one element are reproduced completely. The recall of the information element wordt begonnen (``will begin'') as zal gebouwd worden (``will be built'') received a score of 1 as the reproduction does not have exactly the same meaning. For this participant the recall score for this text was 9. The maximum score in the recall tests differed for each of the four texts. Therefore, the scores are expressed in proportion to the maximum score of each experimental text. Table 1 presents the average proportion for the subjects. Recall protocols were scored by five analysts. Each protocol was judged by two analysts. Analysts agreed in 96.4 % of the cases. 

In the qualitative recall analysis it was determined whether the relation type of the reproduced target information with its preceding context was preserved in the recall. A score of 1 was assigned when the relation was identical to the original text and a score of 0 otherwise. In addition, it was determined whether the Problem-Solution and List relations were linguistically marked (score 1) or not (score 0) in the protocols. 

To illustrate this qualitative analysis, consider (12) again. A negatively evaluated situation (Problem) is described, followed by an action that remedies that situation (Solution). The relation between Problem and Solution segment can be paraphrased with the conjunction therefore. Also, the second causal relation (between the action and the positively evaluated situation) is explicitly realized in the final clause of the recall protocol, and marked by the conjunction zodat (``so that''). From all this it is concluded that a Problem-Solution structure can be identified in the reproduction. This corresponds to the structure of the original text, which is why a score of 1 was given for the relation. As the linguistic marking of the causal relation between Problem and Solution is absent in the reproduction, the score for linguistic marking is zero. Examples of linguistic markers are: Er komt nu een oplossing (``Now a solution is at hand'') and Bovendien (``Moreover''). 

The results of the quantitative analysis are shown in table 1 (``reproduced information''). The results of the qualitative analyses are presented in the rows ``Appropriate marking'' and ``Identical coherence relation'' of Table 1. Again, there was an effect of coherence relation. More information was recalled when target sentences occurred in a Problem-Solution structure, than when they appeared in a List relation. The overall mean proportion is .59 for Problem-Solution, versus .46 for List (F (1,58) = 13.38, MSe = 20.34, p < .001). This higher amount of reproduced information for Problem-Solution was found for each text separately. 

Linguistic marking does not affect the amount of information reproduced (F (1,58) = 1.49, n.s.). The frequency of the linguistic markers in the protocols is neither influenced by coherence relations (F (1,58) =  1.35, n.s), nor by linguistic marking of the target sentences. 

Discussion

The most important finding in the experiment is that a text segment is processed faster when it is connected by a Problem-Solution structure than when it is connected by a List relation. At the same time this segment is verified faster and more accurately in the Problem-Solution context. In addition, it is recalled more often and participants more often use the same coherence relation to relate the information in the target sentence to the rest of the recall. These findings lead to the conclusion that different coherence relations are processed differently. Readers use less time to process a segment connected in a Problem-Solution structure, but they are nevertheless able to make an adequate representation of it, to verify it more accurately and to reproduce it even better than a List structure.

The experimental results are also informative about the role of linguistic markers. It appeared that markers expressing the relation between a text segment and the preceding context lead to the faster processing of that segment. In addition, this experiment shows that the faster processing of information following a linguistic marker does not negatively affect its reproduction, i.e. the target sentences were not reproduced less often nor connected in another coherence relation with the rest of the text in participants' recall.

General discussion

In this paper we have investigated the effect on text processing of two aspects of coherence and text structure: the type of relation that connects text segments at the discourse level, and the linguistic marking of such relations. Below we interpret the most important findings, compare them to results from earlier research and discuss the theoretical embedding. We close off with a discussion of implications for further research on coherence. 

Relation type affects processing

It can be concluded from the experiment that the processing of a particular tex​t segment depends on the type of coherence relation of the segment with the preceding text​. This was demon​strated by the faster processing and better recall of the causal Problem-Solution relations than the additive List relations. Before we go into further detail on the explanation of this effect, let us first consider a possible alternative explanation for the finding as such. Such an alternative view might be that the relation effect is not caused by the type of coherence relation, but rather by hierarchical differences in the text structure, that is, the target-sentence is more important in the Problem-Solution structure than it is in the List version. And indeed, to a certain extent, the meaning of the relation is confounded with the importance of the segments; in a Problem-Solution structure the target-sentence is the one and only solution in the text, whereas in the List text it is one of several elements by definition. In this sense, one might argue that we could be dealing with a levels effect: identical information is recalled better and processed differently when it is structurally more important (of a higher ``level'') than when it is structurally less important. However, a levels effect explanation cannot possibly account for the reading time data, because it predicts longer reading times for the target-sentence in the important condition, in this case the Problem-Solution text (cf. Cirilo & Foss, 1980; Britton, Muth & Glynn, 1986; Just & Carpenter, 1980). Exactly the opposite was found in this experiment.

How, then, should the relation effect on reading times be accounted for? After all, a causal relation is more informative than an additive relation; in fact, it presupposes an additive relation (Sanders et.al, 1992). Thus, a theory that simply relates the processing time to the amount of information to be processed leads to the wrong predictions. In our view, the results should be explained by the interaction between the information in the text and the reader. Given this starting point, there are two possible explanations.

The first one stresses the special status of causal relations, as is done in many models of discourse processing (Graesser, Singer & Trabasso, 1994; Van den Broek, 1990). Text understanding is considered to be a process in which the reader seeks to relate events to their causes. Therefore, the reader has a preference for detecting meaningful explanations, i.e. causal relations. In other words, readers are considered to use a strategy to construct a highly connected representation. Since causal relations are more strongly connecting than additive relations, this strategy leads to a preference for causal over additive relations. The reader will only arrive at an additive relation if no causal relation can be established. 

The second explanation is a top-down one, which considers text processing as process largely influenced by readers schematic knowledge. Knowledge of text structure is considered one type of schematic knowledge (cf. Van Dijk & Kintsch, 1983). The structure of the text under consideration triggers expectations regarding the text passages yet to come. In this case, the description of a problem would trigger the expectation for a solution, whereas no such expectations (or weaker expectations) are aroused for additively connected statements (cf. Meyer & Freedle, 1984 and Meyer, 1985).

The effect of the type of coherence relation on verification and recall shows that once the relation is established in the representation, causal relations are more easily accessed and reproduced. This confirms the special status of causal relations in text processing, as well as the intuition that they connect ``more strongly'' than additive relations do. 

The influence of linguistic markers

A second conclusion is that linguistic markers facilitate the encoding of the coherence relation between two text segments. A marker leads to faster processing of the subsequent segment. But to what extent does a marker play a role in the representation a reader has made once the text has been read? The recall of the marked text versions did not contain more linguistic markers than the recall of the unmarked versions. Similarly, the recall of the marked versions did not contain more relations that were identical to the relation in the target sentence than the recall of the unmarked versions. So, the linguistic marking does not play a role in recall. However, if we look at the verification data, which concern the representation immediately after reading, there is an effect of the linguistic marker. This finding is quite similar to the effect Millis & Just (1994) found for the influence of because. 

Hence, it can be concluded that the relational marker has an effect during on-line processing, but that its influence decreases over time. This contrasts with the effect of the coherence relation, which is also manifest in the recall. This contrast is similar to another frequently observed finding in language comprehension: initially a reader or listener constructs the surface representation of a sentence, but after a short time interval only the meaning or gist of the message is retained. Sachs (1967) found this effect for the form and meaning of sentences which participants had to identify as identical or different. Since the surface code gradually disappears over time, this explains why we did not find an effect of linguistic markers on recall, whereas Deaton and Gernsbacher did find an effect on prompted recall. In the latter study readers performed the recall task immediately after reading the two causally related sentences. In our case, readers read several other texts and did several verification tasks before they were given a recall task.

Further research is needed to find out how long the effect of the surface cues on recall and recognition is manifest. The similarity between the recognition observations, like the one by Sachs, and the verification phenomena, as in the present study, is that the effect of the surface representation is only short lived. At the same time, however, the effects reflect quite different processes. The results in Sachs’ experiment showed that the coding of the sentences changes over time; initially the surface characteristics are available, but no longer after a time delay. The present study shows how the coding of the target sentence depends on the presence of a preceding linguistic marker, and how the effect of the relational markers changes over time. The results can best be interpreted as an encoding effect. The linguistic marker facilitates the appropriate encoding of the coherence relation, with the result that, initially, the relational information is more available. In the unmarked condition the coherence relation is established as well, but there it requires more time to establish the relation, because it has to be derived on the basis of the content of the clauses without being facilitated by the marker. After a longer delay, the advantage of the linguistic marking on the encoding has disappeared. By contrast, the relational information itself is equally available in the marked and unmarked condition. This is confirmed by the recall data: there is no difference between the marked and unmarked condition with respect to the recall of the relation expressed in the target sentence.

Because this lack of difference in recall is in fact a null effect, we should still consider the possibility that the recall task used here was not sensitive enough for possible differences between conditions, also because recall could be influenced by the verification task, in which participants partly ``reprocessed'' the target information.
 Further research has to show whether an off-line effect of linguistic marking can be picked up with a more sensitive measure (like a recognition task).

The effect of relational markers: contrastive findings ? 

The found effect of relational markers on reading times is consistent with findings by Britton et  al. (1982), Haberlandt (1982) and Deaton and Gernsbacher (in press). The lack of an effect of linguistic marking on recall is only partly in agreement with the literature. It is opposite to findings of Loman & Mayer (1983), Lorch & Lorch (1986) and Meyer, Brandt & Bluth (1980), who did find a ``signalling effect''. A possible explanation is that in the ``signalling'' literature two different types of ``signals'' are conflated: importance signals and relational signals. It is plausible that each of these two types of signals influences text processing in a different way. The effect of signalling that was found in typical ``mixed signal studies'', such as Loman and Mayer (1983), Lorch and Lorch (1986), and Meyer et al. (1980), may very well be caused partly by importance signals: Information following importance signals is processed more slowly and (therefore) reproduced better. On the other hand, relational signals, as in the present study, do not have an effect on recall. 

Our findings are also compatible with the study by Millis et al. (1993) to the extent that they did not find an effect of causal and so-called intentional connectives on recall. However, our data do not demonstrate any negative effect of connectives on memory, as Millis et al. (1993) did find. It is important to stress that in our experiment, participants read relatively natural expository texts, in which the presence or absence of a lexical signal only constituted an implicit or an explicit version of an identical coherence relation. In the Millis et al. study, the general conclusion on the negative effect of connectives on memory was based on a comparison between texts with and without connectives that were not identical in terms of their underlying relations so that the introduction of connectives led to texts with different coherence relations. In fact, connectives were more or less treated as linguistic elements that can be `plugged in' between two sentences, no matter the content of the sentences or the plausibility of the coherence relation given the content of the sentences. A text-linguistic analysis indicates that, in reality, the processing of a connective implies that readers make a match between the relational meaning of the connective and the meaning of the content of the segments (Sanders, 1997c). In the study by Caron et al., this was hardly possible because the sentences were simply unrelated. In the Millis et al. study readers may have had a difficult task in some conditions when it was hard to match the passage content with the relational information expressed by the connectives. Although there was an attempt to isolate conditions in which the connective appropriately matched the underlying relation by having subjects rate the appropriateness of the connectives in a seperate rating experiment, the matching was probably more difficult in some connective conditions than in the implicit (`no-connective') condition, where readers can make their own choice of how to relate the content of the segments. Looked at at it this way, the results of both studies show the importance of the match between content of the segments and the relational information, in this case expressed by the connectives. 

A cognitive account of coherence relations

The present findings can be interpreted as strong evidence for the importance of coherence relations in understanding expository text, and therefore for the relevance of coherence relations in the construction of a cognitive text representation. The fact that a text segment related to the preceding text in a Problem-Solution structure is both processed faster and reproduced better than the same segment when it is related in a List relation, supports the intuition that some relations organize a text more strongly than others, and more specifically, that Problem-Solution is a typical strongly organizing structure. 

A crucial remaining questions is of course: How exactly does the processing of coherence relations take place? We have formulated a tentative answer to this question elsewhere (Sanders et al., 1992, 1993; Sanders, 1997a) starting from the observation that it is highly implausible to assume that all coherence relations are cognitively basic and that it is far more plausible that readers make use of the knowledge of a very limited set of cognitive primitives to establish the coherence relation between text segments. One of these primitives is whether the relation is causal or additive, which constitutes the difference between Problem-Solution relations and List relations. The present experimental findings underscore the conclusion of other psycholinguistic studies on text processing: causality is indeed an important determiner in text processing.

As for the role of relational markers of text structure, it has been argued that signaling phrases and connectives make existing relations explicit. This also implies that the use of the markers is bound to restrictions: not every connective can express every relation. In recent text-linguistic work we are beginning to understand what these restrictions are and how they interplay with the meaning expressed by the connected segments (cf. Knott & Dale, 1994; Knott & Sanders, 1998; Pander Maat, 1998; Pander Maat & Sanders, 1995). This type of insights underlines the importance of further cooperation of text linguists and psycholinguists working on discourse (Sanders, 1997b).

Perhaps the primary finding in this study is that the results strongly support the idea that coherence relations are an indissoluble part of the cognitive representation itself, whereas linguistic markers like connectives and signalling phrases are merely expressions of these relations, which guide the reader in selecting the right coherence relation. This conclusion is highly compatible to a view on coherence in which linguistic markers, as part of the surface code, `guide' the reader towards a coherent text representation (Cf. Givón & Gernsbacher, 1995; Graesser et al., 1997; Noordman & Vonk, 1997).

In this article, we have confined ourselves to two well-defined and crucial aspects of text structure and coherence. In doing so, the role of textual coherence in text processing has become much clearer. It is plausible that the effect of the two factors under investigation interacts with ``reader factors'' like knowledge of the world and the text topic (Birkmire, 1985; Spyridakis & Standal, 1987; McNamara & Kintsch, 1996), reader's goals (Noordman et al., 1992) and verbal ability (Meyer, Young & Bartlett, 1989). In our view, the interaction of such reader's characteristics with text-structural properties are prime issues for research on text processing. Further progress can especially be achieved by combining text linguistic insights and analyses with psycholinguistic work on text processing.
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APPENDIX

Experimental texts, the Dutch originals of the English texts (5) and (6) presented in the paper.

(5)D
Een verkeersongeval heeft gisteren opnieuw het leven gekost aan een inwoner van Veendam. De man stak de weg over en werd aangereden door een vrachtauto. In Veendam wordt door buurtbewoners al jarenlang actie gevoerd om de verkeersoverlast in hun stad te verminderen. Die overlast betreft vooral doorgaand vrachtverkeer dat dwars door de stad rijdt. Door de verkeersdrukte brengt oversteken grote gevaren met zich mee.

(Target sentence:)

In het centrum van Veendam wordt volgend jaar begonnen met de aanleg van een tunnel.

Dit werd besloten op een vergadering van de gemeenteraad. 

Wanneer de tunnel klaar is, kunnen voetgangers en fietsers veilig onder de straat door.

(6)D
Het verkeer in de regio Oost‑Groningen zal het komend jaar last ondervinden van de aanleg van nieuwe verkeersverbindingen. Vooral in Veendam en omstreken zullen werkzaamheden plaats gaan vinden. Er wordt een nieuwe provinciale weg aangelegd tussen Stadskanaal en Veendam. De afrit van de autosnelweg Groningen‑Duitse grens, aan de oostzijde van Veendam, wordt in het voorjaar opnieuw geasfalteerd.

(Target sentence:)

In het centrum van Veendam wordt volgend jaar begonnen met de aanleg van een tunnel. 

Dit werd besloten op een vergadering van de gemeenteraad. 

Wanneer de tunnel klaar is, kunnen voetgangers en fietsers veilig onder de straat door.

Relational markers, Dutch originals of (7) and (8) in the text of the paper:

(7)D
Nu is er een oplossing in zicht.

(8)D
Een derde project ligt daar dicht in de buurt. 

Table 1

Mean reading times (ms), mean proportion of correctly verified statements, verification latencies (ms), mean scores for recalled information, with factors Coherence relation and Linguistic marking
   Problem-Solution

List

marked
unmarked
marked
un​ma​r​ked

Reading times


4299

4505

4748

5157


Verification

Proportion correct 

.92

.92

.90

.88

Verification latencies
4293

4450

4602

4562

Recall

Reproduced information 
.59

.59

.43

.47

Appropriate marking

19

17

14

13

Identical relation

45

39

35

32

1. In fact, two causal relations can be inferred in every Problem-Solution structure: that between the negatively evaluated situation and the Action and that between the Action and the new situation. The second causal relation can be made explicit by means of a paraphrase test too, although it cannot be said to hold between the elements that are mentioned explicitly in the text: ``Because of the measures proposed by the society for the protection of birds, the threat will be removed''.


�. This experimental procedure was chosen because it is crucial to our line of argumentation to gather information on different stages of the process of text processing: first reading times, then verification of statements, then recall. Because one sentence has ``received extra processing'' in the verification procedure, the recall procedure may favor the recall of the information that has been verified. But this procedure does not influence results as far as the comparison between conditions is concerned: all subjects were given this task, so it cannot explain for differences between conditions. While it is possible that this procedure makes the recall task a less precise reflection of the representation readers have made after they have read the text, this might at best lead to an overestimation of the recall of the target sentence and presumably to an underestimation of the effect of the linguistic markers.





