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Abstract

Correlated pairs of photons can be used to access what is effectively an omnipresent absolute standard of spectral radiance.

The process of spontaneous parametric downconversion, in which pump photons are converted into pairs of photons, can be

thought of as being stimulated by an omnipresent and omnidirectional one photon per mode vacuum background. This

background has units of spectral radiance and can be expressed in terms of fundamental constants. An unknown radiance can

be determined by comparison to this background radiance. The comparison is made by adding the unknown radiance into

downconversion process so as to stimulate the downconversion process over that level produced by the vacuum background

only. This is done by inputting the unknown radiance into the system so as to overlap spatially and spectrally a portion of the

output light. The process is monitored, not by observing the input light beam, but by observing only the light correlated to that

unknown radiance. (This makes possible an additional advantage of this measurement technique; it allows IR radiance to be

measured by monitoring a visible beam.) The ratio of the increase in the correlated signal is the absolute spectral radiance of

the unknown source expressed in units of photons per mode. Initial studies of feasibility and accuracy have been performed. IR

radiance has been measured to wavelengths of 5 mm with better than 3% uncertainty. We present the status of work to further

improve the uncertainty of this method. # 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

We are investigating a technique that allows spec-

tral radiance to be measured by direct comparison to

what is effectively an omnipresent primary standard.

By this, we mean a source of spectral radiance that can

be thought of as due to a background of zero-point

¯uctuations in the vacuum ®eld and is thus available

everywhere and to everyone. It is a primary standard

because the spectral radiance of this background can

be calculated from fundamental constants and thus

needs no external calibration.

A major advantage of an omnipresent standard is

that it allows a very short calibration chain between

primary standard and the ®nal device to be measured.

This is important because the accuracy of many types

of measurements suffer more from the length of the

measurement chain than the uncertainty of the primary

standard to which the measurement chain is anchored.
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Accessible primary standards are one way to address

this problem, allowing for higher accuracy measure-

ments even though the primary standard used may not

have the least possible uncertainty. The ultimate in this

approach is to make measurements by direct compar-

ison to an absolute standard with no intermediary

transfer standards. We have applied this approach to

the ®eld of spectral radiance. We discuss a technique

that allows spectral radiance to be measured by direct

comparison to the ultimate inaccessible primary stan-

dards, an omnipresent primary standard.

This technique, ®rst proposed by Klyshko in 1977

[1] and demonstrated early on by Kitaeva et al. [2] and

Malygin et al. [3], has only recently been veri®ed

metrologically [4]. Here we explore how varying

several operating parameters affect the uncertainty

of the method, yielding guidelines for improving

the overall measurement uncertainty. These explora-

tions are crucial for the development of a practical

technique that can be used with con®dence in a variety

of measurement situations.

1.1. Basic method

We present only a brief description of the principles

here, as more detailed descriptions have already been

reported [4,5]. The method makes use of optical

parametric ampli®cation, that has the peculiar char-

acteristic that an output is produced even with no

apparent input [6]. This output can be thought of as

being an ampli®cation of a one-photon-per-mode

vaccum background that is always present. Because,

this background quantity, `̀ one-photon-per-mode'',

has the units of spectral radiance and can be written

in terms of fundamental constants as Rvac�hc2/�5

[1,7], it can be thought of as a primary spectral

radiance standard. Being a property of the vacuum,

it is also omnipresent. Spectral radiance is measured

by comparing the output levels of an optical para-

metric ampli®er when amplifying the radiance to

be measured versus amplifying the one-photon-

per-mode radiance of the omnipresent primary stan-

dard.

Our implementation of the measurement method is

shown in Fig. 1(a). The optical parametric ampli®er

consists of a nonlinear crystal pumped by a laser at

wavelength �p. A noncollinear optical parametric

downconversion (PDC) arrangement is used, produ-

cing pairs of downconverted photons, emitted over a

range of wavelengths and output angles determined by

the constraints of energy conservation and phase

matching [8]. In our setup one photon will be in the

visible, �vis, and the other of the pair will be in the IR,

�IR. To amplify an IR beam using this system, the

beam is inserted into the crystal so as to overlap

(spatially, spectrally and angularly) a portion of the

downconverted output. Because the output photons

are created in pairs, this ampli®er actually has two

output channels, one at the wavelength and direction

of the input beam and one at the wavelength and

direction of the photons correlated to that input beam

(as determined by the energy and phase matching

constraints). This allows one to use a visible detector

to monitor an IR beam. The spectral radiance of an IR

beam may be obtained from the ratio of the visible

output of the ampli®er when amplifying the beam to

be measured versus amplifying just the background

radiance. Because the absolute spectral radiance deter-

Fig. 1. (a) Scheme for absolute radiance measurement using

parametric downconversion. (b) Details of the intersection of pump

and IR input beams and the detection viewing direction.
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mination depends only on the ratio of the visible

signal levels rather than any absolute light level, a

calibrated detector is not required; it need only be

linear.

The key to making this technique metrologically

robust lies in understanding the sensitivity of the

ampli®cation process to spatial, angular, and spectral

effects. These, in turn, determine the spatial, angular,

and spectral ranges that must be ®lled by the radiance

beam to be measured. Ideally these ranges would be

uniformly over®lled. In practice this cannot be

achieved. However, by modeling how well these

ranges are ®lled, one can determine an overlap factor

that is used to scale the observed ratio to the ideal ratio

(that would be obtained with a uniformly over®lled

sensitive region). Because making this overlap factor

as close as possible to unity reduces the uncertainty of

its calculation, it is important to understand how it

depends on various parameters.

The spectral radiance measurement equation as

described in the previous work is

R � �nvis�on�=nvis�off�� ÿ 1

�
;

where nvis(on) and nvis(off) are the visible PDC signals

with the IR source shutter open and closed, and � is the

total system ef®ciency [4]. The � term is the product of

the overlap factor and � IR, the transmittance of the IR

imaging system. (� IR is used to extract the radiance at

the source rather than the radiance as imaged into the

crystal.) It is the nature of the overlap component of �
that is the focus of this work.

Here we explore the effects of varying the magni-

®cation and collection angle on this overlap factor. By

this, we are able to ®nd the optimum con®guration that

yields the maximum overlap factor thus reducing its

uncertainty. In addition, verifying the shape of the

overlap dependence on these parameters has provided

an additional test of our understanding of the overall

method.

1.2. Overlap model

1.2.1. Spatial overlap

Here we present an overview of a number of effects

that are included in our model of the overlap factor. In

our original paper we calculated only a spatial overlap

with assumptions that that was the most signi®cant

component. While that was a reasonable assumption

in that particular measurement arrangement, it is

useful to quantify and test the limits of that assump-

tion.

The spatial overlap factor is calculated by integrat-

ing the product of pump beam and IR beam spatial

pro®les within the crystal and normalizing to the

integral of the pump beam in the same volume.

Fig. 1(b) shows schematically the spatial pro®les of

the beams and the intersection region. The pump beam

pro®le is Gaussian. The IR beam pro®le was best ®t to

a parabolic form with a cutoff at zero. An additional

re®nement has been added to this spatial overlap

calculation since the previous work. While the pump

beam enters the crystal fairly close to normal, the IR

beam enters at a large angle resulting in an astigmatic

IR beam within the crystal. This astigmatism is now

included in the overlap by using separate factors to

describe the horizontal and vertical extents of the

beam.

1.2.2. Angular overlap

In our original work [4] the angular overlap factor

was assumed to be unity. Here we explicitly calculate

its value. In analogy to the spatial factor which is the

integral of the product of two pro®les, here we inte-

grate the product of the angular pro®le of the IR input

beam and the pro®le of the sensitive IR angular range.

The difference for this case is that we determine the

sensitive IR angular range by converting from the

range of visible angles seen by the detector through

the phase matching and energy constraints. This over-

lap factor also requires a two-dimensional integral,

because, while the vertical range of angles seen by the

detector is limited solely by the geometric collection

limit of the detector (determined by the detector

aperture and its distance from the source), the hor-

izontal range may be limited either by the geometry of

the detector's collection optics or its spectral limita-

tion. (The spectral ®lter can limit the range of angles

seen though the phasematching constraint that ties the

wavelength of the output to its angle of output, see [4]

for details.) For the pro®les of the vertical and hor-

izontal sensitive IR angular ranges, we have used

Gaussian shapes with halfwidths matched to these

limits. The angular pro®le of the arc source output

beam was measured experimentally to be relatively

uniform over a full angle of ca. 80 mrad and to have a
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full width half maximum of ca. 150 mrad (equivalent

to f/6.7).

1.2.3. Detector viewing limit

A third factor affecting the overlap calculation was

also considered. This factor limits the region within

the crystal pumped by the laser that may be seen by the

detector. This limitation occurs because the detector

collection aperture is ®nite and the crystal is an

extended source (see insets of Fig. 1(b)), so there

can be arrangements where portions of the crystal

emit light of the proper wavelengths to be passed by

the spectral ®lter, but at angles that cannot reach the

detector geometrically. This effect is included in the

overlap integral by the addition of a third factor. The

total spatial overlap then becomes the integral of the

product of the pump beam, the IR beam, and the

visible viewing region. Because this viewing region

limitation samples a relatively broad range of the

overlap of the other two pro®les, the addition of this

third limit has relatively little effect on the ®nal

overlap, only slightly raising the overlap factors for

the lowest magni®cations. The overlap factor

increases because the detector preferentially samples

the center of the crystal where the overlap of the pump

and IR beams is greatest.

Fig. 2 shows how the individual spatial and angular

overlaps vary with magni®cation for a ®xed lens aper-

ture. They vary as expected: the spatial overlap factor

approaches unity as the magni®cation increases and the

angular overlap approaches one at small magni®cations

where the angular extent of the beam is greatest. The

effect of these two factors is seen in the product, that

shows a maximum at an intermediate magni®cation.

2. Experimental

The measurement system consists of a LiIO3 crystal

3 mm thick pumped by an Ar� laser operating at

457.9 nm, with a beam waist of 0.8 mm at the crystal.

The angle between the crystal optic axis and the pump

beam was 26.18, allowing us to produce 0.506/

4.81 mm pairs of downconverted photons at output

angles of 3.28 and 31.78, respectively. The 0.506 mm

light was detected by a silicon avalanche photodiode

(APD) 560 mm from the crystal. A 2.9 nm bandpass

®lter centered at 0.506 mm was used to limit the

spectrum of the light seen by the detector. In addition,

a 0.4 mm detector collection aperture was used. As

discussed in our previous paper, the range (whether

limited by geometric collection angles or a spectral

®lter bandpass) of visible light seen by the detector

determines the ranges of IR radiance to which the

measurement is sensitive.

The radiance source measured is an Ar discharge

arc with a temperature nominally equivalent to a

10 000 K blackbody [9]. The output of this source

is imaged into the crystal with a 101 mm focal length

ZnSe lens. An iris mounted on the lens is used to set

the collection f/#. An antire¯ection coated silicon

®lter eliminates visible and UV output of the arc. A

shutter is used to turn the radiance beam from the arc

on and off. The arc and imaging optics are all mounted

on an optical rail. The end of the rail is attached to a

gimbal so that the optical axis of the rail stays centered

on the crystal as its angle is varied. This allows the

input direction of the IR beam to be adjusted for

maximum angular overlap nearly independently of

the spatial overlap.

Fig. 2. Calculations of angular, spatial, and total overlap factors are shown for the current experimental setup with a 25 mm diameter lens

aperture.
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Measurements of the ratio of the output at 0.506 mm

were recorded with the arc shutter open and closed.

This ratio was determined as the magni®cation and

lens iris diameters were varied. The magni®cation was

varied from 0.8 to 4 by moving the lens and arc along

the optical rail. At each position it was necessary to

slightly adjust the horizontal and vertical positions of

the lens, to be certain that the IR beam was centered on

the crystal region pumped by the laser. For these

measurements the transmittance of the IR imaging

system � IR was taken to be 0.721�0.008 as previously

determined.

3. Results

Fig. 3 shows the ratios of the downconverted sig-

nals of the arc and the background (this ratio must be

divided by � to get the absolute radiance at the source).

The ratios are shown for several lens aperture dia-

meters as the imaging magni®cation is varied. The

curves are the result of calculations of the overlap

models. The overlap factors are calculated relative to

unity, the maximum possible overlap, but for compar-

ison they have been scaled by the radiance of the arc at

the crystal as determined previously by conventional

means. (The radiance of the arc at the crystal position

in the measurement passband is 1.65�0.03 photons

per mode times � IR.) The data taken with the 25 mm

aperture best show the trade off between the spatial

and angular overlap factors as the magni®cation of the

image varies. Large magni®cation improves the spa-

tial overlap, while lower magni®cation increases the

angular spread of the beam improving the angular

overlap factor. The optimum magni®cation occurs at

about 1.5 for the 25 mm aperture, but moves to smaller

magni®cations as the aperture is reduced. This occurs

because smaller apertures reduce the angular extent of

the beam thus reducing the angular overlap factor. By

moving to a somewhat smaller magni®cation with its

lower spatial overlap, the angular overlap is increased,

optimizing the product of the two factors. Of course

this optimum overlap value will be lower than those

obtained with a larger lens aperture.

The data are in overall agreement with the overlap

modeling. Error bars on the curves indicate uncer-

tainty due to system parameters that are used in

calculating the overlap factors. The largest of these

is due to the lens diameter. The measured ratios have a

dominant relative 5.3% uncertainty due to source

¯uctuations (not shown in the ®gure for clarity).

The largest relative deviation between the model

and data occurs for the smallest diameter aperture.

This is most likely due to uncertainty of the aperture

size. For this smallest aperture a ®xed diameter uncer-

tainty has the largest relative effect on the overlap

calculation. This underscores the point that for lowest

uncertainty it is best to operate with the overlap factor

as close to one as possible, that is with a large

collection angle and optimum magni®cation.

Fig. 3. The points indicate the measured ratios of the signals due to the arc source and the omnipresent background. The curves show results

of overlap model calculations. The nominal lens diameters are given for each data set. The circles, boxes, open circles and triangles indicate

the 5, 10, 15 and 25 mm data sets, respectively.
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4. Conclusions

We have explained how this correlated photon

based spectral radiance technique can be considered

to be tied to an absolute primary standard that is

accessible to all. We have mapped out how the method

is affected by varying an important operating para-

meter, the collection system magni®cation. We have

been able to model these effects indicating good

understanding of the underlying processes. This

exploration can be used as a guide on how to obtain

the optimum signal and lowest uncertainty. These are

the keys to making the technique into a truly useful

metrological method that can be used with con®dence.

This should allow others to use this omnipresent

spectral radiance standard to take advantage of the

resulting shortened measurement chain between pri-

mary standard and source to be measured.

With a better understanding of these operating

parameters we can begin to explore other parameters

such as spectral bandwidth which may lead to further

improvements in the system ef®ciency and its asso-

ciated uncertainty. A straightforward way of testing

this would be to replace the spectral ®lter with a small

spectrometer. In addition to a variable bandwidth this

would allow tunability of the wavelength region where

the spectral radiance is measured.
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